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Preface

T he research effort that has resulted in this volume began nearly a
decade ago, when the "new" trade theory could more rightfully
be called new, and development economists were asking how rel-

evant it was for the semi-industrialized countries. How did commercial
policy affect market structure in these countries? Were the models that
justified strategic intervention empirically relevant? Did trade policy lead
to significant changes in the exploitation of scale economies?

To address these questions, in 1987 we initiated the World Bank-
funded project "Industrial Competition, Productivity, and Their Rela-
tion to Trade Regimes." Unlike earlier work in the area, this project was
designed to link changes in trade policy with patterns of producer entry,
exit, and adjustment, thereby revealing micro aspects of the relation
between commercial policy and industrial sector performance. This re-
quired us to compile panel data sets on the population of producers in a
number of semi-industrialized countries.

We ultimately chose Chile, Colombia, Morocco, and Turkey for
analysis. These countries had collected the necessary micro-level data
(specifically, they had annually surveyed the population of manufactur-
ers with at least ten employees), they were willing to share these data,
and they had undergone significant commercial policy reforms during
the sample years. Several had also undergone major macroeconomic
shocks. After a lengthy period of data acquisition and cleaning, the proj-
ect produced a set of descriptive country studies, followed by papers on
market structure, productivity, and their relation to trade policy.

As we worked with the micro panels, we became increasingly aware
that commercial policy was only one of the many forces acting on the in-
dustrial sectors of our sample countries. In particular, the descriptive
analysis and the studies of productivity growth revealed that micro pat-
terns of entry, learning, growth, and exit in each industry were funda-
mental in shaping sectorwide performance. However, these evolutionary
forces were only weakly associated with trade policy.

ix
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We thus became interested in the broader question of how the indus-
trial sectors in the developing countries evolve. Researchers had begun to
document and interpret these phenomena in the industrialized countries
by the late 1980s, but very little was known about them in the develop-
ing world. On the one hand, developing countries are often characterized
as stagnant, noncompetitive environments dominated by a few produc-
ers. On the other hand, they are also frequently described as undergoing
rapid structural transformation and subject to relatively large macroeco-
nomic shocks. Given our data sets, we were in a unique position to shed
light on the relative merits of these different views and to generate a new
set of stylized facts for developing countries on the patterns and conse-
quences of producer entry, growth, and exit.

Motivated by these objectives, we began working with our collabora-
tors on the present volume. First, we refocused and shortened our coun-
try studies to highlight the patterns of entry, exit, and change in market
share observed under the various macroeconomic, trade, and regulatory
regimes. We also analyzed the industrial sector of a fifth country, Mex-
ico, using data obtained by James Tybout and M. D. Westbrook from the
Mexican government in connection with another project. The country
studies are collected in part II, with an overview provided in chapter 8.

Our next step was to prepare a set of papers that draw together evi-
dence on a single issue from a number of the countries. These are col-
lected in part I. One chapter focuses on the employment shifts that result
from the entry, growth, and exit of manufacturing plants. Two chapters
address the cross-firm differences in productivity at the micro level and
quantify how the turnover process sorts out efficient and inefficient
producers. Other chapters address the sources of heterogeneity across
producers, with emphasis on the role of economies of scale and foreign
direct investment. Chapter 1 summarizes the main lessons.

Although this book presents a new body of evidence and some clear
messages, we view it as a beginning. The analytical literature on indus-
trial evolution is still quite abstract, so we have not yet estimated struc-
tural models of the turnover processes we document. Without these
models, it is difficult to arrive at policy conclusions. Nonetheless, we
hope that our findings shed new light on the basic patterns, attract at-
tention to the phenomena, and provide a first step toward formal em-
pirical representations. We hope that as second-generation studies
emerge, they will provide new insights as to how severance laws, credit
markets, antitrust policy, bankruptcy law, and macroeconomic shocks
affect industrial performance.

In addition to the individuals who contributed papers to the original
project or to this volume, we owe thanks to many others. Our greatest
debt is to the World Bank for its ongoing financial support, through both
the Research Administration Department and the Country Economics
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Department. Further, the data would not have been available without
considerable assistance from World Bank staff and government repre-
sentatives in each country we have studied. For help with data acquisi-
tion we are extremely grateful to Kristin Hallberg, Richard Newfarmer,
Brendan Horton, Hamid Alavi, and Carlos Basterra (World Bank), Ger-
ardo Garcia (Chile, National Institute of Statistics), Suleyman Ozmucer
(Turkey, Bogazigi University), Mohamed Alami (Morocco, Ministry of
Commerce and Industry), Fernando Clavijo (Mexico, Economic Advisor
to the President), and Adriaan Ten Kate (Mexico, SECOFI). John New-
man (World Bank) and Victor Levy (Hebrew University) initiated a study
of C6te d'lvoire for the project as well. Unfortunately, problems with er-
ratic survey coverage and the unavailability of good price deflators pre-
vented inferences concerning entry, exit, and growth patterns, so their ef-
fort was ultimately abandoned.

Cleaning the data and constructing descriptive statistics were major
endeavors. Under our supervision the unglamorous task of data prepa-
ration was performed mainly by Lili Liu (Chilean and Turkish data sets),
Shoichi Katayama and Jinsung Park (Chilean data set), Constantina
Backinezos (Colombian data set), Mona Haddad (Moroccan data set),
and Jean-Marie Grether and Hans-Martin Boehmer (Mexican data set).

Finally, we received a great deal of help preparing the manuscript.
Meta de Coquereaumont did a superb job of editing the initial draft, and
Kathryn Kline Dahl ably oversaw the final round of editing and the pro-
duction work. Ghislaine Bayard typed the first drafts of most of the
chapters with great care, and Jennifer Ngaine prepared the revisions.
Sherman Robinson, Elio Landero, Howard Pack, and two anonymous
reviewers provided many helpful suggestions, as did seminar participants
at the World Bank, the U.S. Bureau of the Census, and the 1994 Latin
American meetings of the Econometric Society.
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Industrial Evolution in Developing
Countries: A Preview

Mark J. Roberts and James R. Tybout

A s a country's demand conditions, technological opportunities,
and policy regimes evolve, the micro characteristics of its indus-
trial sector respond. New, inexperienced producers enter the

market and begin to learn and grow, while other producers exit. Simul-
taneously, market shares shift among existing producers who differ in
their technology, managerial expertise, and profitability. The premise of
this book is that much can be learned about sectorwide performance by
studying these plant-level dynamics.

Although the dynamics of industrial evolution have recently been stud-
ied in North America and Europe, these micro processes have attracted
much less attention in the semi-industrialized countries, where they may
be especially significant. Many of these countries are undergoing a rapid
structural transformation from agrarian to industrial production and
from cottage to factory production. They are often struggling to catch up
technologically, and their labor markets have the formidable task of
moving workers among diverse occupations. Further, their markets are
relatively small, so they rely heavily on trade and foreign direct invest-
ment as sources of goods, demand, and expertise.

Previous studies such as those by Little, Mazumdar, and Page (1987)
and Pack (1987) recognize the importance of producer heterogeneity in
developing countries and analyze some of its implications. What distin-
guishes this volume from earlier work is that the research is based on
comprehensive data from panels of producers surveyed in five semi-
industrialized countries: Chile, Colombia, Mexico, Morocco, and
Venezuela.' These data allow us to quantify several dimensions of pro-
ducer heterogeneity and to follow plants over time as they enter the mar-

1



2 MARK J. ROBERTS AND JAMES R. TYBOUT

ket, grow, and exit. The result is a new set of stylized facts on plant-level
heterogeneity and dynamics in the semi-industrialized countries. 2

Findings on Producer Heterogeneity,
Turnover, and Economic Performance

Entry, exit, and market share reallocations reflect three forces. The first
involves long-run shifts in technology and demand patterns that gener-
ate expansion of output and net entry of producers in some sectors,
while generating contraction of output and net exit of producers in oth-
ers. The entry and exit that result as a developing country shifts from the
assembly of low-technology manufactured goods to the production of
higher-quality differentiated ones are an example of this long-run ad-
justment. The second force is short-run or cyclical fluctuations in
demand, such as might arise from changing macroeconomic conditions
or trade policy. These could be an important source of entry and exit
variation in industries where sunk costs are small so that short-term or
hit-and-run entry may be profitable. The third factor contributing to
turnover is the replacement of less-efficient producers by more-efficient
ones in the same industry. If producers in an industry are heterogeneous
in their levels of profit or productivity, market forces are likely to gener-
ate continual entry and exit, even if demand remains stable. Our first
objective in this volume is to quantify and distinguish these three types
of resource reallocation.

Each type of flux is potentially beneficial. If the level of efficiency dif-
fers across plants, the resource reallocations induced by these processes
can be a source of sectoral productivity growth. Similarly, if changes in
demand reduce profitability in one sector relative to another, the associ-
ated movement of resources is likely to improve welfare. Even if re-
sources are not shifted between sectors, the phenomena of entry, exit,
and reallocation of market share constitute a source of competitive pres-
sure and can improve allocative efficiency by limiting the market power
of incumbent producers. Against all of these benefits, one must weigh the
transaction costs of moving resources and the income lost as a result of
factors that are temporarily idled in the process. The second objective of
this volume is to shed light on these various benefits and costs.

Patterns of Turnover

Given our first objective, we devote considerable attention to describing
the patterns of entry, exit, and market share reallocation found in our
sample of semi-industrialized countries. Very little is known about these
processes, because comprehensive micro panels are needed to study
them, and confidentiality problems have made such data inaccessible to
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researchers. Nonetheless, for purposes of this project, the statistical
agencies of Chile, Colombia, and Morocco granted the World Bank
access to their annual data on the population of manufacturing plants
with at least ten workers.

COUNTRY BACKGROUND. The macroeconomic conditions that pre-
vailed in these countries during our sample years (1979-86 for Chile,
1977-89 for Colombia, and 1984-89 for Morocco) typify the experi-
ences of semi-industrialized countries in the 1980s, so our findings are
probably representative of a broader group of nations. Each country
began the decade with an overvalued currency and was forced to devalue
and contract during the debt crisis. By the end of the sample period, each
country had undergone some degree of structural adjustment and re-
sumed growing.

There are nonetheless important differences among countries. Chile
suffered a major financial crisis, because its manufacturing sector had be-
come heavily indebted in dollars. Its contraction was severe, with unem-
ployment reaching almost 30 percent and many manufacturing plants
closing. Nonetheless, Chilean policies remained laissez-faire, with low
tariffs, almost no nontariff barriers, very little public ownership in man-
ufacturing, and little intervention in the labor market. Colombia under-
went a much milder recession and recovery but remained more protec-
tionist in its commercial policy. Finally, the Moroccan data base does
not begin until after the recession, so we observe only the prolonged re-
covery that followed. During that time, the government promoted man-
ufactured exports with various tax exemptions but kept some degree of
protection from imports. These contrasts in experience help to explain
cross-country differences in patterns of industrial evolution.

FMPLOYMENT FLOWS. The first way we quantify entry, exit, and
changes in the size of continuing producers is by studying the gross flows
of jobs (chapter 2). Several facts emerge. The annual average rate of job
creation in new and expanding plants varies from 13 to 19 percent of
manufacturing employment in Chile, Colombia, and Morocco, while the
average rate of job destruction in contracting and closing plants varies
from 12 to 14 percent (see figure 1.1). The magnitude of these job cre-
ation and destruction rates is remarkably similar across the three coun-
tries, in spite of their very different macroeconomic conditions.

These flows, when combined, indicate that the number of new manu-
facturing positions added and existing positions lost in the semi-
industrialized countries amounts to 26 to 30 percent of total manufac-
turing employment in an average year, implying somewhat greater
volatility than one finds in Canada and the United States (figure 1.1).
This pattern may reflect macroeconomic instability in the South, such as
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Figure 1.1 Job Creation and Destruction

United States

|______ Canada

|I Morocco!

Colombia

Chile 

-15 -10 - 0 5 10 15 20

Annual percentage

LII Job destruction E Job creation U Net change

Note: Sample periods are Chile, 1979-86; Colombia, 1977-89; Morocco, 1984-89;
Canada, 1973-86; and United States, 1973-86.

Source: Table 2.1.

the Chilean recession, or differences in the product mix across regions,
or both. For example, the relative emphasis on light manufacturing in
semi-industrialized countries may mean that sunk entry costs are rela-
tively low and that producer turnover is high. If the costs of changing
employers are similar for workers in both regions, the burden of adjust-
ment to industrial evolution is typically greater for workers in semi-
industrialized countries than in the North. However, these costs may be
somewhat offset by the high geographic concentration of manufacturing
activity, which makes it less likely that workers will need to relocate their
residence in response to shifts in employment demand.

Although figure 1.1 depicts averages over several years, it would look
rather similar if we focused on any one year. That is, substantial job cre-
ation and job destruction take place simultaneously at all phases of the
business cycle. This pattern of turnover implies that producers respond
in diverse ways to changes in their common economic environment. It
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also challenges the belief that fragmentation of the financial market,
labor severance laws, and a propensity to prop up "sick" enterprises in-
hibit resource mobility and create stagnant industrial sectors in semi-
industrialized countries.

The industrialization process typically involves structural transforma-
tion, as simple labor-intensive industries are displaced by more sophisti-
cated manufactured products (Chenery, Robinson, and Syrquin 1986).
Nonetheless, we find that interindustry shifting of jobs is no greater in
the semi-industrialized countries than in the United States. After con-
trolling for the net expansion or contraction of total manufacturing em-
ployment, more than 80 percent of employment reallocation occurs
within, rather than across, four-digit International Standard Industrial
Classification (IsIc) industries. Thus changes in the mix of products are
not the main reason for changes in the allocation of resources, contrary
to the traditional focus of the trade and development literature. Also, if
worker skills are industry-specific rather than employer-specific, the
dominance of job turnover within an industry implies less retraining per
displaced worker than do comparable shifts between sectors.

Industries differ substantially in the magnitude of within-industry
turnover, but the ranking of industries from low to high turnover tends
to be very similar across countries. Table 1.1 presents average rates of
employment turnover by industry, after controlling for the net change in
the sector's employment. High-turnover industries, such as furniture, ap-
parel, food processing, and wood products, all have relatively small-scale
production and low capital intensity, while low-turnover industries, such
as steel, chemicals, glass, and paper, have the opposite. Technology is
thus an important determinant of industry-level turnover rates, and the
prominence of industries like food and apparel in the manufacturing sec-
tors of semi-industrialized countries helps to explain the high aggregate
turnover rates documented in figure 1.1.

Although business cycle effects are not the dominant source of job cre-
ation and destruction, they are not negligible. Studies of Canada and the
United States find that employment turnover is countercyclical, because
job creation is more stable than job destruction. The semi-industrialized
countries exhibit the opposite pattern: job creation rates are more sensi-
tive than job destruction rates to fluctuations in aggregate economic ac-
tivity. One interpretation is that plants in semi-industrialized countries
have limited access to financial markets, which forces them to rely heav-
ily on internal finance and makes expansion and entry more sensitive to
demand conditions.

PLANT ENTRY AND EXIT. Our findings on employment flows imply
substantial, continual resource reallocation among different plants. In
the country studies for Chile (chapter 9), Colombia (chapter 10), and



6 MARK J. ROBERTS AND JAMES R. TYBOUT

Table 1.1 Average Annual Employment Turnover Rates, by ISIC
Industry
(percentages)

Product Employment turnover rate

Iron and steel 11
Industrial chemicals 12
Glass 12
Ceramic products 12
Paper 13

Rubber 14
Beverages 14
Nonferrous metal refining 14
Electrical machinery 16
Transport equipment 16

Other chemical products 16
Textiles 18
Professional and scientific equipment 19
Printing 20
Nonmetallic mineral products 20

Leather 20
Plastic products 20
Footwear 21
Fabricated metal products 22
Nonelectrical machinery 22

Furniture 24
Apparel 24
Food processing 24
Wood products 28

Source: Authors' calculations based on Chilean data for 1979-86, Colombian data for
1977-91, and Moroccan data for 1984-89. The turnover variable is defined in chapter 2,
equation 2.5.

Morocco (chapter 12), more detailed analysis is undertaken to distin-
guish resource flows due to plant expansion and contraction from those
due to entry and exit. The focus of these chapters is on the contribution
of entering and exiting plants to sectorwide production and the extent
to which turnover patterns at the industry level reflect technology or
demand conditions.

Despite the diverse macroeconomic conditions in these three countries,
several robust patterns of turnover emerge. In the manufacturing sector,
overall rates of plant entry and exit are substantial in each country.
Average annual entry rates are 6.1, 12.2, and 13.0 percent in Chile,
Colombia, and Morocco, respectively, while average exit rates are 10.8,
11.1, and 6.0 percent. Fluctuations in the business cycle are important in
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explaining entry and exit patterns. For example, during the Chilean re-
cession, the plant exit rate rose as high as 13.0 percent in one year, but
during the subsequent recovery, it fell as low as 5.3 percent. Nonethe-
less, even during the depths of the Chilean recession, the new plant entry
rate exceeded 4 percent a year. Similarly, during the Moroccan expan-
sion, the exit rate remained above 6 percent a year. Hence in the semi-
industrialized countries, as in the industrial countries, simultaneous
plant entry and exit at all phases of the business cycle are the norm.

Like employment flows, plant entry and exit patterns exhibit strong
industry effects. The average amount of plant turnover varies dramati-
cally across industries, but the ranking of industries by average turnover
is similar across countries. We interpret this to mean that technology-
embodied in fixed operating costs and sunk entrv costs-differs substan-
tially across industries but is similar across countries for a given industry
and changes only slowly over time.3 The pace at which efficient firms re-
place inefficient ones may thus naturallv be more rapid in industries like
food processing and apparel than in industries like steel and chemicals,
which require greater investments in capital.

In addition to industry effects, year dummy variables help to explain
entry and exit rates. Presumably these dummies capture aggregate de-
mand and credit market conditions, but once industry effects and com-
mon macroeconomic shocks are controlled for, fluctuations in trade pat-
terns contribute no additional explanatory power. That is, exposure to
foreign competition or exporting opportunities typically has no special
effect on turnover, beyond its effect on aggregate demand. The one ex-
ception is Morocco, where export promotion programs appear to have
tilted entry patterns toward export-oriented sectors throughout the
sample period.

Since a large fraction of turnover reflects the simultaneous expansion
and contraction of different producers in the same industry, it is impor-
tant to examine the differences between entering, exiting, and surviving
plants. The country studies identify several patterns. Not surprisingly,
entrants are small, averaging only about one-fourth the size of incum-
bent producers. They are thus responsible for more modest shares of
industrial production than their numbers would suggest. Nonetheless,
their size relative to that of incumbents and their rates of turnover are as
large in the semi-industrialized countries as they are in the United States.
If the ease of small-scale entry is indicative of competitive pressures, this
finding is further evidence against the popular perception that the higher
concentration rates observed in many developing countries reflect less
product market competition than in industrial countries (Rodrik 1988;
Krugman 1989).

Failure is not randomly distributed across the population of plants but
rather is concentrated among smaller plants, particularly younger ones.
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Figure 1.2 Survival Rate of Plants by Age of Coborti, Chile and Colombia

Percent
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* Chile, 1977-86 El Colombia, 1977-85

Source: Chapters 9 and 10.

As a cohort of new plants ages, there is a clear increase in the proportion
of plants that survive (see figure 1.2). For example, in Colombia the one-
year survival rate increases from 79 percent for one-year-old plants to
approximately 87 percent for plants more than three years old. In Chile,
first-year survival rates average 73 percent, while four-year survival rates
average 89 percent. This age pattern characterizes many studies of plants
in industrial countries and is consistent with the view that heterogeneous
producers are learning about their efficiency or profitability in the mar-
ket. Firms that learn that they are relatively inefficient exit the market,
and over time the cohort becomes increasingly composed of efficient pro-
ducers with high probabilities of survival. Alternatively, the age pattern
could reflect an increase in the fitness of the cohort, as learning-by-doing
takes place or as new firms make productivity-improving investments.

Overall, the qualitative patterns of plant turnover are similar to those
found in the manufacturing sectors of industrial countries: continual
waves of small-scale producers enter the market, and many of them exit
within the first few years of their existence. Theory suggests that hetero-
geneity in the level of profit or efficiency and uncertainty on the part of
entrants about their future ranking relative to industry norms lie behind
these phenomena. In addition, industries differ in the magnitude of
turnover, with high-entry industries generally characterized by high exit.



INDUSTRIAL EVOLUTION IN DEVELOPING COUNTRIES 9

Simultaneous entry and exit would be expected if sunk entry and exit
costs were low. At a minimum, the turnover patterns found in the semi-
industrialized countries-whether measured in terms of employment po-
sitions or number of plants-imply substantial resource mobility, much
of it occurring between producers within the same industry.

Turnover and Productivity

As new products or technologies emerge, market share reallocations that
favor the innovating producers generate gains in sectoral efficiency. Sim-
ilarly, reallocations away from wasteful plants improve aggregate per-
formance. If the intraindustry turnover patterns discussed in the last sec-
tion are driven by this type of reallocation, there is a payoff in
productivity growth. Indeed, as others have noted concerning India
(Little, Mazumdar, and Page 1987; Pursell 1990), policies that prop up
sick plants to maintain jobs are grossly inefficient. Chapters 3 and 4
assess the contribution of producer turnover to sectoral productivity
growth by focusing on differences in the productivity of entering, ex-
panding, contracting, and failing plants.

Chapter 3 reviews the evidence from industrial and developing coun-
tries on the importance of entry, exit, and interplant market share real-
locations as sources of sectoral productivity growth. These processes do
not appear to be the dominant source of productivitv growth in the short
run, but neither are they negligible. They can account for up to several
percentage points of annual growth or shrinkage, depending on the time
period, industry, and country.

Nonetheless, the productivity effects of turnover and share realloca-
tions are no larger in the semi-industrialized countries than in the United
States. Hence the rapid rates of job turnover do not obviously yield
higher productivity. This result cannot be traced to limited cross-plant
variation in productivity among the semi-industrialized countries: within
most three-digit industries, one finds tremendous heterogeneity. Rather,
it obtains because the potential productivity gains from market share re-
allocations are largely unexploited.

Chapter 4 presents new, detailed findings on the role of entry, exit, and
market share reallocations in generating productivity growth among
Chilean and Colombian manufacturers. In Colombia, turnover and share
reallocations among incumbent plants often contribute more than 1 per-
centage point a year to total factor productivity growth, but their effect
is sometimes negative and over the long run averages close to 0. The
small year-to-year average impact of turnover does not occur because ex-
iting plants are as productive as plants that survive-in fact, in most
periods, they get 10 to 20 percent less output per unit of input bundle
(see figure 1.3). Rather, turnover has a small impact on productivity for
two reasons. First, exiting plants account for only 3 to 5 percent of the
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Figure 1.3 Productivity of Plants by Age of Cohort, Colombia,

1982-86

Total factor productivity

120 -

0 W
Dying 1-year- 2-year- 3-year- >3-year- All
plants olds olds olds olds plants

Note: Data are cohort-specific weighted averages of plant-level total
factor prodtictivity.

Source: Table 4.2.

market in a typical year. Second, plants in their first year of operation
(entering plants) are only slightly more productive than exiting plants.

Nonetheless, the cumulative gains in productivity from turnover are
far greater than the difference in productivity between dying plants in
their last year and entering plants in their first year. As each new cohort
of plants matures, some of its least productive members drop out, and its
surviving members learn to be more efficient. So dying plants are even-
tually replaced with plants that are substantially more productive. (This
pattern provides further evidence that the decline in failure rates docu-
mented in figure 1.2 reflects improvements in cohort efficiency.) Further,
dying plants that exit are in the process of getting worse, and these plants
might well become even less productive if they are not replaced (chapter
3). Finally, although turnover in any one year is small, after only four
years, 20 to 30 percent of the initial population of plants typically turns
over. For all of these reasons, policies that distort turnover patterns-
either by subsidizing entry, by limiting entry, or by propping up less
efficient producers that would otherwise exit-probably dampen pro-
ductivity substantially in the long run.

Macroeconomic fluctuations can also create strong productivity
effects, even in the short run. Because entry and exit rates vary over the
business cycle, so do the market shares of incumbent producers. During
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upswings, incumbents lose market share as new plants enter more
rapidly than incumbents fail. This can exert a countercyclical influence
on productivity, because new and dying firms are typically less produc-
tive than continuing producers. Plant closures during the major recession
did significantly improve labor productivity in Chile, and the rapid entry
of inexperienced plants during the boom period did significantly hurt
labor productivity in Morocco (chapter 3).

Plant-Level Determinants of Productivity

The scope for improving productivity depends not only on turnover pat-
terns but also on the cross-plant distribution of efficiency levels and the
response of this distribution to changes in economic conditions. Why
does productivity differ across plants or grow within plants over time?
In addition to the learning effects mentioned above, technology transfers,
exploitation of economies of scale, managerial heterogeneity, and exter-
nalities are all possible causes that are explored in varying degrees in the
remainder of this volume.

Chapter 7 assesses the role of foreign direct investment and finds that
plants owned by multinational companies are typically more efficient
than domestically owned establishments. Technology transfer from par-
ent companies is one interpretation. However, contrary to earlier studies
based on cross-sectional data, foreign direct investment does nlot appear
to generate positive spillover effects for domestic firms in the same in-
dustry or region. At least in the short run, multinational corporations
apparently siphon off demand or high-quality labor from domestically
owned competitors.

The distinction between private and public ownership is also a rele-
vant dimension of producer heterogeneity. The study of Turkey reported
in chapter 13 finds that public ownership has a significant depressing
effect on productivity and that public and private firms have qualita-
tively different responses to trade liberalization. This is consistent with
the common belief that public sector managers, lacking the disciplining
influence of shareholders, emphasize objectives like job security and
compensation rather than efficiency.

If there are economies of scale, large plants are more efficient than
small ones, so policies that influence the size distribution also affect pro-
ductivity. For example, it is often observed that outward-oriented devel-
opment strategies may increase the size of export-oriented producers by
expanding the market. However, to the extent that scale economies are
present, the same policies may reduce scale efficiency among import-
competing firms (Rodrik 1988). These producers typically contract when
trade liberalization increases import penetration in the domestic market
(chapters 5 and 6).
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In any event, as a source of productivity growth, changes in scale
efficiency have probably been overemphasized relative to the other di-
mensions of performance (chapter 5). The largest plants in most indus-
tries typically have attained minimum efficient scale, and these plants
dominate industrywide measures of performance. One implication is
that computable general equilibrium models, which do not recognize
size heterogeneity within a given industry, often overstate the potential
gains from the exploitation of economies of scale that accompany trade
liberalization.

The degree to which the domestic industry is exposed to international
markets may affect productivity through other channels. Productivity
dispersion is typically greater in industries protected from international
competition, and higher productivity growth is often associated with
the production of tradable products (chapter 3). These patterns may re-
flect limited access to foreign technology and expertise as well as diffi-
culty acquiring imported intermediate and capital goods under pro-
tectionist trade regimes. However, there are plausible alternative
explanations for the negative association between protection and pro-
ductivity. For example, theory suggests that sectors with large start-up
costs exhibit relatively little turnover and tend not to weed out low-
productivity firms (Hopenhayn 1992). These sectors may also be rela-
tively protected, because they are not in the comparative advantage of
the semi-industrialized countries.

Plant-Level Determinants of Pricing Behavior

The country studies also provide some direct evidence on the variation
in price-cost margins, both across industries and across plants within the
same industry, as one way of assessing the extent of heterogeneity.
Within industries, large plants do appear to be more profitable than their
smaller competitors. But once size is controlled for, little systematic in-
terindustry variation in margins remains, suggesting that entry barriers
are small and that differences in industry margins largely reflect selection
effects that cause efficient plants to gain market share within each
industry.

Trade exposure does appear to exert additional competitive pressure
on markups in Mexico (chapter 11), Morocco (chapter 12), and Turkey
(chapter 13), either because it reduces the economywide returns to
capital (as in the Hecksher-Ohlin model) or because it "disciplines"
noncompetitive pricing behavior. The finding that openness reduces
markups the most among large plants and concentrated industries sug-
gests that market power is at least part of the story. This effect is partic-
ularly strong in Mexico, which went from being very protectionist to
being very outward-oriented during the sample period (1985-90). In
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contrast, there is no correlation between trade flows and margins in the
relatively open countries of Chile (chapter 10) and Morocco.

Conclusions

Industrial product markets in the semi-industrialized countries are rela-
tively small, and they often are sheltered from international competition.
Further, credit markets are poorly developed. Hence it is sometimes
argued that incumbent producers are comfortably entrenched in the
semi-industrialized countries and that turnover takes place among fringe
producers who do not seriously discipline the pricing behavior of large
firms. The research collected herein challenges that perception. The de-
gree of flux in the manufacturing sectors of semi-industrialized countries
is on average greater than that found in the North, so the competitive
pressures are probably at least as great. Indeed, the relatively open coun-
tries in our sample show no evidence that imports contribute additional
pressure at the margin.

In the short run, the replacement of dying plants with entering plants
does not create dramatic productivity gains, since neither type of plant is
very efficient on average, and neither accounts for large market shares.
But dying plants become progressively less productive in their final years,
while new plants that survive improve rapidly. Also, a large fraction of
the manufacturing sector turns over within five to ten years. As a result,
policies that inhibit this replacement process probably have substantial
medium- and long-term detrimental effects on productivity.

The productivity gains from turnover are not costless. They are offset,
in some measure, by the transaction costs of moving resources and by the
income lost when factors are temporarily idled in the process. Indeed, if
the costs of moving resources between two plants are comparable across
countries, it appears that the semi-industrialized countries bear relatively
more cost per unit of output than do Canada and the United States. We
find no evidence that the productivity gains in the semi-industrialized
countries are correspondingly larger. Hence, the high turnover among
producers may reflect a greater degree of entrepreneurial groping for the
right product or balance sheet in rapidly changing and highly unpre-
dictable economies.

Notes

1. Details of these data bases may be found in the appendixes to the country
studies in part 11 of this volume.

2. Additional findings based on these data have already been published in de
Melo and Roland-Holst 1991; Haddad and Harrison 1993; Harrison 1994;
Levinsohn 1993; Liu 1993; Roberts and Tybout 1991; Tybout 1992a and
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1992b; Tybout, de Melo, and Corbo 1991; Tybout and Westbrook 1995; and
Westbrook and Tybout 1993.

3. Chapter 3 reviews the theorv linking technology and turnover patterns.
Hopenhayn's (1992) model bears most directly on the results cited in this para-
graph.
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PART

II

Heterogeneity, Productivity,
and Employment Dynamics



Employment Flows
and Producer Turnover

MarkJ. Roberts

T he process of growth and development necessarily involves the
replacement of outdated production methods with new technolo-
gies, the creation of new products, the opening of new markets,

and the discovery of new applications for existing products. In most coun-
tries, these changes are accomplished by a continual, ongoing process of
creative destruction that results in the gradual shifting of resources from
contracting and failing producers to new and expanding ones.

When producers within a sector are identical, changes in demand and
cost conditions lead to the shifts of resources across sectors that have
been the focus of much empirical study by development economists.
However, when producers within a sector vary enormously in size, input
mix, and productivity, the evolutionary process also generates resource
movements within sectors, even without changes in demand or cost con-
ditions, as more profitable producers replace less profitable ones. It is
these flows at the level of the individual plant or worker that are most
likely to reflect both the adjustment costs associated with change and the
potential benefits, such as higher productivity, more product diversity,
and higher living standards.

This chapter focuses on the extent of micro-level resource reallocation
in the manufacturing sectors of Chile, Colombia, and Morocco by quan-
tifying the turnover in employment positions at the level of the individ-
ual manufacturing plant. By using plant-level panel data sets to track the
employment level of individual plants over time, we distinguish the flow
of jobs created in new and expanding plants from the simultaneous flow
of jobs lost in plants that contract or close.

Recent studies of employment reallocation in Canada, the United
States, and several European countries find that the gross flows of

18



EMP'LOYMENT FLOWS AND PRODUCER TURNOVER 19

employment positions resulting from the entry, expansion, contraction,
and exit of plants are several times larger than the net change in employ-
ment (Dunne, Roberts, and Samuelson 1989; Davis and Haltiwanger
1990, 1992; Davis, Haltiwanger, and Schuh 1994; Baldwin, Dunne, and
Haltiwanger 1994). Thus, in these industrialized countries, a substantial
amount of resource reallocation is continually occurring at the micro
level even when there is little change in sectoral or aggregate totals.' This
chapter provides complementary evidence on the extent of resource real-
location in three semi-industrialized countries.

There are reasons to expect less producer turnover in developing coun-
tries than in industrial countries. One is that government policies can
directly interfere with the turnover process by subsidizing inefficient
plants or industries. Government policies may also constrain the entry of
new firms, through direct prohibition, credit rationing, or imperfections
in capital markets that make it difficult for new firms to borrow. Trade
policies that protect high-cost domestic producers or that slow the entry
and expansion of new export producers also influence the process.
Finally, uncertainty of future market conditions, such as can result from
destabilizing macroeconomic policy, can also depress turnover in the
presence of sunk entry or exit costs (Dixit 1989). Adjustments in the size
of existing producers can also be affected by policy. Mandated severance
payments for workers, for example, can lead to more costly adjustment
and less turnover in employment. In contrast, developing countries mav
have higher rates of turnover than industrial countries, since a higher
proportion of their employment, particularly in the manufacturing sec-
tor, is concentrated in smaller producers whose survival may be more
sensitive to cyclical fluctuations.

Producer turnover can be costly if it requires the movement of work-
ers either in and out of unemployment or between geographic regions. It
can also be a beneficial source of change in sectoral and aggregate pro-
ductivity if producers are not equally productive, because entry, growth,
and exit alter the mix of efficient and inefficient firms. Tybout (1992)
finds that the net exit of producers following the Chilean recession in the
early 1980s contributed to an increase in productivity, because of the
exit of inefficient plants, while the net entry of firms during the Moroc-
can expansion of the late 1980s contributed to a decline in productivity.
Similarly, in chapter 4, Liu and Tybout find that exiting plants in Colom-
bia are generally less efficient than incumbents, so that exit improves
sectoral productivity. 2 Finally, high turnover rates can also provide com-
petitive pressure in markets that are characterized by a small number of
producers.

The goal of this chapter is to gauge the extent of resource reallocation
at the micro level and to quantify the role of plant entry and exit as a
contributing factor. To that end, employment reallocations that result
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from the entry and exit of plants are distinguished from employment
changes that occur as continuing producers expand or contract. The
focus is on employment change, the flow of new positions created by
entering and expanding establishments, and the fLow of positions
destroyed by downsizing and exiting plants. The use of employment
flows avoids the problems of differing output deflators across countries
and allows direct comparison with recent studies for Canada and the
United States.

The empirical findings are remarkably similar across the three devel-
oping countries and, in many ways, replicate patterns found in industrial-
country data. Net changes in aggregate or sectoral employment mask
large offsetting flows of new jobs created through plant entry and expan-
sion and old jobs lost through the contraction and closing of other
plants. Annual rates of job turnover are larger than comparable figures
for Canada and the United States, averaging 24 to 30 percent of the
manufacturing employment base in the three countries. Expansions and
contractions of existing plants account for the majority of turnover in
employment positions, but the entry and exit of producers are a larger
component of the total in the developing countries.

Examining employment flows at the sectoral level reveals that more
than 80 percent of total employment turnover occurs as a result of the
entry, growth, and exit of plants within the same industry rather than
from shifts in employment between industries. The rank correlation of
industries on the basis of employment turnover rates is positive across
the three countries, suggesting that technological factors, such as the
magnitude of sunk entry costs or adjustment costs for existing produc-
ers, may play a large role in generating differences in average employ-
ment turnover rates among sectors. Contrary to the findings for Canada
and the United States, cyclical fluctuations in the rates of job creation are
larger than fluctuations in the rates of job loss, suggesting that major
periods of employment restructuring are periods of high growth that are
accompanied by substantial entry of new producers.

The next section defines the turnover variables that are quantified in
this chapter. The following section summarizes the aggregate time-series
patterns for the three countries with emphasis on the role of plant entry
and exit as a source of employment turnover. The final section examines
the cross-sectional and time-series patterns of turnover at the industrv
level.

Measurement Issues

Using the panel data sets for each country, which cover the population
of manufacturing plants in operation in each of several years, it is possi-
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ble to identify each plant as an entering, exiting, or surviving plant
between each pair of years. Between year t and year t + 1, a plant is clas-
sified as a birth if it first appears in t + 1, as a death if it appears in year
t but not in year t + 1, or as an incumbent survivor if it operates in both
periods.3 For each plant, the manufacturing censuses report the total
employment in each year. By summing plant employment over the plants
in each of these groups, the following employment totals can be defined:
Bt is the number of employees in plants that begin operation in period
t + 1. E,, Et +, are the number of employees in periods t and t + 1 in all
surviving plants that expand employment or do not change employment
between the two periods, so that Et F 1 is greater than or equal to E,. C,,
C, l are the number of employees in periods t and t + 1 in all surviving
plants that contract employment between the two periods, so that C, t I
is less than C,. D, is the number of employees in period t in all plants that
died in period t.

The level of employment (L) in each of the two periods is denoted Lt
and L, and can be defined as:

(2.1) Lt=Et+Ct+D,

(2.2) Lt,> zEr7I + C, +B, 1 I

The four components of the gross flow of employment positions are
defined as B, equals births; AE, = E,I - Et equals expansions;
AC, (C, - C,) equals contractions; and Dt equals deaths. These four
components summarize the change in the number of occupied positions
or employment opportunities within each group of plants. Because the
underlying data are plant employment totals, it is not possible to tell if
the actual jobs, or the individuals occupying the jobs, are the same ones
over time. These components are used to define three other summary
measures of employment turnover.

Net employment change between t and t + I is the difference between
gross additions and gross losses:

(2.3) AL1 = B,_ + AE, - AC, - D,

Employment turnover is defined as the sum of the four components:

(2.4) T, = B,, I + AE, + AC, + D,

and measures the total number of employment positions added or lost
between the two years. The lower bound on the amount of turnover is
the net employment change between the two years (T, > AL,). Total
employment turnover can also be divided into a component due to plant



Table 2.1 Average Annual Job Growth and Turnover Rates in the Manufacturing Sector
(percentages)

Total manufacturing job Gross job Gross job Turnover Volatility
Country and period growth rate additions losses rate rate

Average over entire period
Chile, 1979-86 -1.0 12.9 -13.9 26.8 18.4
Colombia, 1977-91 0.3 12.5 -12.2 24.6 22.2
Morocco, 1984-89 6.5 18.6 12.1 30.7 24.2
Canada, 1973-86 0.6 10.6 10.0 20.5 17.8
United States, 1973-86 -1.2 9.2 -10.4 19.6 15.3

Average during years of
employment expansion

Chile 8.7 17.6 -8.9 26.6 17.8
Colombia 2.8 13.7 -11.0 24.7 21.9
Morocco 6.5 18.6 -12.1 30.7 24.2
Canada 2.4 11.4 -8.8 20.2 17.5
United States 3.2 11.1 -7.9 19.( 15.8

Average during years of
employment contraction

Chile -8.2 9.4 -17.6 27.0 18.8
Colombia -2.2 11.2 -13.3 24.5 22.4
Morocco n.a. n.a. n.a. n.a. n.a.
(:anada -3.0) 9.1 -12.1 21.1 18.1
United States -5.5 7.4 -12.9 20.2 14.7

n.a. Not applicable (no periods of contraction).
Note: For the United States and Canada, the denominator in each rate is average employment in periods t + 1 and t; for developing countries, the denom-

inator is employment at the start of each interval.
Source: For Canada and the United States, constructed from Baldwin, Dunne, and Haltiwanger 1994, table 1; for Chile, Colombia, and Morocco, author's

calculations.
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turnover (births plus deaths) and a component due to the turnover of
positions in ongoing plants (expansions plus contractions).

Finally, the amount of employment turnover bevond that needed to
account for the net change in the number of positions-referred to as the
level of volatility-is defined as:4

(2.5) V, = T, - JALJ.

In general, these summary measures are expressed as a proportion of
employment in year t. The measures can be constructed for the whole
manufacturing sector or for individual industries.

Aggregate Gross Flows of Employment Positions

Average annual employment growth and turnover rates were computed
for the manufacturing sector in each of the three countries and, for com-
parison, Canada and the United States (see table 2.1; annual gross flow
components for the three developing countries are reported in table 2.2).
Averages were calculated over all the available years and then for peri-
ods of net expansion and net decline of manufacturing employment. For
Colombia the data cover 1977-91, which includes two periods of man-
ufacturing sector expansion (1977-79 and 1985-91) and a long period
of employment contraction (1979-85). Net employment growth aver-
aged only 0.3 percent a year over the whole period but rose to 2.8 per-
cent a year during the expansions and dropped to -2.2 percent a year
during the contractions. Although the Colombian manufacturing sector
clearly experienced cyclical fluctuations, there is no pattern of long-term
secular growth or decline in employment positions.

Long-term changes in the size of the manufacturing sector are more
evident in Chile, M1orocco, and the United States. Employment in Chile's
manufacturing sector contracted by an average of 1.0 percent a year over
1979-86, a period encompassing both a massive recession and a subse-
quent expansion. Employment shrank 8.2 percent a year during the
1979-83 recession and grew 8.7 percent a year during the 1983-86
recovery. Morocco experienced positive employment growth in each
sample year from 1984 to 1989. Employment growth ranged from 1.6
percent a year to 10.1 percent and averaged 6.5 percent over the period.
The United States also experienced a secular decline in manufacturing
employment over the 1973-86 period, averaging a loss of 1.2 percent a
year. Again, cyclical fluctuations are important, with average annual
employment growth rates of 3.2 percent during expansions and losses of
5.5 percent during contractions. In Canada the manufacturing sector
grew at an average rate of 0.6 percent a year during 1973-86, including
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Table 2.2 Gross Annual Employment Flows in Chile, Colombia,
and Morocco
percentages)

Country
and year
(t, t+ 1) L(t) BIL AE/L \CIL DIL AL/L TIL VIL

Chile
1979-80 310.1 0.022 0.083 -0.084 -0.087 -0.065 0.277 0.212
1980-81 289.9 0.032 0.064 -0.090 -0.078 -0.072 0.264 0.192
1981-82 269.1 0.021 0.033 -0.159 -0.066 -0.171 0.279 0.109
1982-83 223.1 0.043 0.076 -0.075 -0.065 -0.021 0.260 0.239
1983-84 218.5 0.078 0.120 -0.055 -0.041 0.102 0.294 0.192
1984-85 240.9 0.026 0.109 -0.050 -0.021 0.064 0.206 0.142
1985-86 256.3 0.047 0.149 -0.046 -0.054 0.095 0.297 0.201

Colombia

1977-78 458.2 0.083 0.079 -0.057 -0.079 0.027 0.298 0.271
1978-79 470.5 0.1(11 0.077 -0.053 -0.091 0.034 0.322 0.288
1979-80 486.6 0.075 0.059 -0.063 -0.073 -0.002 0.270 0.269
1980-81 485.8 0.069 0.052 -0.072 -0.078 -0.029 0.271 0.242
1981-82 471.6 0.056 0.057 -0.089 -0.051 -0.026 0.252 0.226
1982-83 459.3 0.057 0.052 -0.081 -0.047 -0.023 0.232 0.209
1983-84 448.9 0.042 0.061 -0.069 -0.050 -0.017 0.222 0.205
1984-85 441.3 0.051 0.051 -0.089 -0.049 -0.036 0.239 0.204
1985-86 425.5 0.065 0.067 -0.053 -0.057 0.023 0.242 0.219
1986-87 435.4 0.064 0.098 -0.048 -0.037 0.077 0.247 0.170
1987-88 468.9 0.042 0.064 -0.070 -0.055 -0.020 0.231 0.210
1988-89 459.6 0.047 0.065 -0.052 -0.040 0.020 0.204 0.185
1989-90 468.7 0.031 0.064 -0.054 -0.037 0.004 0.187 0.182
1990-91 470.7 0.045 0.073 -0.052 -0.058 0.007 0.228 0.221

Morocco

1984-85 220.8 0.071 0.098 -0.125 -0.027 0.016 0.322 0.306
1985-86 224.4 0.076 0.129 -0.099 -0.029 0.078 0.333 0.255
1986-87 241.8 0.064 0.122 -0.086 -0.022 0.078 0.294 0.217
1987-88 260.5 0.049 0.114 -0.089 -0.021 0.054 0.274 0.220
1988-89 274.4 0.069 0.138 -0.091 -0.014 0.101 0.312 0.211

Source: Author's calculations.

an average growth rate of 2.4 percent during expansions and a loss of
3.0 percent during contractions. Except for Morocco, each country expe-
rienced modest average changes in employment overall, varying from
-1.2 to 0.6 percent a year, while also experiencing periods of more sub-
stantial growth and decline in employment.

Of primary interest to this study is the amount of micro-level turnover
or reallocation in employment positions that lies behind these net
changes in employment. Average rates of gross additions and losses of
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positions for the three developing countries show, as do all empirical
studies for industrial countries, that the gross flows of positions were
many times larger than the net change in employment (table 2.1,
columns 2 and 3).5 There were large flows of new jobs even during peri-
ods of overall manufacturing contraction and large flows of jobs lost
during periods of substantial growth. The average annual rate of new job
creation during Chile's massive recession of 1979-83 was 9.4 percent,
although total manufacturing sector employment fell 8.2 percent a year.
Morocco's overall manufacturing sector expansion of 6.5 percent a year
was accompanied by an average annual job loss of 12.1 percent.

There are some differences in the rates of job creation and destruction
between developing and industrial countries. For Canada and the United
States, gross job additions and losses averaged approximately 10 percent
a year. For Chile and Colombia, they averaged 12.2 to 13.9 percent a
year; for Morocco, they were higher still. The main source of difference
between the two groups of countries is the rate of gross job additions
during expansionary periods, which averaged 11.1 and 11.4 percent a
year for the United States and Canada, respectively, but varied from 13.7
to 18.6 percent a year for the three developing countries.6 Throughout
this chapter, the sensitivity of the job creation process to cyclical fluctu-
ations is one of the main sources of difference between the industrialized
and semi-industrialized countries.

Turnover and Volatility

Combining gross additions and losses yields average turnover in em-
ployment positions, which is the proportion of initial-year employment
positions added through plant openings or expansions plus those lost
through plant closings or cutbacks (table 2.1, column 4). Employment
turnover rates were large for all five countries, but the three developing
countries had underlying rates of plant-level employment reallocation
that were some 25 to 50 percent larger than those found in Canada and
the United States. The same pattern holds for expansionary and contrac-
tionary periods as well. In addition, there is little difference in the aver-
age rate of employment turnover for each country between growing and
contracting periods. Employment turnover rates were always smallest in
the United States and Canada, averaging 19.6 percent in the United States
and 20.5 percent in Canada during both expansions and contractions.
For Colombia and Chile, average turnover rates were 24.7 and 26.6 per-
cent, respectively, during periods of employment growth and 24.5 and
27.0 percent during periods of contraction. For Morocco, which had no
contractionary periods, the turnover rate averaged 30.7 percent.

An important and much discussed finding for the United States con-
cerns the cyclical pattern of total employment reallocation. Davis and
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Haltiwanger (1992) show that employment reallocation in the U.S. man-
ufacturing sector is countercyclical, with higher rates of job turnover
occurring during recessions. The simple correlation between the net
growth rate and the turnover rate is -0.56.7 This occurs because the
time-series variation in job destruction rates is much larger than the time-
series variation in job creation rates. Baldwin, Dunne, and Haltiwanger
(1994) report that the ratio Var(AC + D) I Var(B + AE) equals 2.17 in
the United States. This implies that job loss is much more sensitive to the
business cycle than is job creation, so that recessions are periods of
increased job destruction, with a much smaller decrease in job addition
rates, while expansions are periods of decreased job destruction, with a
much smaller increase in job addition rates. Baldwin, Dunne, and Halti-
wanger (1994) also find a negative correlation between net change and
turnover for the Canadian manufacturing sector, but the magnitude is
smaller at -0.25 and not significantly different than 0. The ratio of the
variance of job destruction to job creation in Canada is 1.54. These find-
ings are consistent with the view that recessions are times of cleansing of
the production structure as employers close or scale back inefficient
plants.8

A countercyclical pattern of employment reallocation is not evident in
the three developing countries. The simple correlation between net
employment change and turnover is 0.21 in Colombia, -0.03 in Chile,
and 0.01 in Morocco. 9 Corresponding to this, the ratio of the variance
of job destruction to job creation is 0.65 in Colombia, 1.04 in Chile, and
0.995 in Morocco. Two of the three countries show no evidence of cycli-
cal employment reallocation, while the third, Colombia, has a procycli-
cal pattern. The pattern for Colombia arises primarily from the large
variation in plant births over time and from the positive correlation
between births and expansions. This suggests that the major periods of
employment reallocation were not recessions, as in Canada and the
United States, but rather periods of high growth that were accompanied
by substantial entry of new producers.

One reason for the differences in cyclical patterns of the industrial and
developing countries may be the differences in the size and age distribu-
tion of producers between the countries. 10 Davis and Haltiwanger (1992)
and Davis, Haltiwanger, and Schuh (1994, section 4.3) provide some evi-
dence for the United States on the sources of cyclical variation by plant
type. They find that smaller, younger plants have higher rates of job
turnover than larger, older plants and that they are also much less cycli-
cally sensitive. The countercyclical reallocation pattern in the United
States is driven by the adjustment, particularly the downsizing during
recessions, of large, old manufacturing plants. The patterns observed in
the three developing countries are much more similar to those found for
small, young plants in the United States.
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The final summary measure of employment flows presented in table
2.1 is the volatility rate. Because the net employment change in manu-
facturing is generally considerably smaller than the turnover rate, most
of the micro-level employment reallocation observed in the three devel-
oping countries cannot be attributed simply to changes in the size of the
manufacturing sector. As a result, the aggregite volatility rates parallel
the turnover rates, and the rankings of the countries are the same (table
2.1, column 5). For Chile and Morocco, however, the large annual
changes in employment did contribute to an increase in the magnitude of
employment turnover. When measured by the volatility rate, employ-
ment reallocation in Morocco drops to the level for Colombia, approxi-
mately 24.0 percent, and that for Chile, at 18.4 percent, drops close to
the level observed in the United States.

Overall, aggregate flows for the three countries reveal high turnover of
positions, with average turnover rates that differ more across countries
than between periods of growth and contraction within a country. The
rate of turnover in employment positions is larger in Chile, Colombia,
and Morocco than in Canada and the United States, a difference that
persists even after controlling for the larger rates of net employment
change in the developing countries. This suggests that country-specific
factors such as the mix of industries and plant sizes, among other things,
may have contributed to the differences in turnover. The three develop-
ing countries apparently do not have the countercyclical pattern of
aggregate employment turnover that characterizes Canada and the
United States but do have the cyclical patterns that characterize the sub-
set of small, young producers in the industrial countries.

Contribution of Plant Entry and Exit

The turnover rates reported above represent a combination of size
adjustments among ongoing establishments (AE, and AC,) and the entry
and exit of establishments (B1 and D:). The heavier concentration of
industrial-country manufacturing employment in large, capital-intensive
plants and in durable goods industries is likely to result in differences
across industrial and developing countries in the importance of the sunk
costs of entry and exit relative to the adjustment costs incurred in chang-
ing plant output." This, in turn, should result in differences in the
relative importance of plant entry and exit versus changes in the scale
of continuing establishments as a source of employment turnover. If
adjustment costs are small and sunk costs of entry are large, as is likely
when the technology used is very capital intensive, most variation in
demand should be met by changes in the size of continuing plants. Large
or permanent increases in demand would be required to boost profits
sufficiently to cover the sunk costs of entry and thus to induce entry.



Table 2.3 Employment Reallocation Arising from Plant Entry and Exit and Expansion and Contraction
(percentages)

Net change Turnover Volatility

Expansion Expansion Expansion
Entry and Entry and Fntry and

Country and period and exit contraction and exit contraction and exit contraction

Average over entire period
Chile, 1979-86 -2.0 1.1 9.8 17.1 6.5 11.6
Colombia, 1977-91 0.2 (.1 11.6 13.0 10.7 10.9
Morocco, 1984-89 4.3 2.2 8.9 21.8 4.6 18.5
tJnited States, 1973-86 -1.1 -0.1 3.7 15.9 2.7 11.8

Average during years of
emnployment expansioni

Chile 1.1 7.6 8.9 17.6 7.3 10.1

Colombia 0.6 2.2 11.9 12.8 10.8 10.6
Morocco 4.3 2.2 8.9 21.8 4.6 18.5
United States -0.8 4.0 3.5 15.5 2.7 11.6

Average during years of
employment contraction

Chile -4.4 -3.8 10.4 16.6 6.0 12.8
Colombia -0.2 -2.0 11.3 13.2 10.6 11.3
Morocco n.a. n.a. n.a. n.a. n.a. n.a.
United States -1.4 -4.1 4.0 16.3 2.6 12.1

n.a. Not applicable (no periods of contraction).
Source: For the United States, constructed from Baldwin, Dunne, and Haltiwanger 1994, table 1; for Chile, Colombia, and Morocco, author's
calculations.
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Conversely, if marginal adjustment costs increase rapidly with changes in
plant size, then entry and exit should play a larger role as a source of
changes in supply.

To assess the inmportance of plant entry and exit relative to the size
adjustments of ongoing establishments, measures of net change,
turnover, and volatility are constructed using employment flows from
entering and exiting plants (Bt and D,) and are then compared with com-
parable figures for continuing plants (AE, and AC).

In Colombia, which experienced virtually no net employment growth
over the whole period, the net change in employment positions was
approximately 0.0 on average both for plant entry and exit and for
adjustment in continuing plants (see table 2.3). In Chile and the United
States, however, the net decline in manufacturing positions was accom-
panied by the loss of a substantial number of positions through plant
exit. On average, the entry and exit of plants were responsible for a
2.0 percent decline in positions in Chile and a 1.1 percent decline in the
United States per year. Similarly, the net growth in manufacturing
employment in Morocco was accompanied by the creation of a substan-
tial number of positions through plant entry. The net entry of new plants
was responsible for a 4.3 percent average annual increase in positions.
Somewhat surprisingly, over the entire period for all four countries,
entry and exit apparently contributed more to the net change in positions
than did the expansion and contraction of continuing plants. However,
by disaggregating the years into those with positive and negative net
growth, it can be seen that this result is driven by the periods of enor-
mous economic change-the continuing economic expansion in
Morocco throughout the sample period, accompanied by substantial
new entry, and the large recession in Chile in the early part of the sam-
ple period, when plant exit was enormous. 12 For the other countries
(Colombia and the United States) or time periods (Chilean expansion),
continuing plants contributed a larger proportion of the net change in
positions. The conclusion to be drawn from these simple time period
averages is that plant entry and exit increase in importance as a source
of the net change in positions during periods with large changes in
demand.

In all four countries, expansions and contractions in continuing plants
were the major source of turnover in the number of positions (table 2.3,
columns 3 and 4), although in Colombia plant entry/exit and the
expansion/contraction of existing plants wvere much closer than in the
other countries."' The average turnover rates reveal a systematic differ-
ence in the importance of entry and exit in the developing countries rel-
ative to the United States: in both the expansionary and contractionary
periods, plant entry and exit were responsible for a larger proportion of
total turnover in the three developing countries. The ratio of entry/exit
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turnover to expansion/contraction turnover over all time periods (table
2.3, column 3 divided by column 4) was 0.41 for Morocco, 0.57 in
Chile, and 0.89 in Colombia, compared with 0.23 for the United States.

The volatility rates indicate a substantial amount of reallocation in
employment positions within each of the two groups of plants.1 4 Two of
the volatility measures stand out. One is the high volatility rate generated
by entering and exiting plants in Colombia. For reasons explained in
detail in chapter 10, the tracking of individual plants over time is most
problematic in the Colombian data set, and the high volatility rate sug-
gests the presence of errors in the time-series linkages.15 If plants are not
accurately followed over time in the panel data, breaks in a plant's data
are counted as the exit of an existing plant and the entry of a new plant.
In addition, if the plant's employment is stable across the two years, lit-
tle net change in positions is generated by this incorrectly identified
exit/entry pattern. This measurement error then results in an upward
bias in all the turnover measures, with the largest effect likely to be on
the volatility rate of entering and exiting plants. The second unusual
observation is the volatility rate of 18.5 percent for continuing plants in
Morocco. The other three countries had rates between 10.9 and 11.8
percent overall and between 10.1 and 12.8 for expansionary and con-
tractionary periods.' 6 The likely cause of the high rate for Morocco was
the simultaneous expansion of one subset of manufacturing industries
and contraction of another.

Based on the disaggregation in table 2.3, the entry and exit of manu-
facturing plants clearly played a larger role as a source of employment
fluctuations in the three developing countries than in the United States.
They accounted for a larger proportion of total employment turnover in
both expansionary and contractionary periods. They were also responsi-
ble for the majority of net employment growth during periods of sub-
stantial structural change in Chile and Morocco.

Sectoral Gross Flows of Employment Positions

The aggregate flows described in the preceding section can also arise
from expansion in some industries and simultaneous contraction in oth-
ers, from employment shifts across geographic areas, and from changes
within a sector or geographic region.' 7 Using U.S. manufacturing data,
Dunne, Roberts, and Samuelson (1989) find that shifts in the sectoral or
geographic mix of plants contribute little to the overall flows of employ-
ment positions, while plant-level changes within the same sector and geo-
graphic region account for 74 percent of the gross flows of positions. To
examine the relative importance of within- and across-industry job flows
in Chile, Colombia, and Morocco, aggregate turnover (T) was decom-
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posed following the method used by Dunne, Roberts, and Samuelson
(1989):

(2.6) T, = AL + [fX AL,,l - IAL,l] + X, [T, - IAL,)].

L is the level of employment, i is the industry subscript, and t is the
time period. The first term at the right side of the equation is the net
change in manufacturing sector employment. The second term is the em-
ployment turnover arising from shifts across industries minus the
employment turnover resulting from the net change in manufacturing
employment and is referred to as across-industry turnover. The final
term is the sum of the industry-level volatility or the excess of turn-over
above the net change in sectoral employment and is referred to as within-
industry reallocation. Because of substantial differences in the net
growth of manufacturing sector employment among the three develop-
ing countries, decomposition of the volatility rate is likely to be more
informative about the importance of within- and across-industry reallo-
cations than is decomposition of aggregate turnover. The aggregate
volatility rate can be decomposed into across-industry and within-
industry components by subtracting the absolute value of aggregate net
employment change from both sides of equation 2.6:

(2.7) V1 = [I AL,I - IAL, ] + X, [ T,, - IAL,,l].

For all three countries, the largest contribution to the average aggre-
gate turnover rate came from plant-level shifts within the same indus-
try-from 59.4 percent to 78.0 percent-rather than from the net change
in the size of the manufacturing sector or shifts of positions across sec-
tors (see table 2.4). Decomposition of the volatility rate shows an even
more striking similarity across countries. Once the net change in the level

Table 2.4 Decomposition of Aggregate Turnover and Volatility in
Chile, Colombia, and Morocco
(average shares over time; percentages)

Turnover Volatility

Country Net Across Within Across Within
and period change industry indiustry industry industry

Chile, 1979-86 31.1 9.5 59.4 12.2 87.8
Colombia, 1977-91 09.9 12.1 78.0 13.2 86.8
Morocco, 1984-89 21.3 13.5 65.1 16.9 83.1

Note: Data are for sixty-nine four-digit indLsstries in Chile, seventy-three in Colombia,
and sixty-one in NMorocco.

Source: Author's calculations.
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of manufacturing employment is accounted for, some 83.1 to 87.8 per-
cent of total turnover in employment positions arose within the same
industry.

Thus, as in industrial countries, the vast majority of job flows in
these three developing countries was the result of the entry, expansion,
contraction, and closing of plants within the same industry. But what
accounts for the fact that while some producers in an industry were
entering or expanding employment, others in the same industry were
contracting or shutting down? Simple explanations based on the re-
sponse of homogeneous producers to common shocks to sectoral
demand are clearly not consistent with this pattern of simultaneous
expansion and contraction in the same industry. In recent years, several
theoretical models of industry-level dynamics have been developed that
rely on underlying producer heterogeneity in demand or cost structures
combined with a market selection process that sorts inefficient from effi-
cient producers.' 8 Of particular interest for developing countries is
whether the selection process successfully isolates and rewards the effi-
cient, more productive plants. Liu and Tybout (chapter 4) report evi-
dence on differences in productivity among continuing and exiting plants
that are consistent with differences in efficiency that affect turnover.

Differences in Turnover Patterns across Sectors

The last section demonstrated that most of the turnover in manufactur-
ing employment positions occurs within industries, as one group of pro-
ducers is replaced by another. The level of turnover in an industry will
be determined by the interaction of market-level demand and cost
shocks, plant-specific demand or productivity shocks, and underlying
technological conditions, such as the capital intensity of the production
process, the magnitude of sunk entry or exit costs, and the ease with
which output levels of continuing producers can be adjusted. Each of
these forces will contribute to both cross-industry and time-series varia-
tion in turnover rates. If technological conditions vary across industries
but change only slowvly over time for a given industry, they will generate
permanent, systematic cross-sectional differences in turnover. Industries
with low sunk entry costs, for example, should have higher turnover
rates than industries with high sunk costs (Hopenhayn 1992).

In this section, we examine the turnover patterns by industry and year
in the three developing countries for common industry-level factors. Sev-
eral robust patterns have been noted in firm entry, growth, and exit data
for industrial countries. One of the most common findings is that entry
and exit are positively correlated at the industry level-industries with
higher-than-average entry rates also have higher-than-average exit rates,
and thus turnover rates tend to vary systematically across industries.
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To examine this issue, average gross flow rates were computed for
each industry in each country over time, and rank correlations were cal-
culated for average industry-level values (see table 2.5). The rank corre-
lation between employment growth due to plant births and employment
loss due to plant deaths is high (from 0.565 for Morocco to 0.802 for
Colombia), indicating that industries with high rates of employment cre-
ation from plant entry also have high rates of employment loss from
plant exit.

This finding suggests that technological factors such as the magnitude
of sunk entry costs are more important than changes in demand for
understanding the average rates of industry-level entry and exit. If shifts
in demand were the driving force behind the changes in industrial em-
ployment, we would expect to see high average rates of entry and low
average rates of exit during periods of industry growth and the reverse
pattern during periods of industry contraction. This would not produce
the strong positive correlation observed in the data. In contrast, the
positive correlation between birth and exit rates observed in the data
could be produced by a combination of some industries with low entry
costs, small-scale, non-capital intensive technologies-making both entry
and exit relatively easy-and some industries with larger-scale, capital-
intensive production methods and high entry costs-making entry and
exit harder.

This technology-based explanation can be taken one step further. If
the cost of adjusting production and employment levels varies svstemat-
ically across industries, high rates of employment expansion and con-
traction would be expected in industries with low adjustment costs and
low rates in industries with high adjustment costs. Positive rank correla-
tions from 0.206 in Chile to 0.507 in Morocco among average rates of
industry expansion (AE,) and contraction (AC,) in all three countries sup-
port that supposition (see table 2.5, column 2). Again, differences in pro-
duction technologies across industries appear to be a major contributor
to these patterns. In addition, reflecting the patterns of entry and exit
and expansion and contraction already discussed, rank correlations
between rates of gross job creation and gross job loss are strongly posi-

Table 2. S Rantk Correlatiotns anmong Average Indutstrv Variables
in Chile, Colomiibia, and Morocco

IIntry and Expansion anid Gross jot) additions and
Countrv exit Contractions gross job losses

Chile 0.644 0.206 0.546
Colombia 0.802 0.449 0.711
Morocco 0.565 11.507 0.535

Souirce: Author's calculations.
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tive in all three countries (table 2.5, column 3). In each country, indus-
tries with the highest average rates of job creation have the highest aver-
age rates of job loss.19

If these average industry-level patterns are driven by technological dif-
ferences, and if the technology for each industry is similar across coun-
tries, the ranking of industries with high and low turnover should be
consistent in the three countries. More precisely, average industry-level
rates of net employment change, turnover, and volatility should system-
atically reflect different combinations of changes in demand and differ-
ences in technology. If rates of sectoral demand growth are not highly
correlated across countries, while technologies are, there should be dif-
ferent patterns of correlation in the three variables across countries.

The average rate of net employment growth in an industry is likely to
reflect long-term changes in demand for the industry's output and should
show the lowest correlation across countries. Turnover rates also reflect
long-term changes in demand but, as discussed above, are also likely to
reflect differences in entry costs and the capital intensity of the produc-
tion process and thus should be more highly correlated across countries
than rates of net employment growth. Finally, an industry's volatility
rate nets out the employment turnover needed to account for the net
employment change in the industry and thus is the most likely to reflect
differences in technology.

The rank correlations for these three variables show this expected pat-
tern: for each pair of countries, the rate of net emplovment change has
the lowest correlation, the volatility rate has the highest, and the
turnover rate falls in between (see table 2.6). Although this pattern of
correlations is consistent with the fact that entry and adjustment costs
differ with an industry's technologies, the magnitude of the correlations
is not as high as the correlations within each country (reported in table
2.5). This difference is not surprising, since a large number of country-
specific factors can affect an industry's pattern of base turnover, includ-
ing credit market constraints and trade or industrial policies that affect
specific sectors. The correlations for each of the variables are also high-
est between Chile and Colombia, which have the most similar industrial
sectors among the three countries.2 0

Time-Series Patterns of Turnover within Sectors

The previous section identified several empirical regularities in the pat-
terns of average gross flows and turnover across industries and countries.
This section examines variations in employment reallocation within indi-
vidual sectors over time. These would be expected to show a more
prominent role for fluctuations in demand of the type, for example, that
might arise from variations in trade policy. The interesting question is
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Table 2.6 Rank Correlations of Average Industry Variables
across Countries

Chile anzd Colombia and Chile and
Variable Colomibia Morocco Morocco

Rate of net employment change 0.310 -0.115 0.080
Rate of emplovment turnover 0.444 (0.197 0.134
Rate of emplovment volatility 0.549 0.429 0.403

Note: Data are for 1979-86 in Chile, 1977-91 in Colombia, and 1984-89 in Morocco.
Source: Author's calculations.

the effect of cyclical fluctuations in industry-level demand on the magni-
tude and source of employment reallocations.

To isolate the time-series variation and remove the effect of differ-
ences in technology, each variable was expressed as a deviation from
its industry-country mean over time. This normalization removes all
industry- and country-specific effects that are fixed over time and thus
controls for much of the likely variation in technology across sectors.21

Then the standard deviation-summarizing the time-series variation in
the industry-level measures-was computed for gross job additions and
losses and for four components of gross flows.

The main finding is that the variance of gross job additions exceeded
the variance of gross job losses in all three countries (see table 2.7). The
ratio Var(AC + D) / Var(B + AE) equals 0.642, 0.411, and 0.232 for
Chile, Colombia, and Morocco, respectively. This implies that, at the
industry level, net employment expansion was positively correlated with
turnover, so that total industry-level employment turnover was procycli-
cal.22 This finding is contrary to that for industrial countries and is a
much stronger pattern than found in the aggregate data discussed above.
It suggests that as industry-level employment fluctuated over time, the
amount of new job creation was the main source of variation, whereas
job losses due to plant contraction and exit were relatively stable.

Table 2.7 Variance of Within-Indutstry Employment Flows in Chile,
Colombia, and Morocco

Rate Chile Colombia Morocco

Gross job additions 0.0173 0.0112 0.0246
Gross job losses 0.0111 0.0046 0.0057
Birth rate 0.0069 0.0090 0.0144
Death rate 0.0066 0.0036 0.0016
Expansion rate 0.0088 0.0020 0.0096
Contraction rate 0.0042 0.0015 0.0037

Source: Author's calculationis.
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Disaggregating gross lob creation and lob loss into their entry, exit,
expansion, and contraction components shows clearly that both plant
turnover and change in the size of continuing plants contributed to the
procyclical turnover in job positions (table 2.7). The variance of job cre-
ation due to plant entry exceeds that of job loss due to plant exit, and
the variance of the rate of job expansion exceeds that due to contraction
for all the countries. Only in the case of Chile, which experienced a
major recession and partial recovery, does the time-series variation for
job losses due to plant exit approach that for job creation due to plant
entry. These numbers suggest that in all three countries, the job losses
due to plant contraction and failure were relatively stable compared with
the job gains due to plant expansion and entry, and they reinforce the
conclusion from the aggregate data that job creation plaved a major role
in restructuring employment.

Conclusions

In many ways, the patterns of employment gains and losses resulting
from the entry, growth, and exit of manufacturing plants are remarkably
similar for Chile, Colombia, and Morocco, although these three devel-
oping countries experienced very different patterns of growth in the
manufacturing sector. First, as has been found in all studies for industrial
countries, the net change in manufacturing employment between any
two time periods masks substantial offsetting flows of new jobs created
through plant entry and expansion and old jobs lost through plant con-
traction and closing. The annual rate of turnover in employment posi-
tions averaged between 24.6 and 30.7 percent of the total number of
positions in the three countries, which is substantially higher than
turnover figures for Canada and the United States. Second, there is no
evidence at the aggregate level, as there is for Canada and the United
States, of countercyclical employment turnover in the three developing
countries. Chile and Morocco had no cyclical pattern, and Colombia had
procyclical turnover, arising primarily from high variability in the rate of
job creation. Third, employment flows arising from the entry and exit of
plants were more important as a source of employment turnover in the
developing countries than in the United States. This is true in both ex-
pansionary and contractionary periods.

The findings are also very similar for the three countries at the sectoral
level. By far the largest share of the turnover in employment positions
occurred within industries as plants entered, grew, contracted, and exited
rather than across industries as demand, cost, and production patterns
changed. Once the net change in the size of the manufacturing sector is
controlled for, between 83.1 and 87.8 percent of annual employment
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turnover, on average, resulted from the turnover of positions within the
same industry. This process of simultaneous entry and exit and expan-
sion and contraction of plants is inconsistent with the view of homoge-
neous producers adjusting production in response to common demand
shocks. Rather, it emphasizes the importance of producer heterogeneity,
on either the demand or the cost side, in the adjustment process.

Several similarities in the magnitude of sectoral employment turnover
across countries suggest that common technological factors, such as the
importance of sunk entry costs, the capital intensity of the technology,
or the extent of adjustment costs, played a large role in explaining dif-
ferences in employment turnover at the industry level. This pattern
closely mirrors findings for industrial countries. In contrast to the find-
ings for Canada and the United States, however, there are strong pat-
terns of procyclical turnover at the industry level. Industries with high
rates of total job growth had higher rates of job turnover because of the
increased magnitude of job creation by both new and existing plants.
The overall picture is one of a relatively stable process of job loss with a
more cyclically sensitive process of job creation.

The findings that producer turnover was a common phenomenon in
these three developing countries and that it arose primarily from the
simultaneous entry, growth, and exit of producers within the same
industry are consistent with underlying heterogeneity in the costs or
demands faced by individual producers. Once this within-industry het-
erogeneity is recognized, it is clear that policies that attempt to reduce
turnover, by preventing exit for example, are likely to slow the process
by which inefficient producers are replaced by more efficient ones. Par-
ticularly relevant here are policies that raise the fixed costs of entry or
exit for producers. Theoretical results by Dixit (1989) illustrate that the
presence of fixed entry or exit costs, particularly when combined with
uncertainty about future market conditions, has a significant depressing
effect on entry and exit and requires much larger shifts in market con-
ditions to generate structural adjustment. In simulation exercises that
emphasize the importanice of producer heterogeneity and fixed exit costs,
Hopenhayn and Rogerson (1993) illustrate that an increase in mandated
severance payments to laid off workers actually reduces employment and
labor productivity by distorting the turnover process.

Caballero and Hammour (1994b) provide a basis for examining the
efficiency of the job reallocation process. In a model with fixed creation
(or entry) costs, continual technological improvement embodied in new
jobs, and cyclical demand fluctuations, they show that an efficient econ-
omy concentrates both job creation and destruction, and hence turnover,
in recessions, because the opportunity cost of reallocation is lowest in
periods of low demand. In contrast, labor market imperfections, which
they model as resulting from bargaining between the worker and the
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firm, reduce the incentives to scrap outdated production units, resulting
in too little turnover and an inefficient "decoupling" of the processes of
job creation and destruction. The empirical implication of their model is
that the efficient reallocation process results in a positive time-series
correlation between gross job creation and destruction. The correlation
for both Canada and the United States is negative, primarily resulting
from high rates of job loss but low rates of job creation in recessions
(Baldwin, Dunne, and Haltiwanger 1994, table 1). Caballero and Ham-
mour (1994a) interpret this as reflecting cleansing of the production
structure in recessions rather than increased reallocation activity.2 3

At the sectoral level, the correlation between gross job creation and
destruction is also negative for two of the three developing countries,
-0.361 for Chile and -0.148 for Morocco, but 0.044 for Colombia. The
first two cases suggest a nonsynchronized process of creation and
destruction, while the positive correlation for Colombia is consistent
with a process that is more likely to reemploy labor resources quickly
following job destruction.2 4

A common belief about developing countries is that their small, highly
concentrated domestic markets, frequent use of restrictive commercial
policy, and poorly developed credit markets are likely to constrain the
dynamic reallocation of resources from old to new products or produc-
tion techniques or from inefficient to efficient producers. The empirical
results presented here do not support a view of a stagnant manufactur-
ing sector in any of the three countries but rather indicate substantial
micro-level reallocation of employment among producers with levels of
turnover that exceed those found in Canada and the United States.

What remains to be examined in future research is how this turnover
translates into benefits, such as the productivity gain from replacing inef-
ficient with efficient producers, or generates costs, such as longer spells
of unemployment or geographic relocation. Initial evidence on the pro-
ductivity gains, presented in chapter 4, suggests that output reallocations
among incumbents in Colombia have had little long-run effect on sec-
toral productivity. Productivity differences among entering, incumbent,
and exiting plants do exist, however, so that significant benefits may
accrue only after new producers have had sufficient time to grow and
become a substantial source of sectoral output. This suggests that,
although the costs of producer turnover may be felt in the short run, the
benefits may only become evident over longer time horizons.

Notes

1. A related body of literature in industrial organization has focused on the
patterns of net entry and gross entry and exit (Dunne, Roberts, and Samuelson
1988; Baldwin and Gorecki 1991; Geroski and Schwalbach 1991).
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2. In contrast, however, market share reallocations among incumbent produc-
ers in Colombia appear to contribute little to changes in sectoral productivity.
Baily, Hulten, and Campbell (1992) report that market share reallocarions are an
important source of productivity improvement in the U.S. manufacturing sector.

3. Since the micro data sets generally cover all manufacturing plants with ten
or more employees in a given year, plant births and deaths will be generated by
plants crossing the ten-employee threshold as well as by plants entering or exit-
ing. The data for Colombia include several years in which all plants were sur-
veyed, and we find that, because plants with fewer than ten employees account
for so little employment, their exclusion has no effect on the gross flow rates for
those years.

4. This measure is used by Dunne and Roberts (1991) in their study of entry
and exit in U.S. manufacturing industries. It is equivalent to "excess employment
reallocation" in Davis and Haltiwanger (1990, 1992).

5. Davis, Haltiwanger, and Schuh (1994, table 2.2) summarize gross and net
flow studies for Canada, France, Germany, Israel, Italy, Sweden, and the United
States.

6. For Chile and Morocco, some of this difference may arise because of the
large net growth rates during expansionary periods, but for Colombia, the aver-
age growth rate during expansions is similar to that in the United States.

7. The Cov(AL, T) = Var(B + AE) - Var(AC + D), so that if job additions due
to births and expansions have a larger time-series variance than job losses, the
correlation will be positive; if the variance is smaller, the correlation will be
negative.

8. Caballero and Hammour (199 4a) explain these findings using a model of
producers with heterogeneous technologies, increasing marginal entry costs, and
cyclical demand movements. The need to smooth entry results in job loss as the
important margin on which demand fluctuations, particularly sharp declines in
demand, are accommodated. Thus recessions result in a cleansing of outdated
production units.

9. These correlations are based on very few time-series observations: fourteen
in Colombia, seven in Chile, and five in Morocco, so the conclusions must be
carefully qualified. It is most accurate to say that there is no evidence of the coun-
tercyclical effect in these data. The next section examines the time-series patterns
at the industry level, where a wider range of demand fluctuations are present.

10. The country studies for Chile and Colombia (chapters 9 and 10) summa-
rize the size distribution of manufacturing plants with 10 or more employees. In
Chile, approximately 85 percent of these plants have fewer than 50 employees,
and only 4 percent have more than 200 employees. The corresponding numbers
for Colombia are approximately 70 percent and 7.5 percent. In contrast, the size
distribution of manufacturing plants in the United States is characterized by
much larger plants. Of the approximately 162,000 U.S. plants with 10 or more
workers in 1977, 62 percent had fewer than 50 employees and 9 percent had
more than 250 employees. Also although extremely large plants, those with more
than 1,000 employees, are rare in Chile and Colombia, in the United States they
account for approximately 3.5 percent of plants with more than 10 employees.
This gives large manufacturing plants a much more significant role as a source
of employment flows in the United States than in Chile or Colombia.

11. Hause and DuRietz (1984) examine this tradeoff using Swedish manufac-
turing data and find that the share of employment attributable to entering plants
is an increasing quadratic function of the industry's growth rate. Thus entrants
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are responsible for a larger share of employment in industries with high growth
rates.

12. Tybout (chapter 9) summarizes the magnitude of plant exit during the
Chilean recession.

13. It is important to recognize that continuing plants are responsible for most
employment positions in any year. If the gross flow of positions from plant
deaths between years t and t + I is 6 percent, then 94 percent of the positions in
year t are in plants that will survive until t + 1. Thus the finding that continuing
plant turnover was higher than entry and exit turnover is not surprising.

14. Volatility resulting from entering and exiting plants is defined as V, =
(B, + I + D,) - I B, + l J- . Note that only the absolute value of net employment
change from entering and exiting plants is subtracted. Employment volatility
resulting from continuing plants is defined analogously using AE and AC in place
of B and D, respectively.

15. The magnitude of the problem is difficult to determine. In chapter 10, I
find that plant exit rates decline systematically with increases in plant age and
size, as many other empirical studies have found. If the matching errors, which
are unlikely to be related to plant size or age, were pervasive, then these size and
age patterns would be obscured.

16. As with the overall volatility rates reported in table 2.1, the differences
across expansionary and contractionarv regimes appear small when compared
with the differences across countries or plant types. For this reason, I do not dis-
cuss the time-series variation in detail.

17. Although regional reallocation is often discussed as a reason for job flows
in the United States, it is unlikely to be of much consequence in the three devel-
oping countries over time. In all three countries, manufacturing production is
highly concentrated in a srnall number of major cities, and the geographic distri-
bution of employment changes little over time. Even in the United States, Dunne,
Roberts, and Samuelson (1989) find that regional shifts account for very little of
the total job flows.

18. Theoretical models have adopted a number of sources of producer hetero-
geneity including innate abilities (Jovanovic 1982), productivity of new invest-
ment (Pakes and Ericson 1990), idiosyncratic productivity shocks (Hopenhayn
1992), knowledge of demand (Jovanovic and Rob 1987), and vintage of capital
stock (Lambson 1991).

19. Baldwin, Dunne, and Haltiwanger (1994) also report high rank correla-
tions between an industry's gross job additions and gross job losses. For the
United States, the correlation is 0.672, and for Canada, it is 0.831.

20. In a similar exercise, Baldwin, Dunne, and Haltiwanger (1994) compare
patterns of industry-level turnover at the two-digit standard industrial code level
for the United States and Canada and find that the high- and low-turnover indus-
tries are very similar in the two countries. They report that the rank correlation
between the U.S. and Canadian industry-level turnover rates is 0.815, suggesting
that differences in technology are importaint in explaining differences in turnover
across industries and that the United States and Canada have very similar indus-
trial structures. They also find that, unlike the pattern for the three developing
countries, industry-level net employment growth is also highly correlated across
the two countries with a rank correlation of 0.778. This suggests, not surpris-
ingly, that sectoral demand shocks are much more highly correlated in Canada
and the United States than in Chile, Colombia, and Morocco.
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21. The total number of industry-year observations is 876 for Colombia, 483
for Chile, and 312 for Morocco.

22. The correlation between net change and turnover at the industry level is
0.235, 0.416, and 0.629 in Chile, Colombia, and Morocco, respectively.

23. Caballero and Hammour (1994b) also discuss the policy options available
to a country with inefficiently low turnover resulting from labor market imper-
fections. They show that production subsidies alone do not restore the incentive
to scrap outdated technologies but that, when combined with creation subsidies,
such as tax credits for investment, they can restore efficiency to the reallocation
process.

24. Unfortunately, it is also consistent with measurement error in the match-
ing of plants over time.
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Heterogeneity and Productivity
Growth: Assessing the Evidence

James R. Tybout

O ne of the most obvious features of industrial censuses is the
tremendous diversity among plants producing similar goods.
Even within narrowly defined industries, the range of output lev-

els, capital-labor ratios, capital stock vintages, and profitability is wide
(Berry 1992; Little, Mazumdar, and Page 1987). If the dispersion in
these plant characteristics reflects an underlying dispersion in productiv-
ity and if entry, exit, or differential growth rates are continually altering
market shares, then heterogeneity can be a basis for significant produc-
tivity change.

This chapter reviews the evidence on heterogeneity-based productivity
growth in semi-industrialized countries and its relation to policy. The
first section provides a brief overview of the ways in which productivity
has been endogenized in analytical models. The next section contrasts
traditional techniques for measuring industrywide productivity with
methodologies that isolate the contributions of turnover, changing mar-
ket shares, and changes in intraplant efficiency to growth in sectoral
productivity. The third and fourth sections present evidence on the mag-
nitude of these effects in industrial and semi-industrialized countries,
respectively. Finally, the remaining sections relate each effect to the
macroeconomic environment and policy.

The Theory of Productivity Growth

The analytical literature on productivity growth provides a diverse set of
possible explanations for observed changes in productivity. Prior to dis-
cussing empirical findings, it is useful to review some of these theories.

43
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In doing so, I distinguish two approaches to productivity analysis. One
approach begins from the presumption that all plants in an industry or
sector share a single, well-behaved production function. Productivity
growth must thus occur through an orderly shift in the production tech-
nology common to all plants or through some general improvement in
the quality of inputs. This characterization of productivity growth is
easily the most common among empirical studies of productivity in
developing countries. A second approach emphasizes cross-plant differ-
ences in productivity. Changes in market shares, entry and exit, or idio-
syncratic improvements in performance at individual plants that are due
to learning effects and the diffusion of technology explain growth in
aggregate productivity.

The Representative Plant Approach to Productivity Modeling

There are many models of productivity determination in the representa-
tive plant tradition. One type links entrepreneurial effort or expenditures
on process innovation to the intensity of product market competition
(Corden 1974; Hart 1983; Martin and Page 1983; Scharfstein 1988;
Rodrik 1991). This approach establishes a link between any policy that
affects market structure-especially trade policy-and output per input
bundle. Another strand of the literature links productivity and policy
through exploitation of scale economies. Any policy that shifts the plant-
specific demand schedules in an imperfectly competitive industry affects
production levels and scale efficiency (see chapters 5 and 6). Again, trade
policy is a favorite demand shifter. A third mechanism is posited by the
"big push" models of economic development. These are based on exter-
nalities that make piecemeal modernization unprofitable, even when
coordinated industrialization is better for everyone. The externalities
may be pecuniary, through market size effects (Rosenstein-Rodan 1943;
Murphy, Schleifer, and Vishny 1989), or they may take the form of pro-
ductivity spillovers (Krugman 1991; Matsuyama 1991). To move the
economy from a "backward" to a "modern" Nash equilibrium may re-
quire government intervention.

Representative plant models in the endogenous growth literature
also link productivity and policy with externalities at the sector level. For
example, Krugman (1987) and Lucas (1988) use learning-by-doing
spillovers to link trade policy and sectoral growth patterns. These exter-
nalities ensure that any policy-induced shift in the composition of output
will change sectoral learning rates and productivity growth. Grossman
and Helpman (1991) and Rivera-Batiz and Romer (1991) obtain endoge-
nous productivity growth by combining learning externalities with an
explicit research and development sector. Policies that affect the alloca-
tion of resources to this sector or the access of producers to foreign tech-
nologies affect steady state growth rates.



HETEROGENEITY AND PRODUCTIVITY GROWTH 45

Heterogeneity, Diffusion, and Innovation

If technological innovation takes place through a gradual process of effi-
cient plants displacing inefficient ones, or through plant-specific innova-
tion and learning by doing, the representative plant assumption embed-
ded in the literature mentioned above is at best misleading (Nelson
1981). There is no single production function, and it is a mistake to think
of productivity growth as an orderly shift in technology. Rather, the
processes of learning, innovation, investment, entry, and exit are what
matter.

The endogenous growth literature has recently begun to make pro-
ducer or worker heterogeneity an integral part of the explanation of pro-
ductivity growth. Some models have assumed a continuum of products,
each of which is subject to learning-by-doing effects when it first appears
(Young 1991; Lucas 1993). This makes productivity growth product-
specific and links aggregate performance to the rate at which the econ-
omy shifts toward new goods. Other analysts have posited heteroge-
neous labor and corresponding heterogeneity in product quality. This
leads to representations of productivity growth as a process of dropping
low-quality goods and adding high-quality goods, while human capital
levels drift upward to accommodate the transformation (Stokey 1991).

These models provide general equilibrium representations of produc-
tivity growth and thus are necessarily terse in their representation of pro-
duction. Partial equilibrium approaches to productivity growth permit
analysts to focus more on the micro details of industrial evolution and to
recognize uncertainty. Jovanovic (1982) provides one of the key contri-
butions. In his model, heterogeneous producers continually learn about
their relative costs through market participation. As these forward-
looking firms acquire experience, they become more certain of their
"type" and eventually expand or exit. Although product markets are
assumed to be perfectly competitive, firms of varying efficiency coexist
at any point in time, and there can be simultaneous entry and exit.
Young firms are relatively small, heterogeneous, and less cost-efficient
on average than older firms. Sunk entry costs and the degree of uncer-
tainty affect exit patterns and efficiency, inter alia, but policy interven-
tion cannot improve social welfare.

In a recent variant on Jovanovic's (1982) model, Hopenhayn (1992)
lets productivity shocks at each firm follow an exogenous Markov
process and performs comparative statics on stationary equilibria. Most
of Jovanovic's results still hold, but Hopenhayn goes beyond them to
describe the long-run effects of changes in fixed costs, aggregate demand,
and sunk costs, inter alia, on industry characteristics. For example, with
sufficiently small fixed costs per period, he shows that simultaneous
entry and exit will occur in stationary equilibria. And if technological
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change is disembodied, increases in fixed costs keep more firms at the
low end of the productivity distribution out of the market. Under the
same technology assumption, "changes in aggregate demand are neutral
on all life cycle properties and on the rate of turnover in the industry,
causing only changes in the total number of firms and the market price
for the good in the industry" (p. 1143). Finally, an increase in sunk entry
costs lowers entry and exit rates, keeps more firms with low productiv-
ity in the market, and increases the expected profits and market shares
of large firms. So policies that inhibit entry reduce average productivity
through selectivity effects, and they can appear to exacerbate market
power in a setting where all plants are price takers.

Other partial equilibrium models treat production costs as endoge-
nously determined by firms' investments in productivity enhancement. 1

This literature dates back to Griliches (1957) and Mansfield (1961), who
model technological diffusion as reflecting firm-level decisions regarding
the optimal timing for adopting new technology. At any point in time,
the probability that a given firm will modernize depends on the costs of
doing so, the productivity enhancement that results, and the proportion
of firms that have already modernized. (The third factor matters because
of information costs, competitive pressures, and risk considerations.)

This approach to explaining diffusion has been revised and extended
in various ways. For example, taking Arrow's (1962) learning-by-doing
model as a point of departure, Jovanovic and Lach (1989) model firms'
timing decisions as reflecting two considerations: early adopters of new
techniques earn high revenue per unit of output, but late adopters free-
ride on technical refinements made by early users and enjoy low cost per
unit of output. "These advantages are balanced off in a continuous-time,
perfect-foresight equilibrium. Competition generates S-shaped diffusion
and staggered entry and exit" (p. 690).

Taking a different tack, Pakes and Ericson (1987) and Pakes and
McGuire (1994) deemphasize learning externalities but allow imperfect
competition. In their representation of industrial evolution, each firm
can spend resources to develop profit opportunities (improved goods,
better production techniques, or larger stocks of fixed inputs). The out-
comes of the investment process are uncertain and combine with the out-
comes for competing firms to determine whether it is optimal for each
firm to invest, operate with existing capital, or exit (Pakes and McGuire
1994, p. 556). Young firms are more likely to invest in improvements
than old firms, so a firm's rate of productivity growth is correlated with
its stage in the life cycle. The Pakes-Ericson-McGuire framework is too
complex to generate many analytical results, but simulations show that
turnover, markups, and welfare can depend critically on market size,
entry barriers, and policies such as limits on market share. The main
effects of policy tend to be redistributive between producers and con-
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sumers (through markups); net social welfare is relatively insensitive to
policy changes.

Finally, some recent work has focused on the relation between un-
certainty about market conditions and investments in technology. For
example, when the incentive structure changes frequently and unpre-
dictably, managers are reluctant to repeatedly incur the sunk costs of
retooling (Dixit 1989). So plants created at different times using differ-
ent technologies may coexist indefinitely. Further, when possibilities for
substitution exist, managers may react to uncertainty by choosing labor-
intensive technologies, even though more capital-intensive technologies
would be less costly under stable market conditions (Lambson 1991).
Rapid and efficient adjustments in productive capacity are likely only
when governments establish a credible, stable policy regime.

In all of the evolution, diffusion, and learning models surveyed here,
competitive product markets are consistent with the existence of hetero-
geneous technologies at any point in time. Further, the position of the
demand curve affects the set of plants in the market and their character-
istics, so policies acting on the product market generally affect rates of
productivity growth. Finally, any policy that influences entrepreneurial
ability to monitor new technological developments or that changes the
expected returns from innovation has implications for the rate at which
technology is diffused.2 And of course, government interventions are
potentially welfare improving whenever externalities are present.

Representative Plant versus Heterogeneity-Based
Productivity Measurement

Clearly there are many potential links between policy and productivity,
but it is not obvious which ones are empirically relevant, much less what
their net effect will be in a particular context. Accordingly, considerable
attention has focused on empirical research.

The Representative Plant Approach

The most common approach to productivity measurement is in the tra-
dition of representative plant analysis and dates back to Solow (1957). It
begins by assuming a neoclassical production function at the sectoral or
industry level:

(3.1) Y = f(v,t).

Total output (Y) is a concave function of the vector of inputs (v k) and
a time index (t) that allows the function to shift with technological inno-
vations or improvements in the efficiency of technologies. The elasticity
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of output with respect to time, £y, = (af/ at) / Y, is referred to as total
factor productivity (TFP) growth. Clearly this productivity measure has
nothing to say about the role of heterogeneity in productivity growth;
indeed, the assumptions that lie behind it are inappropriate if technology
varies across plants.

The role of TFP growth is typically isolated empirically by expressing
equation 3.1 in terms of growth and rearranging it so that:

k

(3.2) Eyt Y l Y -E V Vj)

where a dot over a variable denotes its total derivative with respect to
time, and q1 = (aJf Iv/) v(v / Y) is the elasticity of output with respect to
the jth factor input. Then, after making the critical assumption that each
factor is paid the value of its marginal product, output elasticities (i ,)

may be replaced with factor shares (s,) and TFP growth may be estimated
using a Divisia index:

k

(3.3) t = yY- s

where the carat on CY,t indicates that the term is an estimator, and imple-
mentation requires that instantaneous time derivatives be replaced with
discrete changes. The shares become averages of current and previous
period shares, and the resultant measure of TFP growth is known as a
Tornqvist index. More involved applications aggregate diverse types of
labor, capital, and intermediates using Tornqvist indexes and analyze
changes in the quality of each factor (for example, Jorgenson, Gollop,
and Fraumeni 1987). Examples of this approach abound in the develop-
ment literature; surveys include those of Chenery, Robinson, and
Syrquin (1986) and Pack (1988).

Approaches That Recognize Heterogeneity

The representative plant approach to productivity analysis is popular
because it can be executed at the sectoral or macro level with easily avail-
able data. But it is based on some unrealistic assumptions, including fric-
tionless adjustment in factor stocks, competitive product and factor mar-
kets, and identical constant returns technologies at all plants. Violation of
any of these conditions can lead to procyclical bias in measured produc-
tivity growth and systematic under- or over-statements (see, for example,
Nelson 1981; Berndt and Fuss 1986; Hall 1988; Morrison 1989).

Further, the representative plant approach leaves a number of issues
unresolved. Even if one discounts the problems above, it is incapable of
distinguishing the contributions of productivity improvements common
to all plants-due, for example, to economywide externalities or im-
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provements in exploitation of scale economies-from the contributions
of heterogeneity effects-due to entry, exit, diffusion, and plant-specific
scale effects or learning. Doing so requires examining comprehensive
plant-level data. Plant-level data also provide greater flexibility for deal-
ing with measurement problems.

For these reasons, as comprehensive micro data bases have become
available, a number of analysts have turned their attention to less restric-
tive approaches to studying productivity growth. Though the resultant
studies differ in their specifics, each begins from plant-specific produc-
tivity trajectories for all plants in the industry and decomposes industry-
wide productivity growth into the effects of intraplant efficiency
changes, market share reallocations among plants with different levels of
efficiency, and changes in the population of plants. Obviously this
approach reveals more than sectoral analysis does about dimensions of
adjustment, but it also is less sensitive to aggregation bias, because each
plant is allowed to have its own technology and factor mix. Thus sec-
torwide productivity figures generated with the micro panel approach do
not typically coincide with sectorwide productivity figures based on the
representative plant approach described above.

Two approaches have been used to measure productivity at the plant
level. One simply amounts to constructing output-to-labor ratios or
level-form variants of the Tornqvist index, plant by plant. The other
begins by using the micro data to estimate a production function, Yt =

f(v,t). Depending on the application, Y" may represent either the aver-
age or the maximum amount of output attained at the input vector v in
period t, and the production function may be estimated either econo-
metrically or as a nonparametric envelope of data points. Given f( ), the
efficiency of the ith plant in year t is then imputed as E, = Yit / f(v,,, to ),
where Y't is the realized output of the ith plant, v,t is its input vector, and
the denominator is a benchmark productivity level in period to.3 Analo-
gous exercises can be performed with cost functions.

Once the plant-specific productivity trajectories are calculated, these
are used as building blocks to construct industrywide productivity series
that can be decomposed into terms describing the effects of entry, exit,
and market share reallocations. Defining Et as a share-weighted average
of the individual E,t values, Baily, Hulten, and Campbell (1992) report a
typical decomposition:

(3.4) AInEt = XIF8 0it - r AlnE,, + XII, (0,t - Ot -lnE,,

+ (Xt,b0,tlnE,t - XIEii,t T Itn -

Here AInEt is industrywide productivity growth between periods t - T

and t,0,t is the market share of the ith plant, and the plant subscript dis-
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tinguishes continuing plants (i c c), beginning plants (i E c), and dying
plants (i E d).4 The first term on the right-hand side can be thought of as
measuring the intraplant productivity growth effects that are the focus of
representative plant analysis. The other two terms-share and turnover
effects, respectively-pick up the role of heterogeneity and industrial
evolution. More precisely, the former describes the effects of market
share reallocations among incumbent plants, and the latter describes the
net effects of entry and exit.

Once the components of productivity growth have been measured, the
analysis can be taken further by correlating them with proxies for eco-
nomic conditions such as trade protection measures and growth in gross
domestic product. Similarly, the individual trajectories can be related to
producer characteristics like age, product type, or size. Finally, alterna-
tive decompositions can be constructed to reveal the industrywide impli-
cations of cohort-specific performance (see chapter 4).

Empirical Evidence on the Role of Heterogeneity
in Productivity Growth

What does recent evidence on the link between heterogeneity and
productivity show? Independent of the research project reported in this
volume, several other researchers have recently measured the effects of
turnover and heterogeneity on productivity in the United States (Baily,
Hulten, and Campbell 1992; Olley and Pakes 1992), Canada (Baldwin
and Gorecki 1991), and Israel (Griliches and Regev 1992).

Baily, Hulten, and Campbell (1992) examine the evolution of indus-
trial productivity over the period 1972-87, using the U.S. Bureau of the
Census's Longitudinal Research Database. They implement equation 3.4
using a level-form variant of the Tornqvist index to impute Eit values.
They find that "entry and exit play only a very small role in industry
growth over five-year periods and that the increasing output shares in
high-productivity plants are very important to the growth of manufac-
turing productivity" (p. 189). Increases in their market share account for
annualized rates of productivity growth of between 0.4 percent and 1
percent, while plant turnover never accounts for more than 0.2 percent
and is often a net drag (table 1, p. 207). Finally, tracking plants through
time, they find a strong persistence in productivity rankings: "Being at
the top often conveys advantages that allow the leading plants to stay
there" (p. 189). The growth in market share of high-productivity plants
and the persistence in plant rankings over time are both consistent with
the partial equilibrium models of industrial evolution described in the
first section of this chapter.

Using the same data base but limiting attention to producers of
telecommunications equipment, Olley and Pakes (1992) perform related
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exercises. Their analysis is econometric rather than descriptive and is
based on a variant of the Pakes and Ericson (1987) framework. They
estimate each firm's productivity trajectory by fitting a production func-
tion in an econometric framework where factor demands depend on pro-
ductivity. Using an expression such as equation 3.4 to summarize their
results, Olley and Pakes find that productivity improved in the telecom-
munications industry because of "a reallocation of capital from less to
more productive plants. Note that since this reallocation process seems
to be greatly facilitated by entry and exit, an important part of it would
not be picked up from the analysis of balanced panels" (p. 37). So, while
they confirm the importance of share effects, their results differ from
those of Baily, Hulten, and Campbell (1992) in that entry and exit are
important. They also differ in that levels of unweighted average produc-
tivity changed little, implying that intraplant improvements are small on
average. That is, turnover and changing market shares among incum-
bents are the main reason for growth in sectoral productivity.

Also using a variant of equation 3.4, Griliches and Regev (1992) ana-
lyze Israeli data spanning the period 1979-88. Limitations of the data
base force them to focus on output per person-year as their measure of
productivity (E,,). Unlike the two U.S. studies, they find that "The bulk
of the growth in labor productivity ... occurs within firms.... [In par-
ticular,] the sum of the replacement effect (differences in the productiv-
ity of entering versus exiting firms) and the weight-shift (the movement
of employment from low productivity to higher productivity firms)
[account] for only about a tenth or the overall growth in value added
productivity" (pp. 8-9). In itself, this suggests that little is to be gained
by abandoning the representative plant framework. But entering plants
typically (but not always) have higher productivity than exiting plants,
although the effect of turnover on aggregate productivity is small.
Griliches and Regev also report a "shadow of death" effect: "Firms that
are going to die, to exit in the future, are significantly less productive cur-
rently" (p. 12). As do the two U.S. studies, Griliches and Regev find sub-
stantial persistence in firm-specific productivity levels.

Finally, also using value added per worker, Baldwin and Gorecki
(1991) study the relation between turnover and productivity in Canadian
manufacturing for 1970-79. On average among industries showing pos-
itive productivity growth, turnover is found to account for about 30 per-
cent of the total improvement. Among continuing plants those gaining
market share over the decade were more productive than those losing
market share. Also, on the basis of medians used to summarize the per-
formance of subgroups, exiting plants were less productive than contin-
uing plants, and entering plants were more productive than continuing
plants.
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Taken together, these four studies generally support the industrial
evolution models described in the first section of this chapter, and they
confirm that heterogeneity can be important. They also highlight the
diversity of possible patterns. Aside from the finding that productivity
rankings tend to persist through time, few results appear to be robust
across countries. Do the results of the World Bank research project on
industrial competition and productivity in semi-industrialized coun-
tries-reported in this volume and elsewhere-provide a better basis for
generalization?

The least sophisticated attempt to quantify the role of heterogeneity
and turnover is reported in Tybout (1992). Tybout, like Baldwin and
Gorecki (1991), decomposes growth in sectorwide output per worker
(E = Y / L) into the effect of productivity change among incumbents AEc,
changes in incumbent shares of total output AQx,, and the turnover effect
caused by differences in productivity between dying and entering plants
(Eb -E):S

(3.5) (uAE)(E) [E_' ) + (Eb - Ed)(I 

where a bar above a variable indicates an average of last period's and
this period's value, and time subscripts have been suppressed. This
expression is similar to equation 3.4 in general structure, although pro-
ductivity growth for incumbents is not decomposed into intraplant and
share effects.

Equation 3.5 is applied to data from Chile for 1979-85, Colombia for
1977-87, and Morocco for 1984-87 (see table 3.1). Unlike the findings
of Baily, Hulten, and Campbell (1992) for the United States and
Griliches and Regev (1992) for Israel, the effects of net entry or exit turn
out to be important in both Chile and Morocco. During Chile's severe
recession of the early 1980s, net exit increased the market share of
incumbents, improving aggregate productivity. For importables and
nontradables, net exit was the main component of productivity change
(results not reproduced here). Net entry did the opposite in Morocco,
where macroeconomic expansion was associated with rapid net entry,
falling market shares for incumbents, and lower aggregate productivity.
Both results reflect two facts: most entry and exit took place among
small young plants, and these tended to be less productive on average.

Differences in productivity between entering and exiting plants some-
times account for changes in sectoral aggregates that are significant, but
these changes are smaller than those due to productivity gaps between
incumbents and others (table 3.1, column 3). As in Griliches and Regev
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Table 3.1 Decomposition of Rates of Change in Sectorwide Output
per Worker in Chile, Colombia, and Morocco

Incuimbents Net entry TurnoVer

Country (]1
and period E E 2 E

Chile, 1979-85 0.030 0.012 0.002
Colombia, 1977-87 0.040 0.003 0.004
Morocco, 1984-87 -0.021 -0.017 0.001

Source: Tybout 1992, table 4.

(1992), exiting plants tend to be less productive than the entering plants
that displace them, but the contribution of this effect is small.

Liu (1993) takes a more detailed look at the role of entry and exit
using the Chilean panel data. She uses an econometrically estimated total
factor productivity measure developed by Cornwell, Schmidt, and Sick-
les (1990) to construct plant-specific E,1 trajectories. Because time-series
data on capital stocks could not be constructed for plants that first
appeared after 1981, her analysis is limited to comparing plants that had
entered by that year. Like Tybout (1992), she finds that (unweighted)
mean productivity levels were lower among exiting plants than among
plants surviving the 1979-85 period. Moreover, she finds the same
"shadow of death" phenomenon that Griliches and Regev (1992)
detected in Israel: plants about to exit are typically unproductive. Finally,
the productivity of young cohorts systematically rises as they mature,
reflecting the combined effect of weak plants dropping out and surviving
plants improving.

Liu (1993) makes no attempt to decompose aggregate effects into
intraplant and heterogeneity terms. To explore this issue and others,
Liu and Tybout (chapter 4) reexamine heterogeneity and productivity
change in Chile, adding Colombia to the analysis. Like Liu (1993), they
exploit the methodology of Cornwell, Schmidt, and Sickles (1990) to
obtain plant-specific productivity trajectories (E,,). They depart from Liu
(1993) in several respects, however. First, they use weighted averages of
plant-level productivity trajectories to construct the productivity growth
components in equation 3.4 and to examine cohort-specific productivity
growth. Second, because the data for Colombia include capital stock fig-
ures for all plants, Liu and Tybout are able to compare entering and exit-
ing plants more thoroughly.

Several findings emerge on the role of heterogeneity effects in these
countries. For Colombia, most of the long-run growth in technical effi-
ciency can be attributed to intraplant improvements, although the influ-
ence of both plant turnover and share reallocations among incumbents
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is substantial in the short run. Each of the latter generated more than 3
percentage points of productivity growth in some years and industries
but averaged close to 0 over the sample period. (It is not possible to look
at the effects of turnover on total factor productivity for Chile.) These
findings contrast with those for the United States, where share effects are
almost always positive, and their cumulative effect is substantial.6 So
despite relatively large costs imposed on the work force in the form of
high rates of job turnover in Colombia (chapter 2), the associated payoff
in efficiency gains is not correspondingly large. Put differently, entry,
exit, and market share reallocations appear to be driven by much more
than cross-plant differences in productivity.

Nonetheless, the cumulative impact of turnover on productivity is
probably substantial. The "shadow of death" effect implies that exiting
plants are in a downward spiral, and they might well get worse if they
were to hang around. Further, as new plants mature, their weighted
average productivity rises rapidly: one-year-old and two-year-old plants
are nearly as unproductive as exiting plants, but plants that survive to be
four-year-olds match or exceed industry norms (chapter 4).7 Both phe-
nomena are consistent with the industrial evolution models surveyed ear-
lier. If this shakedown process were thwarted by institutional barriers to
entry, severance pay laws, or attempts to prop up sick firms, the even-
tual effects on industrywide productivity would probably be much larger
than the productivity differential between exiting plants in their last year
and entering plants in their first year.

Sources of Heterogeneity

The evidence reviewed so far suggests that market share reallocations
and turnover can have significant effects on productivity growth. Also,
intraplant efficiency gains are often plant-specific rather than part of an
orderly industrywide shift in productivity. But why do some plants per-
form better than others, and how are plants able to change their pro-
ductivity over time?

The Role of Scale Economies

One possibility is that both phenomena reflect internal economies of
scale. Obviously, if incumbent plants face significant returns to scale at
the margin, they can improve their productivity by expanding. Further,
when market shares are shifted between plants of different sizes, sector-
wide productivity changes because of changes in the exploitation of scale
economies. Similarly, since incumbents are much larger than entering or
exiting plants (see part 11 of this volume), turnover should create a coun-
tercyclical tendency in sectoral productivity growth, because net exit of
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small plants occurs during downturns, perhaps dominating the direct
scale effects of size adjustments among continuing plants. For example,
the increase in productivity that accompanied the net exit of plants in
Chile might have occurred because exiting plants were smaller than the
minimum efficient scale. The same mechanism might have worked in
reverse for Morocco, where rapid net entry of small plants took place
during the sample years (table 3.1).

Nonetheless, econometric and engineering studies suggest that internal
economies of scale are neither the main source of productivity dispersion
across plants nor the main source of productivity growth within plants.
As discussed in chapter 5, panel-based econometric studies typically find
that returns to scale in manufacturing are close to unity, and engineering
studies bear them out. Hence most of the variation in productivity across
plants remains after scale effects have been netted out.8 The fact that
entering and exiting plants are typically less efficient than continuing
ones appears to be a consequence more of their relative newness than of
their relative size. Each entering cohort is inexperienced and includes
producers destined to learn that their operations are unprofitable. Each
exiting cohort includes producers who have just learned.

Other Sources of Differences in Efficiency

If scale economies do not explain the bulk of productivity growth within
plants or productivity differences across plants, what does? We know
that plant-level productivity is typically procyclical (see chapter 4), so it
is likely that capacity utilization is part of the story. Further, there is con-
siderable evidence that successful new firms improve their productivity
as they mature-this phenomenon points to learning effects (see chapter
4 and the references in note 7). Plants also tend to maintain their pro-
ductivity rankings over time, implying that managerial skill or persistent
productivity shocks are a large part of the story. Evidence of this phe-
nomenon is reported in Baily, Hulten, and Campbell (1992) and is
implicit in all panel-based productivity studies that find significant plant-
specific serial correlation in the production or cost function residual.9

Finally, externalities may be an important part of the story, but
because they are difficult to isolate empirically, we know little about
them. Caballero and Lyons (1991) find that productivity in individual
manufacturing industries in European countries tends to rise when
aggregate economic activity picks up, and Bartelsman, Caballero, and
Lyons (1994) obtain similar results using industry-level data from the
United States. (The latter authors also find that cross-industry produc-
tivity patterns correlate positively with activity levels among upstream
suppliers of intermediate goods.) Finally, Krizan (1995) confirms the
positive correlation between regional economic activity-measured
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either with output or employment-and plant-level productivity using
panel data from Chile, Mexico, and Morocco.' 0 The problem with all of
these studies is that industry or plant-specific productivity is procyclical
because of adjustment costs, which mean that capacity is underused in
recession. Hence these performance measures naturally correlate with
aggregate activity levels, even when no true externalities are present.

The Correlates of Productivity Growth Components

The review of micro studies in the previous section showed that aggre-
gate productivity growth amounts to much more than a general increase
in output levels per unit of input bundle: entry, exit, share effects, and
plant-specific learning can all be important. But to what do these evolu-
tionary processes respond? Is there a role for government intervention?
Quantitative studies that directly address these issues are unfortunately
scarce. Nonetheless, it is worth reviewing the available evidence on the
correlates of heterogeneity-based productivity growth.

Although the components of productivity growth discussed above are
jointly dependent processes, each is treated below in a separate subsec-
tion. First, the extent of cross-plant dispersion of productivity and its
possible deterrninants are assessed. The larger the dispersion, the greater
the potential effects of market share reallocations and turnover on sec-
roral productivity. Next, the circumstances under which market share
reallocations and turnover take place are reviewed. Given that there
is dispersion in productivity, these processes generate the sectorwide
changes in performance that are represented by the second and third
terms of equation 3.4. Finally, the correlates of improvements in intra-
plant productivity are considered. This type of productivity change
affects sectoral performance directly, as indicated by the first term on the
right side of equation 3.4.

Productivity Dispersion

Evidence was reviewed earlier suggesting that young plants are system-
atically less productive than mature plants and that dying plants are
often (but not always) less productive than continuing plants. Much
more can be inferred about the nature of productivity dispersion by
drawing on the "efficiency frontier" literature.''

Table 3.2 presents a sampling of cross-sectional studies of manufac-
turing industries in developing countries. (Studies of industrialized coun-
tries are too numerous to survey here.) Most fundamentally, these stud-
ies and those in table 3.3 (discussed later) typically find that measured
dispersion is very large (specifics are not reported in table 3.2). For
example, in Tybout, de Melo, and Corbo (1991), the majority of the



Table 3.2 Cross-Plant Correlates of Productivity

Plant-specific Polic)' proxy and Other variables and
productivity correlation uith correlation uwith Country, period,

Stud)' measure productivity (+ or-) productivity (+ or-) and industry

Pitt and Lee 1981 Econometrically estimated None directly examined Age (-); size (+); foreign Indonesia, 1972-75:
productivity residual ownership (-) weaving

Page 1984 Cross-sectional deviation None directly examined; Firm size (0); worker India, 1980: soap,
from deterministic frontier indirect inferences can be experience (+); printing, footwear,

based on other variables entrepreneur experience (+ machinie tools
(next column) or 0) and literacy (+); age

(+); capacity utilization
(+); labor turnover (0)

~1 Pack 1984 and 1987 Deviation from deterministic None directly examined; Length of production run Philippines and
frontier and from minimum indirect inferences based on (+); task-level efficiency (+) Kenya, 1980:
cost other variables (next spinning and weaving

column)

Chen and Tang Econometrically estimated Firm-specific export Age (+); foreign ownership Taiwan (China),
1987 productivity residual requirements (+) (0); size (0) 1980: electronics

Suh 1992 Fconometrically estimated Effective rate of protection None Rep. of Korea,
productivity residual (-) 1981-88: eight

industries

(Table continues on the following page.)



Table 3.2 (continued)

Plant-specific Policy proxy and Other variables and
productivity correlation with correlation with Country, period,

Study measure productivity (+ or-) produtctivity (+ or and industry

Haddad 1993 Econometrically estimated Export inteinsity of Public ownership (+ or-); Morocco, 1984-89:
productivity residual production (+); sector foreign ownership (+); age all two-digit

import penetration (+) (+); product diversity (+) manufacturing
industries

Haddad and Econometrically estimated Share of fixed direct Firm size (+); Herfindahl Morocco, 1984-89:
Harrison 1993 productivity residual investment in plant (+) and index (+) all manufacturing

in sector (0); tariffs (-) sectors

Aitken and Harrison Econometrically estimated Share of fixed direct invest- None Venezuela, 1983-88:
oc 1994 productivity residual ment in plant (+), in sector all manufacturing

(-), and in region (mixed) sectors

Aw and Hwang Cross-subsample comparison Whether firm is export None Taiwan (China),
1995 of econometrically estimated oriented (+) 1986: electronics

production function
paranieters
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cross-plant variation in logarithmic output is not explained by factor
stocks. Some of the unexplained variation reflects measurement prob-
lems, especially due to heterogeneous factor stocks. But even when labor
is measured in efficiency units (that is, in terms of its market value),
tremendous heterogeneity remains. One implication is that the potential
for productivity gains through entry, exit, and market share reallocation
is quite substantial. Nonetheless, as theory suggests (Hopenhayn 1992),
sunk costs, factor market frictions, and uncertainty combine to limit the
realization of these gains.

On the correlates of productivity, it is common to find that export-
oriented firms and firms owned by multinational corporations are closer
to the efficient frontier than other plants (see, however, Pitt and Lee
1981). There is also some evidence that productivity dispersion is greater
in protected industries. Given the diversity of theoretical possibilities, it
is remarkable that these patterns of association are as stable as they are.
In the present context, they could be interpreted to mean that the scope
for efficiency gains through share reallocations is greatest in protected
industries and in industries where a subset of plants are exporters or
foreign-owned. Alternatively, one might infer that the potential for intra-
plant improvements is greatest under these conditions, a hypothesis I will
return to later.

Caution is warranted, however. Both interpretations presume a causal
relationship running from policy to performance, but firms are not ran-
domly assigned the role of exporter or multinational. Generally, they
self-select, and their productivity has a bearing on their decision: high-
productivity firms may be better able to break into foreign markets, for
example. Also, exporting industries tend to be more labor-intensive and
involve relatively low entry costs. One should expect to find little pro-
ductivity dispersion under these conditions (Hopenhayn 1992). So there
is no guarantee that policies to encourage exports or foreign direct
investment would reduce the market share of low-productivity firms or
move them toward the efficient frontier.

Entry and Exit

Given that incumbents are different from new and dying plants, turnover
generally affects sectoral productivity growth. But what affects turnover?
In addition to technological factors, turnover appears to vary with the
business cycle. Net entry increases with economywide expansion and
with the lagged profitability of incumbents (see, for example, Geroski
and Schwalbach 1991). Hence, the market share of incumbents shrinks
during expansionary periods, as new firms crowd into the market more
rapidly than others fail. This often exerts a countercyclical influence on
productivity, because new and dying firms are typically less productive
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than continuing producers. Such countercyclical effects are noted in con-
nection with Tybout's (1992) decomposition of sectorwide productivity
per worker in Chile, Colombia, and Morocco (table 3.1); Olley and
Pakes (1992) report a similar result for telecommunications, and Baily,
Hulten, and Campbell (1992, p. 209) cite this phenomenon in U.S. man-
ufacturing data. Also consistent with this pattern, Liu and Tybout (chap-
ter 4) find that the market share of incumbents is typically somewhat
higher in Chile-which underwent a massive recession during the sam-
ple period-than in Colombia (table 4.1 versus table 4.2). Nonetheless,
in these countries, dying plants are occasionally more productive than
incumbents, so the direction of the net entry effect is not guaranteed.

Some researchers have empirically distinguished macro conditions from
industry-specific factors as determinants of entry and exit. In this regard,
the chapters in part II of this volume generally find that macroeconomic
shocks correlate through time with net entry or exit, while persistent
industry characteristics explain average turnover rates. (Chapter 8 pro-
vides a more detailed summary.) In the long run, therefore, the rate at
which efficient firms replace inefficient ones may be largely dictated by
entry costs, fixed costs, and the stochastic processes that govern firm-
specific productivity growth (see the earlier discussion of Hopenhayn
1992). For example, the high entry costs associated with steel production
probably hold down turnover and reduce average efficiency in that sector
relatively more than in low-cost industries like apparel or food processing.

The link between trade-related variables and turnover is not well
established, although several descriptive regressions were run for the
countries in part IL of this volume (chapter 8 provides more details). For
Morocco, entry is found to be more likely into export-oriented sectors
than into other sectors, perhaps reflecting export promotion schemes
during the sample years (chapter 12). However, in neither Chile (chapter
9) nor Colombia (chapter 10) is trade orientation significantly associated
with entry-exit patterns. These findings are consistent with Hopenhayn's
(1992) result that in the long run, industrywide demand shifts "are neu-
tral on all life cycle properties and on the rate of turnover" (p. 1143).l2

Of course, decisions about entry and exit are heavily dependent on
expectations about future market conditions, and static regression mod-
els are inadequate to describe transition dynamics. Hence the country
studies mentioned above have only begun to document the relation
between turnover and policy. The only empirical attempts I know of to
link policy directly with turnover in a forward-looking optimizing frame-
work have been simulations (Hopenhayn and Rogerson 1993; Pakes and
McGuire 1994).

Share Reallocation Effects

Even without entry and exit, share reallocations among incumbent pro-
ducers can influence productivity growth. Several studies quantify this
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effect and relate it to the economic environment. They find that share
effects are not systematically related to the business cycle in Colombia
(Liu and Tybout in chapter 4), Mexico (Tybout and Westbrook 1995),
or the United States (Baily, Hulten, and Campbell 1992). Nevertheless,
market orientation can matter: tradable goods sectors showed signifi-
cantly higher share-based productivity gains during Mexico's recent
trade liberalization (Tybout and Westbrook 1995). Regulatory policy
can matter too: Olley and Pakes (1992) report that deregulation of the
U.S. telecommunications industry is associated with a significant reallo-
cation of capital toward more productive establishments, an effect that
more than offsets a slight decline in intraplant productivity and leads to
industrywide improvements in productivity.

Finally, if scale economies matter, reallocations of market shares
between small and large plants will influence sectoral productivity. Ana-
lytical frameworks that link such scale effects back to policy include
Dutz (chapter 6 of this volume) and Roberts and Tybout (1991). Empir-
ically, Tybout, de Melo, and Corbo (1991) find that reductions in the
effective rate of protection are associated with larger market shares for
smaller plants in Chile, although percentiles along the entire distribution
of plant sizes appear to correlate negatively with protection. (The results
for employment shares are somewhat different.) In contrast, Dutz (chap-
ter 6) finds that import penetration is associated with relatively large
reductions in output among small plants, and Roberts and Tybout
(1991) find various measures of openness to be negatively associated
with plant size, most significantly at the low end of the size distribution.
These findings suggest that trade liberalization reduces exploitation of
scale economies among import-competing producers. However, if small
firms have relatively high marginal costs, the findings also imply desir-
able market share reallocation effects.

Intraplant Productivity Growvth through Scale Effects

What are the correlates of intraplant productivity growth? I have already
argued that internal scale effects are probably not a dominant source of
efficiency gain because big plants, which dominate the behavior of sec-
tor aggregates, are typically scale efficient (see also chapter 5). Nonethe-
less, general differences in the average size of plants may account for
some of the differences in productivity across countries or time, so I will
begin by quickly reviewing what is known about the determinants of
average plant size.

There is little doubt that bigger economies tend to have bigger plants
(Banerji 1978, for example). Beyond that, it is hard to generalize about
the determinants of plant size distributions. Several approaches to the
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issue may be distinguished. First, and least rigorously, a number of
descriptive studies base their inferences on simple cross-country compar-
isons. These seem predisposed to find that open trade policies allow the
exploitation of scale economies (Caves 1984; Conlon 1980).J3 A second
group of studies relates various measures of scale efficiency to measures
of foreign competition, controlling for a variety of factors (Caves, Porter,
and Spence 1980; Saunders 1980; Caves 1984; Schwalbach 1988). Typ-
ically, the efficiency measure is regressed on export ratios, import pene-
tration rates, measures of minimum efficient scale, and other control
variables.' 4 Most of these studies also conclude that foreign competition
improves scale efficiency, although their usefulness is limited by method-
ological problems. 5 Finally, a third group of studies uses ad hoc regres-
sion models to look for correlations between trade policy proxies and
plant size.16 In contrast to the work cited above, these studies typically
find that import penetration is associated with smaller plants, so the pos-
itive effects of openness on demand elasticities emphasized in the trade
literature may be dominated by other factors, such as leftward shifts in
the demand schedules with the removal of trade barriers (refer back to
the first section). Findings on the correlation between export rates or
effective protection rates and plant sizes are mixed.

In short, we know that big domestic markets tend to breed big plants,
import penetration is associated with relatively small plants, and export-
ing plants tend to be bigger than others within an industry. Combined
with the fact that most output is produced at plants with nearly constant
returns to scale, these findings provide little support for the popular
notion that trade liberalization generates significant gains in scale effi-
ciency (chapter 5 and Tybout 1993 provide details).

Other Intraplant Effects

To assess the correlates of changes in intraplant productivity that are not
related to scale economies, time-varying productivity measures are
needed. A sampling of studies from the development literature that do
this is presented in table 3.3. These studies, like those in table 3.2, mea-
sure plant-specific productivity (Ej1) using one of the methods mentioned
earlier in this chapter. However, instead of simply focusing on cross-
plant variation, they correlate changes in performance with policy
changes and plant characteristics.

Very briefly, as detailed in the third column, there is some evidence
that reductions in protection are associated with improvements in pro-
ductivity (Tybout, de Melo, and Corbo 1991; Suh 1992; Harrison
1994), but some studies find no effect (Tybout and Westbrook 1995).
Similarly, the evidence is mixed on the relation between foreign owner-
ship and productivity growth (chapter 7 of this volume).
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One might conclude, at worst, that trade liberalization and foreign
ownership do not hurt intraplant productivity, and at best they help, but
many problems complicate this inference. To cite one example, trade
reforms are typically accompanied by changes in the exchange rate,
which affect the measured productivity of firms in direct proportion to
their reliance on imported inputs. Exporters often import a relatively
large share of their inputs and so enjoy relatively large reductions in
input costs when protection for intermediate goods is reduced. This
effect looks like reduced input use to the econometrician, who constructs
"intermediate input use" as the cost of materials deflated by a general
price index.17 Changes in the rate of inflation also typically accompany
changes in trade policy, so the inflation bias in capital stock measures
and inventories will lead to spurious correlation between measured pro-
ductivity and policy (see Tybout 1988). Definitive findings are probably
impossible except where extensive plant interviews accompany the
econometric analysis.

Conclusions

Productivity growth can be viewed as taking place through several chan-
nels: general improvements in productivity that are common to all pro-
ducers, idiosyncratic improvements attributable to learning and techno-
logical diffusion within individual plants, and changes in the set of plants
or their market shares. Because "representative plant" approaches to
productivity analysis deal only with the first channel, a number of less
restrictive approaches to theory and measurement have been deployed
recently as plant-level panel data have become widely available. This
chapter has taken stock of the evidence these approaches have generated,
with special emphasis on studies of semi-industrialized countries under-
taken for a recent World Bank project."

Although productivity improvements within individual plants are typ-
ically the largest component of aggregate productivity growth, hetero-
geneity, share reallocations, and turnover are often also important. In
some contexts, the shifting of market shares among incumbent produc-
ers is dominant; in others, it is the net entry or exit of plants that differ
from incumbents. One clear pattern is that recessions tend to improve
average productivity, since the least efficient producers exit when
demand contracts. Similarly, recovery dampens productivity growth,
because inefficient producers tend to remain in the market, and many
new, inexperienced producers enter.

Compared with the United States, the relatively high average rates of
job turnover in the semi-industrialized countries (documented in chapter
2) have not paid off in terms of relatively large average efficiency gains



66 JAMES R. TYBOUT

through plant turnover and market share reallocations. Nonetheless, it
would be a mistake to assume that the cumulative effect of entry and exit
on productivity in the semi-industrialized countries is small. As each new
cohort of plants matures, inefficient plants are weeded out, and the sur-
vivors learn to be more efficient. After four years, the surviving new
plants have achieved average levels of productivity that match industry
norms. Further, plants that exit have exhibited a downward trend in pro-
ductivity during the years prior to their departure. So if governments
were to inhibit entry and exit, the efficiency loss over time would amount
to much more than the impact of such policies in their first year.

In addition to age effects, cross-plant differences in productivity are
correlated with exposure to foreign competition and the presence of
direct foreign investment, although causal relationships are difficult to
establish. Scale effects related to plant size do not appear to be the main
reason that some plants do better than others.

Much of the cross-industry variation in turnover is persistent, suggest-
ing that technology largely determines whether a sector exhibits strong
productivity effects from turnover. In the long run, therefore, the rate at
which efficient firms replace inefficient ones may be largely dictated by
entry costs, fixed costs, and the stochastic processes that govern firm-
specific productivity growth. Yet policy can matter too. For example,
Olley and Pakes (1992) find that deregulation was associated with net
entry in the U.S. telecommunications industry and that shifting market
shares after deregulation improved productivity. Also, relatively high
entry rates in exporting industries were associated with export promo-
tion programs in Morocco.

These findings are intriguing, but we are far from an integrated frame-
work that links policy with all the dimensions of industrial evolution.
Given the central role of productivity gains in economic growth and
development, the returns to research efforts in this domain are poten-
tially high.

Notes

1. In developing countries, investments in productivity enhancement usually
involve adapting an existing technology to local conditions. For an authoritative
survey of what is known about these investments, see Evanson and Westphal
1995.

2. Evanson and Westphal (1995) survey the literature linking policy and dif-
fusion in developing countries.

3. In cases where the production technology is econometrically estimated, the
ratio EK, is typically represented as a "noisy" productivity measure. For broad
surveys of this type of analysis, see Greene 1993 and Schmidt 1985.

4. eyj corresponds to AlnhE only when the entire sector shares a single, homo-
thetic constant-returns technology.
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5. Ideally, entry and exit would reflect the births and deaths of plants, respec-
tively, but in practice they also reflect firms that cross the ten-worker threshold.

6. Similar findings on share effects emerge from a related study on Mexican
manufacturing (Tybout and Westbrook 1995). That study is not surveyed here,
because the data do not permit entry-exit analysis.

7. The existence of significant age effects is also well established for industrial
countries. Pack (1991) surveys the literature on learning for developing coun-
tries; Malerba (1992) does likewise for industrial countries and reports some new
evidence.

8. For example, scale effects prove to be a small part of measured productiv-
ity change in panel analysis of Mexico (Tybout and Westbrook 1995).

9. Studies for developing countries include Suh 1992, Haddad 1993, Haddad
and Harrison 1993, Tybout and Westbrook 1 995, and chapter 4 of this volume.

10. These data bases are documented in the appendixes to chapters 9, 11,
and 12.

11. In this literature, plant-specific productivity levels, , are obtained as
deviations from the industrv production function. The second subsection of this
chapter provides further details.

12. This result is obtained for stationary equilibria under the assumption that
exogenous firm-specific productivity shocks are disembodied.

13. Caves (1984, p. 316) reports data on manufacturing employment by size
category for Australia, Canada, the United Kingdom, and the United States,
concluding that, "The most interesting comparison is between Australia and
Canada, nations of similar size. Canada has 70.3 percent of its manufacturing
employment in plants employing 100 or more, whereas Australia has only 61.9;
comparable figures for the United Kingdom and the United States are 79.8 and
74.6. . . . Conlon's (1980) investigation of matched Australian and Canadian
industries confirms this difference." The pattern is attributed to Australia's com-
mercial policy and the natural protection created by transportation costs.

14. Sometimes the link from productivity to scale is even more tenuous. For
example, Pratten (1988) simply compares worker productivity across countries
and finds that productivity is highest in the United States, then rather remarkably
leaps to the conclusion that the higher productivity is a consequence of higher
scale efficiency in the relatively large U.S. markets.

15. Most fundamentally, the usual simultaneity issues arise: the motivation for
cross-industry regressions must be that the observations describe some kind of
long-run equilibrium. But in the long run, all industrv characteristics are endoge-
nous, and no valid instruments are available to heip to isolate structural rela-
tionships (Schmaiensee 1989). Second, except in Caves, Porter, and Spence 1980,
spurious positive correlation is probably present since domestic value added per
worker is converted to world prices using the domestic rate of effective protec-
tion. Finally, labor productivity is not monotonically related to scale efficiency.

16. Cross-sectional studies include Scherer and others 1975, Owen 1983,
Caves 1984, Muller and Owen 1985, Baldwin and Gorecki 1986, table 7.1,
Schwalbach 1988, and Roberts and Tybout 1991. Temporal studies include
Tybout, de Melo, and Corbo 1991 and Dutz, chapter 6 of this volume.

17. Most of these studies use a single intermediate goods price deflator for all
producers in a given industry. Suh 1992 is an exception.

18. The project was "Industrial Competition, Productive Efficiency, and Their
Relation to Trade Regimes," RPO 674-46.
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Productivity Growth in
Chile and Colombia: The Role of

Entry, Exit, and Learning

Lili Liu andJames R. Tybout

A s noted in chapter 3, manufacturing plants span a wide range of
sizes and technologies. The distribution of these characteristics
continually evolves as new producers enter, others exit, and still

others expand, contract, or retool. Although these micro processes pro-
vide a basic source of efficiency growth, most attempts to measure
changes in productivity in the semi-industrialized countries rely on
aggregate data and thus begin from the assumption that each industry
can be characterized by a representative plant. This chapter exploits
comprehensive data on a panel of plants in Chile and Colombia to assess
the consequences of ignoring cross-plant heterogeneity and to generate
new evidence on the relation between productivity growth and industrial
evolution in the semi-industrialized countries.

The findings shed light on several issues. Most fundamentally, by
decomposing sectorwide measures of productivity, we isolate the roles of
entry, exit, and within-plant productivity growth. For example, we find
that new plants are typically 10 percent more productive in their first
year than dying plants but are 15 to 20 percent less productive than the
industrywide average. Those new plants that survive reach industry
norms after roughly three years.t Turnover in any one year accounts for
only a small fraction of productivity growth, but the cumulative effects
over longer horizons can be substantial.

In addition, by comparing the microeconomic determinants of pro-
ductivity in two very different economies in the late 1970s and early
1980s-Chile, a laissez-faire economy undergoing a financial crisis and
severe recession, and Colombia, a relatively protected and regulated
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economy experiencing mild business cycles-we generate evidence on
how policy regimes and macroeconomic shocks affect the sources of pro-
ductivity growth. For example, although entering plants typically out-
perform dying plants in both countries, Chile broke from this pattern in
the mid-1980s. This is probably because survival during that period
depended more on the structure of the firm's balance sheet and access to
subsidized credit than on its real-side performance.

Finally, to set the stage for these exercises, this chapter addresses some
methodological issues. We develop and discuss two alternative micro-
based productivity indexes, contrasting them with each other and with
standard Divisia indexes based on aggregate data. Then we calculate all
three indexes using the same data and compare their performance.
Among other things, the analysis reveals that traditional measures of
productivity are quite sensitive to aggregation bias, measurement error in
intermediate inputs, and the assumption of long-run equilibrium.

Measuring Productivity Growth

Measures of factor productivity describe output per unit of input. Total
factor productivity describes the joint productivity of all inputs, so a
means of aggregation across the individual factors and plants is required.

The Traditional Measure of Productivity

One approach amounts to using the prices of inputs as weights. The pop-
ular Divisia index of sectoral productivity is based on this weighting
scheme. If all markets are competitive and producers are in long-run
equilibrium, the jth factor share matches the elasticity of output with
respect to the fth factor, and growth in the Divisia index can be inter-
preted as a Hicks-neutral shift in productivity (Solow 1957). When these
assumptions are violated, the Divisia index is likely to exhibit substantial
procyclical bias (Berndt and Fuss 1986; Morrison 1989). Further,
indexes based on industrywide data are subject to aggregation bias unless
all producers share the same homothetic constant-returns technology.

An Alternative Measure

To relax these assumptions, we adopt an alternative approach to mea-
suring sectoral productivity that is based in the literature on efficiency
frontiers. This measure amounts to evaluating an estimated production
function at the observed bundle of factor inputs and comparing the pre-
dicted output with the observed output. So long as an appropriate pro-
duction function can be identified, this approach does not depend on
assumptions of competitive profit maximization and long-run equilib-
rium for its validity.2
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For each of n plants in our panel, we assume the following production
function:

(4.1) Y ect,, + U, t+ai +X1i' Iq X:

where YV, is the output of the ith plant (i = 1,n) in year t (t = 1,T), X,t iS

the ith plant's use of factor j (j = 1,J) in year t, 3, is the elasticity of output
with respect to factor j, and rj,, is an error term. This production func-
tion employs a simple Cobb-Douglas technology to aggregate inputs, but
unlike most empirical specifications, it allows each plant to have its own
parabolic time trajectory for Hicks-neutral technological progress. The
parameter vectors that describe these plant-specific trajectories, a, = (U01,
Xlr, cQ,), are the basic building blocks for our analysis of industrial evo-
lution.3 Estimation of all 3n + J parameters follows Cornwell, Schmidt,
and Sickles 1990 (details are discussed in the appendix to this chapter).

The productivity of the ith plant in period t is measured by E, =Y,, /
VY = el-, where carats denote fitted values and V, is the factor input
index:

j=l

(4.2) cit = crc, + aI,t + c'itJ.

Here, as in the literature on efficiency frontiers, predicted rather than
actual output values are used in the numerator under the assumption
that nt, represents measurement error in output (Schmidt 1985). But
unlike the literature on efficiency frontiers, our comprehensive panel
data allow us to construct a plant size-weighted average of predicted val-
ues that describes factor aggregate productivity at the industry level:4

(4.3)E=Ll1LV1 LYJ
where Vt = X 'lV. To distinguish Et from Divisia indexes, we refer to it
as a technical efficiency measure.

In some contexts, it is necessary to distinguish two versions of Et that
differ in their underlying production technology. The first, which we call
total factor technical efficiency and denote Elt, is constructed using an
expression for V, that aggregates over three factor inputs: capital, labor,
and intermediate goods. The second, which we call primary factor tech-
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nical efficiency and denote E2,, is constructed using an expression for V'
that aggregates only capital and labor. If producers can substitute
smoothly between intermediate goods and other inputs, the E1l measure
is more appropriate; if intermediate goods are used in fixed proportion
to output, the E2, measure is preferred. Further discussion is provided in
the appendix.

Divisia Indexes Compared with Technical Efficiency Measures

Most analyses of productivity in the semi-industrialized countries are
based on sector-level Divisia indexes (hereafter B,). As a prelude to our
analysis of heterogeneity-based productivity growth, we investigate
whether these traditional performance measures behave differently from
Et. If not, our decompositions simply help to explain why Bt changes.
But if Bt and Et are substantially different, it is worth exploring why and
whether one performance measure should be preferred over another.

There are several reasons why the Divisia index might differ from both
variants of E,. One is that, unlike the Et technical efficiency measures, the
sector-level Divisia index is sensitive to allocative inefficiency. To see
this, write the Divisia index in level form as

n n 1 Jj n

( 4.4) Br=EYi / t i, = Yt /ID,
i=l j=l i=l =

where s. is the share of the jth factor's income in total factor income at
the sectoral level. Clearly, the input aggregator D, is independent of the
allocation of factors across plants, so when any factor has different mar-
ginal products at different establishments-perhaps because of adjust-
ment costs, uncertainty, or fragmented factor markets-factor realloca-
tions exist that increase Bt by increasing its numerator. In contrast, factor
reallocations between plants with equal technical efficiency (Eit) do not
affect the productivity index Et, even when the marginal product of a
factor varies across plants (due, for example, to variation in factor
proportions).'

A second distinction between the measures arises because the econo-
metrically estimated factor weights f3, do not coincide with the factor
shares sjt. Changes in market conditions or technology may cause s,, val-
ues to shift over time, while P, values are fixed by assumption. If tech-
nology is evolving, changing factor weights should be recognized, so the
time invariance of 1 values induces bias in Et. But other forces are likely
to be at least as important and to bias Divisia indexes through undesired
variation in the s " terms. For example, factors often are not paid the
value of their marginal product because there are adjustment costs. Sim-
ilarly, if firms have monopsony power, st values may consistently under-
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state the marginal product of labor. (In most microeconomic data from
developing countries, labor's coefficient considerably exceeds its share of
costs.) Discrepancies between [, and s,, also arise when factor stocks are
measured with error; this makes standard estimators for the coefficients
[B inconsistent.6

Isolating Exit, Learning, and Market Share Effects

Because the sectorwide productivity trajectory Et is a weighted sum of
the productivity trajectories of plants, it is amenable to decomposition.
After constructing E, series for each country and comparing them with
Divisia indexes (B,), we exploit this feature of our efficiency measure.
Our first decomposition of changes in sectoral productivity distinguishes
the contributions of dying plants in their last year of operation from
those of ongoing plants. Imagine that the plants in year t have been
sorted into two groups: continuing plants, which remain in the data
base in year t + I (denoted by i E c), and dying plants that exit the data
base in year t + 1 (denoted by i E d). Then

Et =k't I EC j t- E,t + ( l d ) iEd ji l - 0 /t(4.5) F,= Z t~EI+l-) rt-<j
= k Et + 1 I- k /)Ed

where 0,, = V. / Xj, and 24 = X,,>8,- Comparisons of E' and Ed reveal
whether the short-run effect of plants exiting the industry is to improve
aggregate productivity, and I - X' reveals what share of total factor use
is attributable to exiting plants.

Productivity among continuing plants can be further decomposed by
cohort. We do so by writing Et as

J

(4.6) Et=, ,' EtA + ( I - k, )E,d
i=1

where E't is the level of weighted average productivity among continu-
ing plants in cohort j, and XI` = c,) hcort 0,,. Cohort i includes plants with
exactly i years of experience if j is smaller than J and at least J years of
experience if i is equal to J. This generalization of equation 4.5 recog-
nizes that all plants in the "continuing" group may not be comparable
and that young plants may differ systematically from old ones. For
example, new plants may always be less productive than older ones
because of start-up problems, even if the new plants are destined to
become leaders in the industry. If this is the case, equation 4.5 will
understate the long-run productivity gains from turnover.
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In addition to revealing the speed with which efficiency improves
among new plants, equation 4.6 can be used to identify the years that
produce the "best" and the "worst" new plants, albeit using an ex post
performance criterion. This type of exercise amounts to constructing the
productivity trajectory describing the first k periods of operation for the
cohort entering in period t(1 and comparing it to analogous trajectories
for the cohorts entering in periods to + 1, t0 + 2, and so on.

Several studies have found that the reallocation of market shares
among continuing plants can be an important source of productivity
growth (Baily, Hulten, and Campbell 1992; Olley and Pakes 1992;
Tybout and Westhrook 1995). To see if this holds true in Chile and
Colombia, our final exercise isolates share effects. We begin by convert-
ing equation 4.5 to growth rates, so that aggregate productivity growth
reflects growth among continuing plants and growth due to turnover:

(4.7) AEt - Yie~c (0i, Ei, -Oi,-,Ei,-1) +Y-E-b (Oit Eit - iEd (it-iEit-l)

E,_ E t X Et- ,

Then, we further decompose the continuing plant component of equa-
tion 4.7 into the effect of cross-plant reallocation of market shares and
the effect of within-plant productivity growth, holding shares constant:

(4.8) X,iL. (0i, Eit--i,_ I Eit-) _ e tYit AOi, E iiec AEitOi
Et-l Et_, Et l

This expression is a variant of Baily, Hulten, and Campbell's (1992)
equation 5, which is reproduced as equation 3.4 in chapter 3. Overbars
indicate averages of period t and period t - 1 values.

Applying the Methodology to Chile and Colombia

Before presenting the findings on productivity, we briefly review the eco-
nomic conditions that prevailed in Chile (1979-86) and Colombia
(1977-85) during and preceding the sample periods. We also briefly
describe the data (see chapters 9 and 10 for more detailed reviews).

Country Background: Chile

When General Augusto Pinochet overthrew the government in 1973,
Chile's socialist economy was plagued by fiscal deficits, hyperinflation,
foreign exchange shortages, and rationing. Average nominal tariff rates
exceeded 100 percent, and a complex system of multiple exchange rates
prevailed. Over the next five years, Pinochet's military government
deregulated, privatized, and opened the economy to foreign markets.
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After a deep recession, the industrial sector began to expand in 1976,
and by 1981 it had surpassed 1973 production levels. However, manu-
facturing employment remained far below 1973 levels, implying that
labor had been shed. Between 1979 and 1981, output continued to
grow, but at a decreasing rate, constrained by an overvalued peso.
Because this exchange rate policy squeezed profits, and because many
firms and banks had become indebted in dollars during the expan-
sion, Chile was in a poor position to weather the international credit
crunch that precipitated the debt crisis. Thus, when the flow of for-
eign capital into Chile stopped in 1982, Chile plunged into financial cri-
sis and recession, with unemployment rates approaching 30 percent.
After large devaluations and various bailout measures, sustained recov-
ery began in late 1983. This time employment expanded along with
output.

Overall, then, 1979-81 was a period of industrial shakedown, charac-
terized by decelerating growth and an increasingly overvalued currency.
As the exchange regime collapsed, the country went into deep recession
and financial crisis in 1982-83, causing many businesses to fail. The
manufacturing sector began recovering in 1984-85 (see figure 4.1).

Figure 4.1 Output (Y), Total Factor Productivity (B), and Total
Factor Technical Efficiency (El), Cbile, 1979-86
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Note: All series are normalized to a value of 1.0 in 1981.
Source: Authors' calculations.
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Country Background: Colombia

Between 1967 and 1973, real manufacturing output expanded rapidly,
at an annual rate of almost 9 percent, and exports expanded at roughly
6 percent. This growth afforded policymakers some latitude for trade lib-
eralization, and they gradually reduced quantitative trade restrictions on
manufactured imports. Tariff reductions followed in 1974, bringing
average nominal rates down from about 50 to 35 percent.

The beginning of the sample period in Colombia, 1976-85, was char-
acterized by slower manufacturing growth, as high world prices for
coffee in the late 1970s led to Dutch disease-induced appreciation in
the real exchange rate. Stagnation followed in the early 1980s, with
world recession and the debt crisis. Roughly speaking, Colombian
authorities used commercial policy to soften the effects of falling
demand. The movement toward trade liberalization slowed and was
eventually reversed through rising protection during 1983-85. Begin-
ning in 1986, trade policy became more liberal but did not return to
1980 levels.

Overall, the relative size of the industrial sector declined during
1976-85, but there was considerable fluctuation in manufacturing
growth (see figure 4.2). During the first part of the period (1977-80), the

Figure 4.2 Output (Y), Total Factor Productivity (B), and Total
Factor Technical Efficiency (El), Colombia, 1977-87
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entire economy grew; during much of the second part (1981-83), it stag-
nated. Recovery began in 1984-85 and picked up speed during 1985-87.

Findings on the Productivity Aggregates

Before analyzing the effects of entry, exit, and learning on productivity
in manufacturing, it is worthwhile to explore the empirical properties of
the basic productivity measures used. Several issues are of concern. First,
how and why do series based on Divisia indexes (B,) differ from series
based on econometrically estimated technical efficiency measures (E,)?
Second, does it matter much whether technical efficiency measures are
estimated with intermediate inputs as an explanatory variable? Recall
that leaving intermediate goods out of the equation amounts to assum-
ing that they are used in fixed proportion to output, while including
them amounts to assuming that firms face a unit elasticity of substitution
between intermediate goods and primary inputs.

To address these questions, series on E, and B, were constructed for
each manufacturing sector. In addition, the five largest industries (mea-
sured by the number of plants) were analyzed individually at the three-
digit isiC level: food, textiles, footwear, wood products, and metal prod-
ucts. Though the results of these analyses are too voluminous to report
for every exercise, they are brought into the discussion when relevant.

Divisia Indexes Compared with the Total Factor
Technical Efficiency Index

The contrast between the Divisia index (Bt) and the total factor techni-
cal efficiency index (E 1 ,) for Chile and Colombia is striking, for both
manufacturing aggregates (figures 4.1 and 4.2) and the industry-specific
series (not reported). As expected, the fluctuation is more marked in B,
than in E1 t. But somewhat surprisingly, the Divisia index continues to
deteriorate in both countries as they pull out of recession in the mid-
1980s. In contrast, the technical efficiency index E1l improves with
expansion in Colombia and declines much less than the Divisia series in
Chile.

Several possible explanations for these diverging paths have already
been identified. One is that Divisia indexes respond to factor realloca-
tions across plants with different marginal products, while technical effi-
ciency measures may not. This seems unlikely to be the entire explana-
tion, however, since allocative efficiency is not expected to worsen
dramatically with economic recovery. A second possibility is that differ-
ences in performance are attributable to the different weights that the
two productivity measures ;lace on factor inputs. Specifically, econo-
metric estimates of the marginal product of labor are substantially higher
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than labor's share in factor payments, and the opposite is true for capi-
tal.7 So expansions that involve substantial capital growth and little
employment growth give the appearance of relatively rapid productivity
growth when technical efficiency indexes are used in place of Divisia
indexes. This explanation fits the Colombian data, which register a 7
percent decline in manufacturing employment but a 24 percent expan-
sion in capital stock between 1982 and 1987.

The discrepancy in factor weights does not account for the divergence
between Divisia and technical efficiency indexes in Chile, where employ-
ment grows more rapidly than capital during the recovery. Here the
explanation is that Divisia indexes, by construction, allow the factor
weights st to shift over time, while the analogous weights 1,B in technical
efficiency indexes do not. This difference matters because the share of
intermediate inputs jumps from 0.61 to 0.78 in Chile over the course of
the recovery period, and use of intermediate inputs climbs about 65 per-
cent. Together, these patterns pull down the Divisia index dramatically;
the pull is much milder for the technical efficiency index, which does not
allow the weight on material use to grow.

Whether one prefers Divisia or technical efficiency indexes therefore
depends partly on whether one believes the data on intermediate inputs.
If the data are trustworthy, the elasticity of substitution between inter-
mediate and other inputs is clearly less than unity, so the Cobb-Douglas
version of the technical efficiency model is inappropriate. The technical
efficiency framework should either be abandoned or be salvaged by
adapting a more flexible functional form like the translog. However,
price deflators for intermediate inputs are relatively poor, so the rapid
increase in the Chilean ratio of intermediates to output may largely
reflect measurement problems.' If this is the case, neither the Divisia nor
the total factor technical efficiency index is appropriate. But in the spe-
cial case in which the ratio of physical output to each physical unit of
intermediate inputs is inflexible and the quality of intermediates does not
change much, it is appropriate to leave intermediates out of the analysis
altogether and simply to express gross output as a function of primary
inputs. The resultant measure (E2,) avoids the questionable set of
premises on which Divisia indexes rest.

Primary Factor and Total Factor Technical Efficiency Indexes

To see how the exclusion of material inputs affects our technical effi-
ciency measure, we next compare primary factor efficiency (E2,) with
total factor efficiency (El,). See figures 4.3 and 4.4. In Chile, dropping
intermediate inputs is sufficient to reverse the downward trend in pro-
ductivity during the recovery period; the series are now even more plau-
sible than the traditional Divisia series. In Colombia, the effect is to
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Figure 4.3 Total Factor (El) and Primary Factor (E2) Technical
Efficiency, Chile, 1979-86
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Figure 4.4 Total Factor (El) and Primary Factor (E2) Technical
Efficiency, Colombia, 1977-87
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accentuate the upturn in productivity during the recovery period
(1982-87) so that it reaches the questionable annualized rate of 7 per-
cent. Primary and total productivity measures coincide in both countries
until 1983, about the time when major devaluations took place that may
cause valuation problems with imported intermediates thereafter. 9 Such
valuation problems mean that the primary factor efficiency series may
provide a better summary of performance and, more generally, that ana-
lysts of productivity in the semi-industrialized countries might find it
revealing to check measures of primary factor productivity during peri-
ods of relative price volatility. In this spirit, in addition to reporting total
factor technical efficiency series, we also report primary factor technical
efficiency series for most of the exercises that follow.

Plant Heterogeneity and Aggregate Productivity

Having established that El and E2 are plausible-perhaps even supe-
rior-measures of productivity, we now use them to study the hetero-
geneity issues raised earlier. We first ask whether plant turnover tends to
improve sectoral productivity in the sense that exiting plants are less effi-
cient than plants remaining active. Our analysis is based on equation 4.5,
which expresses sectoral productivity as a weighted average of produc-
tivity among plants that continue operating in the next period (E') and
plants that do not (Ed). The weights X' and 1 - Xk reflect each group's
share of factor use.

For this exercise and those that follow, we focus on industry-specific
series rather than manufacturingwide aggregates. By doing so, we avoid
several types of aggregation bias that undermine inferences when the
focus is on cross-plant comparisons. One bias arises from the fact that
the production technology is estimated separately for each manufactur-
ing industry. This makes the parameters of our input aggregator Yt vary
across producers in different subsectors and renders cross-industry sum-
mations of this variable inappropriate. The other major bias is induced
by measurement error in the output price deflators: average levels of
productivity differ more dramatically across industries than one would
expect with properly deflated output and capital stock series."' Accord-
ingly, when using manufacturingwide aggregates, comparisons of exiting
plants with other plants depend critically on which industries are
expanding and which are contracting.

Chile

Table 4.1 reports series on El', El , and X' for each of the five major
industries described earlier. (Series on E2' and E2d are qualitatively
similar and thus are not reported.) The results here conform to earlier
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Table 4.1 Total Factor Technical Efficiency of Continuing and Exiting
Plants in Chile, by Induistry, 1 980-8 5

WVeigb ted average productivity M Market share

Continuing Exiting of continuing
Induistrv and year planzts (El') plants (El") plants (?&)

Food
1980 0.989 0.710 0.978
1981 1.003 0.828 0.985
1982 0.998 0.947 0.970
1983 1.001 0.809 0.964
1984 1.015 0.934 0.986
1985 1.024 0.836 0.969
Average 1.005 0.844 0.975

Footwear

1980 0.989 0.872 0.976
1981 0.992 1.066 0.941
1982 0.997 0.897 0.919
198.3 1.034 0.730 0.938
1984 1.088 1.032 0.957
1985 1.143 1.213 0.940
Average 1.040 0.968 0.945

Metal produicts
1980 0.985 1.017 0.971
1981 1.005 0.8.51 0.969
1982 1.021 0.823 0.941
1983 1.032 0.797 0.991
1984 1.025 0.817 0.997
1985 1.019 1.055 0.960
Average 1.014 0.893 0.972

Textiles
1980 0.981 1.028 0.980
1981 1.(08 0.840 0.950
1982 1.003 0.964 0.953
1983 0.999 1.062 0.981
1984 0.985 0.749 0.997
1985 0.973 0.809 0.989
Average 0.992 0.909 0.975

Wood products
1980 (.999 1.135 0.943
1981 1.007 0.865 0.951
1982 1.029 0.915 0.940
1983 1.053 0.831 0.972
1984 1.053 0.590 0.986
1985 0.948 1.906 0.861
Average 1.015 1.04(0 0.942

(Table continues on the follouing page.)
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Table 4.1 (continued) ___ __

Weighted average productivity Market share

Continuing Exiting of continuing
Industry and year plants (ElJc) plants (Lid) plants (2c)

Cross-industry average
1980 0.989 O.952 0.970
1981 1.003 0.890 0.959
1982 1.010 0.909 0.945
1983 1.024 0.846 0.969
1984 1.033 0.824 0.985
1985 1.022 1.164 0.944
Average 1.013 0.931 0.962

Note: Both productivity series are expressed relative to the 1981 industrywide level of
technical efficiency El. Equation 4.5 provides algebraic definitions.

Source: Authors' calculations.

analyses of the Chilean data base (Tybout 1992; Liu 1993), although the
methodology of the present study is distinct.'' Specifically, within each
industry dying plants are less efficient than continuing plants in most
years, so a systematic shakedown is apparently at work. In a typical year,
the margin of difference averages approximately 10 percent. Since value
added is about one-third of gross output in manufacturing, this consti-
tutes about a 30 percent shortfall in payments to primary factors, and-
presuming that there is limited scope for wage reductions-a substan-
tially larger shortfall in payments to capital. Hence, although the sample
period spans several years of a severe financial crisis, cross-plant exit pat-
terns are at least partly driven by real-side performance in Chile.

Notably, the exiting plants constitute a rather small share of total out-
put (1 - 0), even during Chile's deep recession of the early 1980s."2 So
the short-run effect of exit on productivity levels is typically small. This
does not mean that turnover has a minor long-run effect on productiv-
ity. If the dying plants had been propped up rather than forced from the
market, they would have gained market share, and their inefficiency
would very likely have continued to worsen. (Liu 1993 documents that
the productivity trajectory of dying Chilean plants systematically falls in
the years prior to their exit.)

In some industries (footwear, metal products, and wood products),
exiting plants were more efficient than incumbents during 1985, when
Chile was pulling out of recession. At first glance, this appears to con-
firm the popular notion that recovery dampens the cleansing effects of
recession. However, the efficiency gap between continuing and dying
plants is closed because dying plants get better, not because continuing
plants get worse. Hence a more plausible interpretation is that by the
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mid-1980s, business failures in Chile were induced largely by financial,
rather than real-side, problems among small plants. Many of these plants
relied heavily on expensive peso-denominated credit before the exchange
regime collapsed, and their liquidity was drawn down during that period
(Galvez and Tybout 1985; Tybout 1986). Thereafter, again because their
debt was in pesos instead of dollars, they did not benefit much from the
subsidized exchange rate or the special debt rescheduling that the gov-
ernment introduced to bail out large businesses. In short, real-side per-
formance was of secondary importance for survival.' 3

Colombia

The Colombian results are qualitatively similar to the Chilean ones (see
table 4.2). '4 Exiting plants are usually less productive than entering
plants, although some industries go through periods when exiting plants
perform better than incumbents. Further, with the exception of the years
1980 and 1985, the Colombian results are quantitatively quite similar.
The discrepancy in 1985 is due to an unusual pattern in Chile that has
already been discussed, but the discrepancy in 1980 is due to perfor-
mance in Colombia: in all industries except wood products, dying plants
are more efficient than continuing plants. We can only speculate about
the reasons for this anomalous year; one possibility is that it was the cul-
mination of a sustained period of appreciation and may have seen the
exit of many efficient producers of tradable goods.

Overall, neither country exhibits a systematic tendency for the effi-
ciency gap between continuing and exiting plants to covary with the
business cycle. In regressions (not reported) explaining the efficiency gap,
E1 d/ El', the t-ratio for the coefficient on output growth is less than 0.40
in both countries. Industry dummies are more significant, but there is no
consistent pattern across countries. For example, the relative efficiency
of dying producers of wood products is significantly lower than average
in Colombia, but it is higher than average in Chile. Thus efficiency dif-
ferentials reflect country-specific circumstances rather than technology
and may respond to policy.

Exiting plants in Colombia account for a larger share of total factor
use than their counterparts in Chile, even though Colombia's exit rates
are substantially lower and its recession milder than Chile's (refer to
chapters 9 and 10). Nonetheless, as in Chile, the short-run effect of exit
on productivity in Colombia is small, since exiting plants never account
for more than 7 percent of the market.

One is tempted to compare the gap between the efficiency of continu-
ing and dying plants across countries and to draw some inferences
regarding the ability of the market mechanism to weed out the least
promising enterprises. Unfortunately, this is a more subtle exercise than
it appears at first blush. Done correctly, it amounts to sorting plants on
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Table 4.2 Total Factor Technical Efficiency of Continuing and Exiting
Plants in Colombia, by Industry, 1978-86

Weighted average productivity Market share

Continuing Exiting of continuing
Industry and year plants (El,) plants (El3 ) plants (00)

Food
1978 1.167 1.029 0.979
1979 1.093 1.102 0.973
1980 1.028 1.187 0.969
1981 1.008 0.867 0.944
1982 1.013 0.934 0.976
1983 1.028 0.933 0.982
1984 1.062 1.218 0.975
1985 1.126 1.227 0.944
1986 1.214 1.190 0.980
Average 1.082 1.076 0.969

Footwear
1978 1.010 0.944 0.957
1979 1.033 1.155 0.940
1980 1.000 1.625 0.952
1981 1.007 0.856 0.954
1982 1.022 1.006 0.950
1983 1.032 0.910 0.938
1984 1.058 1.056 0.951
1985 1.118 0.930 0.948
1986 1.208 0.964 0.919
Average 1.054 1.050 0.945

Metal products
1978 1.030 1.071 0.951
1979 1.039 (0.976 0.971
1980 1.009 1.063 0.958
1981 1.007 0.808 0.967
1982 0.998 0.908 0.979
1983 0.988 0.823 0.964
1984 0.980 1.052 0.969
1985 0.967 0.854 0.970
1986 0.965 0.869 0.933
Average 0.998 0.936 0.962

Textiles
1978 1.132 1.218 0.855
1979 1.112 0.803 0.979
1980 1.023 1.365 0.827
1981 1.004 0.825 0.976
1982 1.(00 0.757 0.978
1983 0.995 0.903 0.978
1984 0.997 0.800 0.982
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Table 4.2 (continued)

Weighted average productivity Market share

Continuing Exiting of continuing
Industry and year plants (EP) plants (El) plants (;) 

1985 1.022 0.782 0.866
1986 1.076 0.848 0.981
Average 1.040 0.922 0.936

Wood products
1978 1.079 0.805 0.951
1979 1.039 0.733 0.954
1980 1.007 0.809 0.961
1981 1.010 0.839 (0.942
1982 1.003 0.937 0.973
1983 0.995 0.857 0.952
1984 1.025 0.844 0.857
1985 1.048 0.846 0.978
1986 1.0)62 0.898 0.936
Average 1.030 0.841 0.945

Cross-industry average
1978 1.083 1.014 0.939
1979 1.063 0.954 0.963
1980 1.013 1.210 0.933
1981 1.007 0.839 0.957
1982 1.0(07 0.908 0.971
1983 1.008 0.885 0.963
1984 1.024 0.994 0.947
1985 1.056 0.928 0.941
1986 1.105 0.954 0.950
Average 1.041 0.965 0.952

Note: Both productivity series are expressed relative to the 1981 industrywide level of
productivity El. Equation 4.5 provides algebraic definitions.

Sozurce: Authors' calculations.

the basis of their ex ante expected profitability and examining the loca-
tion of exiting plants in this distribution. Levels of current efficiency are
presumably correlated with expected profitability, but many other fac-
tors also matter, especially during periods when the policy regime and
macroeconomic conditions are changing. We therefore simply note that,
except during 1980 and 1985, Chilean and Colombian efficiency gaps
are remarkably similar.

Coborts and Learning

We next further decompose productivity levels among continuing plants
to determine whether new cohorts systematically improve as they
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mature, either through the attrition of low-productivity plants or
through intraplant improvements in efficiency. The analysis is organized
around equation 4.6, which allows total factor productivity to be
expressed as a weighted average of cohort-specific produictivity levels.
Tables 4.1 and 4.2 report these levels and their associated weights for
the two performance measures El and E2.

Unfortunately, separately tracking plants that are one, two, three, and
four or more years old means that we have only five years of complete
data for analysis. Nonetheless, some interesting patterns emerge. First,
the plants that are one and two years old are almost always less produc-
tive than the plants with at least four years of experience. (The one slight
exception occurs for one-year-old plants in 1986 as measured by E2; see
table 4.3.) Even three-year-old plants are more efficient than older
cohorts as a group in only three of ten possible comparisons. So a
process of maturation and shakedown is clearly occurring that improves
the performance of cohorts over time. The process is not automatic. For
example, the cohort of plants first observed during 1984 got worse in

Table 4.3 Cohort-Specific Levels of Performance in Colombia,
1982-86

a. Total factor technical efficiency

Year ELid El', E12k Elk3 E1 4 E1

1982 0.838 0.814 0.899 1.155 1.015 1.006
1983 0.907 0.818 0.833 0.881 1.033 1.017
1984 0.891 1.025 1.038 0.841 1.043 1.009
1985 0.670 0.785 0.691 1.068 1.060 1.018
1986 0.773 0.845 0.833 0.752 1.104 1.070
Average 0.816 0.857 0.859 0.940 1.051 1.024

b. Primary factor technical efficiency

Year E2d E2 t E2 E22 3 E2c4 E2

1982 0.226 0.774 0.837 1.296 1.087 0.976
1983 0.643 0.821 0.867 0.865 1.138 1.071
1984 0.598 0.629 0.687 0.897 1.192 1.084
1985 0.895 0.483 0.438 0.757 1.213 1.125
1986 0.845 1.334 1.193 0.510 1.301 1.238
Average 0.641 0.808 0.805 0.865 1.186 1.099

Note: See discussion in the text for the definition of total factor (El) and primary fac-
tor (E2) technical efficiency. Superscript d stands for dying cohort, c for continuing cohort,
and the numbers for age of cohort in years. Equation 4.6 defines each element of the
decomposition. All series are expressed relative to industrywide productivity levels (El or
E2) in 1981.

Source: Authors' calculations.
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1985 and only partly recovered during 1986. Also plants that were three
years old during 1982 were exceptionally productive in that year but fell
back toward sectoral levels of productivity in 1984. One question, which
cannot be addressed with these data, is whether deviations from the
"normal" maturation process are random or systematically related to
macroeconomic conditions or the policy regime.

Second, exiting plants are always substantially below the productivity
levels of surviving plants with four or more years of experience, although
they occasionally do better than the one-year-old plants coming
onstream to replace them. Here, too, we cannot conclude that the pat-
tern is assured. As demonstrated in tables 4.1 and 4.2, many exception-
ally efficient plants were part of the exiting cohort in 1980.

Together these patterns imply that the replacement of dying plants
with one-year-old plants generates little productivity gain in the transi-
tion year: neither group of plants is very productive, and neither accounts
for much output. But the new plants that survive improve quickly, and,
as demonstrated elsewhere (Liu 1993), productivity among dying plants
is typically in a downward spiral. So the longer-term implications of this
turnover for productivity growth are significant, and policies that inhibit
this process (such as bailout programs for unprofitable firms) probably
significantly dampen productivity in the longer term. For example, in
1982, only 80 percent of the output came from plants that existed in
1977. In 1985, only 72 percent of the output came from such plants.

Market Share and Productivity Growth

Thus far, our discussion has focused on productivity levels. We now take
up the role of heterogeneity and turnover in shaping productivity
growth. First we isolate the portion of growth that is due to entry and
exit; then we decompose the residual growth in the effects of gains in effi-
ciency within plants and reallocation of shares among continuing plants.

Productivity Change and Turnover among Incumbent Plants

To isolate the role of entry and exit, we convert our level-form series Et
to a productivity growth series, as described by equation 4.7. Hereafter
the focus is on Colombia, since productivity series cannot be calculated
for plants that entered the Chilean data base after 1980.

Table 4.4 decomposes annual growth rates of total productivity (GE)

into the contribution of continuing (GEC) and noncontinuing plants
(GET), so that GE = G.C + GET' (refer to equation 4.7). No values are
reported for 1977, 1978, and 1987 because at least one component of
this identity cannot be calculated for these endpoint years. If the market
shares of continuing, beginning, and exiting plants all remain stable,
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Table 4.4 Industry-Specific Decomposition of Productivity Growth in
Colombia, 1979-86

Industrywide growth Effect of Effect of
in total factor incumbent plants plant-level

Industry and year efficiency (GE) (G£C) turnover (GFT)

Food
1979 -0.061 -0.068 0.007
1980 -0.055 -0.062 0.007
1981 -0.032 -0.043 0.011
1982 0.012 0.038 -0.026
1983 0.014 0.020 -0.006
1984 0.038 0.025 0.014
1985 0.062 0.026 0.036
1986 0.072 0.112 -0.040
Average 0.006 0.006 0.000

Footwear
1979 0.033 0.004 0.029
1980 -0.010 -0.018 0.008
1981 -0.029 0.009 -0.038
1982 0.021 0.010 0.011
1983 0.004 -0.003 0.007
1984 0.032 0.037 -0.005
1985 0.048 0.051 -0.003
1986 0.072 0.045 0.027
Average 0.021 0.017 0.004

Metal products
1979 0.0(5 0.028 -0.024
1980 -0.025 -0.041 0.016
1981 -0.(11 0.007 -0.018
1982 -0.004 0.004 -0.008
1983 -0.014 -0.025 0.011
1984 0.000 -0.002 0.003
1985 -0.019 -0.012 -0.007
1986 -0.005 -0.040 0.034
Average -0.009 -0.010 0.001

Textiles
1979 -0.034 0.106 -0.140
1980 -0.021 -0.219 0.198
1981 -0.076 0.123 -0.199
1982 -0.005 -0.002 -0.003
1983 -0.002 -0.005 0.003
1984 0.000 0.006 -0.005
1985 -0.003 -0.094 0.091
1986 0.083 0.172 -0.090
Average -0.007 (.011 -0.018

Wood products

1979 -0.038 -0.032 -0.006
1980 -0.025 -0.023 -0.002
1981 0.000 -0.017 0.017
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Table 4.4 (continued)

lndustrywide growth Effect of Effect of
in total factor incumnbent plants plant-level

Industry and year efficiency (GI.) (GE) turnover (GET)

1982 0.001 0.024 -0.023
1983 -0.012 -0.028 0.016
1984 0.011 -0.069 0.080
1985 0.044 0.145 -0.101
1986 0.008 -0.029 0.037
Average -0.001 -0.004 0.002

Cross-industry average
1979 -0.012 0.005 -0.017
1980 -0.017 -0.045 0.028
1981 -0.018 0.010 -0.(28
1982 0.003 0.009 -0.006
1983 -0.001 -0.005 0.004
1984 0.010 (.000 0.011
1985 0.016 0.014 0.002
1986 0.029 0.033 -0.004
Average 0.001 0.002 -0.001

Note: Precise expressions are provided in equation 4.7 of the text. Column I ray differ
slightly from the sum of columns 2 and 3 because of rounding.

Souirce: Authors' calculations.

these components simply reflect differences in the technical efficiency
growth of each groujp of producers. However, to the extent that market
shares fluctuate, our decomposition reflects that influence as well.

The cross-year average rate of growth in each component is small. For
turnover, the reasons have already been discussed: entering plants in
their first year are not much more productive than dying plants in their
last year, and neither group accounts for much output. For incumbents,
the explanation is apparent in figure 4.2. Our sample spans a business
cycle, so there are productivity losses in the early years, offset by pro-
ductivity gains as capacity utilization recovers in the later years." Mea-
sured productivity gains are also limited by the fact that labor services
are measured in efficiency units. This means that efficiency growth due
to increases in the skill intensity of production or increases in the relative
productivity of skilled workers are not picked up (see the appendix).

We expected to find a negative association between turnover-based
gains in efficiency (GET) and output growth, since net exit by inefficient
plants should bolster productivity during periods of contraction. This
"cleansing effect of recessions" has been documented by Baily, Hulten,
and Campbell (1992) using total factor productivity indexes for the
United States and by Tybout (1992) using labor productivity series for
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Chile and Morocco. But the GET series in table 4.4 do not covary nega-
tively with output. That is, for reasons we have not isolated, relatively
little weeding out occurred during the Colombian recession.

Finally, there is a surprisingly strong negative correlation between GEC
and GET (the Pearson correlation coefficient is -0.85). Algebraically, the
reason is that the continuing plant effect is small and the turnover effect
is large in years when many inefficient plants survive; see equation 4.7.16
An unusually dramatic example is provided by the textile industry in
Colombia, where, in both 1978 and 1980, many highly efficient pro-
ducers left the market, while in 1979 almost all the inefficient producers
stayed in (tables 4.2 and 4.3).

Decomposing Incumbent Productivity Change

Finally, we implement equation 4.8 to decompose technical efficiency
growth among continuing plants (GEC) into a within-plant effect and
share reallocation effects. The results are reported in table 4.5.17 Once

Table 4.5 Industry-Specific Decomposition of Incumbent Effect in
Colombia, 1979-86

Total effect Share
due to incumbent reallocation

Industry and year plants (GEC) effect Within-plant effect

Food

1979 -0.068 -0.001 -0.066
1980 -0.062 -0.014 -0.048
1981 -0.043 -0.009 -0.033
1982 0.038 0.029 0.009
1983 0.020 0.000 0.020
1984 0.025 -0.007 0.032
1985 0.026 -0.014 0.040
1986 0.112 0.032 0.081
Average 0.006 0.002 0.004

Footwear
1979 0.004 0.004 0.000
1980 -0.018 -0.025 0.007
1981 0.009 -0.003 0.011
1982 0.010 -0.009 0.019
1983 -0.003 -0.008 0.005
1984 0.037 0.005 0.032
1985 0.051 0.009 0.042
1986 0.045 0.003 0.042
Average 0.017 -0.003 0.020

Metal products
1979 0.028 (.018 0.010
1980 -0.041 -0.015 -0.025
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Table 4.5 (continued)

Total effect Share
dute to incumbent reallocation

Induistry and year plants (G(.C) effect Within-plant effect

1981 0.007 0.017 -0.010
1982 0.004 0.010 -0.005
1983 -0.025 -(.009 -0.017
1984 -0.002 0.018 -0.020
1985 -0.012 0.001 -0.013
1986 -0.040 -0.009 -0.031
Average -0.010 0.004 -0.014

Textiles
1979 0.106 0.079 0.027
1980 -0.219 -0.106 -0.113
1981 0.123 0.123 0.000
1982 -0.002 0.01( -0.012
1983 -0.005 -(.017 0.012
1984 0.006 0.005 0.000
1985 -0.094 -0.086 -0.009
1986 0.172 0.073 0.100
Average 0.011 0.010 0.001

Wood products
1979 -0.032 -0.017 -0.015
1980 -0.023 -0.030 0.006
1981 -0.017 -(0.025 0.009
1982 0.024 -0.007 0.032
1983 -0.028 -0.018 -0.010
1984 -0.069 (.011 -0.079
1985 0.145 0.099 0.046
1986 -0.029 -0.036 0.006
Average -0.004 -0.003 -0.00 1

Cross-induistry averaige
1979 (.005 (.010 -0.005
1980 -0.045 -0.024 -0.022
1981 0.010 0.013 -0.003
1982 0.009 0.004 0.005
1983 -0.005 -(0.006 0.001
1984 0.00() 0.004 -0.004
1985 0.014 (.001 0.013
1986 0.o33 0.0(8 0.025
Average 0.002 0.001 0.001

Note: The total effect is the column labeled GH from table 4.4. The share reallocation
effect is growth in total factor efficiency due to the reallocation of market shares among
incumbent plants, and the within-plant effect is growth in total factor efficiency due to
intraplant improvements in efficiency. Equation 4.8 provides algebraic expressions. Col-
umn 1 may differ slightly from the sum of columns 2 and 3 because of rounding.

Source: Authors' calculations.
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again, each component is small when averaged through time, but year-
to-year growth rates can be substantial.

Our finding of a significant role for market share reallocation is con-
sistent with that of Olley and Pakes 1992, Baily, Hulten, and Campbell
1992, and Tybout and Westbrook 1995. Nonetheless, it is noteworthy
that cross-year averages suggest that share effects have little long-run
effect on productivity. This runs counter to the findings for the United
States and implies that, despite relatively high rates of job creation and
job destruction, the technical efficiency gains from reallocation of work-
ers among continuing plants are modest.

As expected, within-plant efficiency growth is strongly procyclical,
probably because of capacity utilization effects and-less dramatically-
the embodiment of new technologies during periods of rapid invest-
ment. II Share effects, in contrast, are negatively albeit weakly associated
with output growth (the t-ratio is -1.68). This constitutes limited evi-
dence for a version of the "cleansing effect of recessions" hypothesis:
among incumbents, productive plants gain market share during contrac-
tionary periods.

Conclusions

It is worth repeating the central findings of the analysis. The differences
between Divisia indexes and econometrically based technical efficiency
indexes are important enough to create dramatically different pictures of
productivity performance. These contrasts trace to differences in how the
marginal products of factors are imputed: Divisia indexes assign a much
larger weight to labor than do technical efficiency indexes and allow all
weights to vary through time. Similarly, it matters a great deal whether
intermediate inputs are assumed to substitute for primary inputs-in
which case a total factor efficiency measure is appropriate-or must be
used in fixed proportion to output-in which case some measurement
error and aggregation problems can be avoided by studying primary fac-
tor efficiency. In our panels, the second approach appears to be the more
sensible one. More generally, investigating the robustness of productiv-
ity series to assumptions and exploring the reasons for differences
between alternative measures are critical to drawing conclusions about
performance.

Looking across incumbent, entering, and exiting plants, we find evi-
dence of significant heterogeneity. During most periods, exiting plants
are about 10 percent less productive than incumbents, so their disap-
pearance improves sectoral productivity. But exiting plants are occa-
sionally more efficient, and when this occurs turnover has the opposite
effect. Since exiting plants typically account for a small share of total
factor use, and one-year-old plants are not much more efficient than
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exiting plants, the short-run effects of turnover are not dramatic. How-
ever, productivity typically drops among plants that exit and rises
quickly among new plants that survive several years, so the cumulative
effects of this cleansing process over a longer time horizon are probably
substantial.

With the analysis limited to incumbent plants, heterogeneity still
proves important. When we isolate the portion of change in sectoral
productivity due to market share reallocations within this group, it often
amounts to more than I percentage point of efficiency growth in
absolute value. Nonetheless, unlike in the United States, the long-run
average effect of share reallocations on industrywide technical efficiency
is close to 0 in all Colombian industries we studied. One implication is
that high rates of job creation and job destruction there (documented in
chapter 2) do not produce strong efficiency gains.

Finally, when productivity is decomposed into the influence of differ-
ent cohorts for the Colombian data, there is clear evidence of a matura-
tion process. Plants with less than three years of market experience are,
as a group, systematically less productive than those with four or more
years of experience. The maturing process apparently approaches com-
pletion after three years, since plants with three years of experience can
go either way. It is not possible to tell from these results how sensitive
the patterns are to stages of the business cycle or to policy regime.

Overall, although the methodology deploved here has its own prob-
lems, it clearly indicates that heterogeneity is verv important and that
productivity analysis based on sectoral aggregates can mask as much as
it reveals.

Appendix: Data and Estimation

The Estimator

To fit equation 4.2, we need not assume either long-run profit maxi-
mization or competitive product and factor markets. However, since all
inputs are treated as independent of the error term, producers can have
no advance knowledge of their II, realizations at the time they choose
their factor stocks for period t. With this assumption, consistent esti-
mates of the vector , = .8X, .. . . .g, and unbiased estimates of the n
vectors X = c01, cxla, a2 can be obtained using the within estimator
described in Cornwell, Schmidt, and Sickles 1990.)9 Effectively, this
amounts to performing ordinary least squares of InYi, on the input vector
InX,t = (InX1,,, InX,,,, .... , InX,t) and (1, t, t2), allowing the coefficients
on 1, t, t2 to vary plant by plant.211

We impose constant returns to scale when estimating the :i values,
thereby forcing all scale efficiency effects to show up through the term
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&k. (For example, when there are increasing returns, large plants exhibit
high &Oi values.) In principle, allowing nonconstant returns to scale per-
mits us to decompose changes in intraplant efficiency into a term that
reflects the volume of use and a term that reflects returns to scale.21 In
practice, however, deviations from constant returns are hard to pick up
econometrically (see chapter 5).

For a handful of plants, the quadratic form for & (equation 4.2)
creates problems. Sharp reversals in productivity during the middle years
of the sample period lead to extreme values of predicted productivity in
the first or last sample year. Accordingly, plants whose predicted level of
productivity is more than three standard deviations from the sectoral
norm in any year are excluded from all figures on sectoral productivity
and their associated decompositions.

Simultaneity Bias

Allowing entry and exit in the panel of plants brings up the possibility of
simultaneity bias. Plants that are relatively efficient are more likely to
survive and grow large. So if 6ca is treated as part of the disturbance term
when fitting the production function, bias can arise from the correlation
between factor stocks and the disturbance or from a nonrepresentative
sample due to the exit of low-productivitv plants.2 2 However, the esti-
mator described above effectively removes the systematic component of
productivity growth from the residual. Hence, unless the transitory
shock nit is correlated with factor stocks, these biases are not likely to be
a problem. We assume that such correlation is not present.23

Nonconstant Returns to Scale

The properties of our productivity series generally depend on whether we
impose constant returns to scale. We have tried both approaches and
found that unconstrained estimates generally exhibit decreasing returns.
This implausible result is most likely due to measurement error; see chap-
ter 6. Given that Westbrook and Tybout (1993) find constant returns in
almost all sectors when they control for this bias, we adopt the constant
returns estimates as our "preferred" : and (xi values.2 4

Treatment of Intermediate Inputs

We report two types of production functions. The first function ex-
presses gross output as a Cobb-Douglas function of capital, labor (mea-
sured in efficiency units), and intermediate inputs, implicitly imposing
unit elasticity of substitution between all three factors. Productivity
series associated with this function are called total factor technical effi-
ciency measures and denoted El. The second function expresses gross



PRODUCTIVITY GROWTH IN CHILE AND COLOMBIA 99

output as a Cobb-Douglas function of capital and labor (measured in
efficiency units), implicitly imposing fixed proportionality between inter-
mediate inputs and gross output (Griliches and Mairese 1989 use this
specification). Productivity series associated with this specification are
called primary factor technical efficiency measures and denoted E2t. We
also experimented with value added production functions but found that
the percentage increase in value added is tremendous among a handful
of plants that start from levels of value added close to 0 and that these
plants are highly influential in the sectoral aggregates.

Data

The panel data from each country cover nearly all plants with at least ten
workers. Plant entry is the appearance of a plant in the data base, either
because it has just started up or because it has crossed the ten-worker
threshold. Similarly, dying or exiting plants drop out of the data base,
either because they have shrunk below ten workers or because they have
shut down altogether.

Capital stock figures for Chile are reported only for 1979 and 1980.
To construct capital stock series for other years, we combine these stock
data with gross investment figures. However, this cannot be done for
plants that entered the data base in 1981 or thereafter, so there is a selec-
tivity bias in the data for Chile, which describe only plants that were
observed in 1979 or 1980. (Further details on construction of the data
base are found in the appendixes to chapters 9 and 10.)

Finally, we want to control for cross-plant labor heterogeneity in our
production function because plants that use a lot of skilled labor to pro-
duce a lot of output per worker are not necessarily more productive than
those that rely on unskilled labor and produce less (controlling for capi-
tal stocks). Given that we do not observe detailed information on the
employees of each establishment, we opt to control for labor hetero-
geneity by measuring the flow of labor services in "efficiency units"
(Griliches and Ringstad 1971). At a given plant, this variable amounts to
a weighted sum of the number of hours worked by each employee, the
weights being proportional to his or her hourly wage. Since unskilled
workers are normalized to have a wage of 1, the flow of labor services
in efficiency units can be expressed as total labor costs divided by the
wage of unskilled labor.25 This approach implies that productivity
growth due to the accumulation of skilled workers, or productivity
growth that increases the wage premium for skilled labor, does not show
up in our measured productivity series. Hence the figures we report
probably understate productivity growth relative to alternative produc-
tivity series that measure labor services as total work hours.
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Notes

1. In a previous study, Liu (1993) used Chilean data to construct average pro-
ductivity differentials among entering, exiting, and continuing plants. This chap-
ter goes beyond her work to examine how these differentials aggregate up to
sector-level patterns of productivity in countries with different policy regimes.

2. Similar exercises can be done using cost functions and factor prices, but
these require the assumption of profit maximization up to some parameterized
deviation from optimality.

3. An alternative approach, used by Olley and Pakes (1992), is to assume that
follows a first-order Markov process.

4. Equation 4.3 is similar to Baily, Hulten, and Campbell's (1992) equation 3.
However, their equation is in logarithms.

5. Although we do not pursue it here, this distinction between input aggregates
might be used as a basis for an allocative efficiency index: V I Dt, or, perhaps
better, V/[H1I (E,- )D!l. Under constant returns to scale, it can be shown that
this index is a weighted average of plant-specific deviations from the industry-
wide input ratio, with the weights reflecting the size of the associated plants.
Limitations of this index are, first, that the industrywide mix of factor inputs
mav not minimize costs and, second, that it measures realized allocative effi-
ciency rather than predicted efficiency, given uncertainty and adjustment costs.
6. Although it is nor an issue in this chapter, E, and Bt may differ if constant
returns to scale are not imposed when estimating D values. Then, changes in
scale efficiency show up in Divisia indexes, but not in K,. The reason is that under
increasing returns, the denominator of E, expands more than proportionately
with factor use, exactly offsetting output growth in the numerator due to scale
effects, whereas the denominator of B, is proportional to factor use. In Divisia
indexes, constant returns are ensured because factor shares are used to estimate
the elasticity of output with respect to factor inputs.

7. For example, in the Chilean food industry, labor's share of total costs is
about 10 percent, and capital's share is about 22 percent. (The rest is materials.)
But the estimated elasticity of output with respect to labor is 0.21, and the esti-
mated elasticity of output with respect to capital is 0.08.

8. Material price deflators are constructed using dated and relatively aggre-
gated input-output matrices. Moreover, they may not properly capture fluctua-
tions in the price of imported inputs.

9. All of the patterns described here are robust in the sense that they emerge in
our industry-by-industry figures too.

10. If variables are measured properly, one would expect to find that E series
are similar in magnitude for most industries. Factor market arbitrage would shift
resources toward those sectors where a bundle of inputs produces an unusually
high value of output until discrepancies are roughlv eliminated. But the calcu-
lated El and E2 series imply that some sectors systematically realize levels of
productivity as much as twice as high as those of other sectors.

11. Tybout (1992) looks at labor productivity rather than total factor pro-
ductivity. l.i (1993) bases her analysis on unweighted averages of technical effi-
ciency, so big incumbent plants are given the same weight as small incumbent
plants in the continuing plant aggregates. Also, Liu defines an exiting plant as
one that leaves the data base at some point during the sample period, but not
necessarily the next period. Therefore, incumbents include only plants that sur-
vived until 1986.
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12. Although more than 15 percent of plants exited each year until 1 984, the
manufacturingwide market share of these plants never exceeded 3 percent-see
chapter 9 for details.

13. Similar phenomena apparently drove survival patterns during Argentina's
financial crisis of the early 1980s. Failure prediction models hased on financial
statements indicate that composition of a firm's balance sheet is a more important
determinant of success than its earnings performance (Swanson and Tybout 1988).

14. Productivity among Colombian plants is quite volatile when primary fac-
tor efficiencv (E2) is used as a measure of performance (figures not reported)-
some especially unproductive establishments exited the data base in 1982 and
1983.

15. Pooling industries, a regression of G. on the log of real industrial output
yields a t-ratio of 3.94.

16. This selection process is not itself correlated with the business cycle, so it
constitutes a source of noise in the regressions that predict GF( and GE7 individ-
ually as a function of output growth. This is why the sum C, = GC.( + GE±T is
strongly procyclical, while each component is not.

17. This is true regardless of whether productivitv is measured with 1 I or E2.
Because these productivity concepts generate qualitatively similar results, only
those based on the former are reported.

18. Pooling industries, the t-ratio is 2.95 in a regression of within-plant rates
of efficiency growth on industrywide output growth.

19. Estimates of the (x themselves are inconsistent as n goes to infinity (t fixed)
because of the incidental parameters problem. Nonetheless, the E, series we
study are weighted averages of the a, and are themselves consistent as n goes to
infinity.

20. Operationally, the dimension of the computational problem is reduced by
purging InY,, and the input vector lnX, = (lnX,,,, lnX,,,, . . ., InX,') of correla-
tion with (1, t, t2), plant by plant, then performing ordinary least squares using
the residual variation in each of these variables to obtain the coefficient vector

= , (p' P2 . .. P,). The coefficient vectors a, = (a,, a1,, a 2 ,) are then retrieved
with plant-by-plant regressions of the residuals InY, - P'InX,t on (1, t, t2).

21. Specifically, define V j I j= K 

where pi = £, . Then an augmented measure of total factor productivity, El,
can be defined as the product of a constant returns technical efficiency measure
like E, and the scale measure F,W. The appeal of this methodology is clear-scale
effects can be isolated and compared with the unexplained efficiency residual as
a source of productivity change. The main disadvantage of this approach is that
returns to scale are difficult to identify econometrically with much accuracy
(Westbrook and Tybout 1993).

22. More specifically, at least three years of data are needed to identify the vec-
tor a,. Hence plants present in the data base for less than four years do not con-
tribute to the identification of IP, and the technology of these plants may differ
systematicallv from that of plants present for four or more years. The potential
for bias is most severe in Chile, where capital stock series are not available for
plants that entered after 1981. Indeed, using a version of this specification in
which productivity is time invariant, Liu (1993) rejects the null hypothesis that
factor inputs are not correlated with productivity.
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23. Formally testing this assumption would require maintaining the hypothe-
sis that investment is a deterministic function of productivity, conditioned on
observables (as in Olley and Pakes 1992) or reliance on asymptotic distributions
as t goes to infinity. Neither approach seems promising, in our view.

24. It would be possible to use the returns to scale estimates of Wesrbrook and
Tybout (1993) for input aggregates in Chile and Colombia. We leave this for
future work.

25. Operationally, the flow of labor services measured in efficiency units is cal-
culated as L> [1 + (YX/ Y,)j where L,, is the number of unskilled work hours, Y)
is the wage bill for skilled labor, and Y, is the wage bill for unskilled workers.
To see why this amounts to a weighted average of the different labor inputs, note
that Y, = wsLj and Y. = w,1Lu, where w, and w, are wage rates for skilled and
unskilled workers, respectively. Although firms only report two types of labor,
this calculation actually deals with heterogeneitv across an arbitrary number of
labor types, since Y, is itself a weighted average.
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Scale Economies as a Source
of Efficiency Gains

James R. Tybout and M. Daniel Westbrook

Internal returns to scale in developing countries are potentially impor-
tant for two reasons. The first is that unexploited economies of scale
open the possibility of gains in productivity. These gains might be

reaped by making plants larger or, as emphasized in chapters 2 and 3, by
reallocating market shares from smaller plants to larger ones. The sec-
ond is that increasing internal returns to scale can lead to imperfectly
competitive market structures and thereby influence how policy affects
pricing behavior, product diversity, productivity, and growth.

Examples of models that embody the first consequence of scale
economies abound in the recent trade literature.' Trade policy generally
shifts the demand schedules facing domestic producers, who react by
adjusting their levels of production. 2 Although the direction of adjust-
ment depends on the particular model used and the trade orientation of
the sector, numerous (highly stylized) simulation exercises have led econ-
omists to expect that trade liberalization will improve scale efficiency.

The trade literature also contains many examples in which the effects
of policy depend on market structure, which in turn depends on the
presence of increasing internal returns to scale. Among these examples,
perhaps the most relevant for developing countries is the "import disci-
pline" hypothesis: market power created by economies of scale is tem-
pered by foreign competition, so trade liberalization moves domestic
firms toward average cost pricing.3 Although the role of scale economies
is too indirect to be isolated empirically, various econometric studies
have found that import competition does limit price-cost markups.
(Chapters 1 and 8 provide details.)

The literature on endogenous growth (Romer 1990; Grossman and
Helpman 1991) provides further examples of market structure effects
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based on increasing internal returns to scale; monopolistic competition
allows modelers to endogenize the number of varieties of intermediate
products and so the productivity of the final goods sector. Preliminary
evidence suggests that these models are empirically relevant (Backus,
Kehoe, and Kehoe 1992; Feenstra, Markusen, and Zeile 1992), but
again, the importance of scale effects has not been quantified.

Models outside the trade literature have also incorporated scale econ-
omies to link policy and performance. The best known is by Rosenstein-
Rodan (1943), who posits that traditional (cottage industry) production
techniques exhibit constant returns, while modern (factory) techniques
are characterized by scale economies and, beyond some threshold level
of output, are more efficient. Modernization and scale efficiency thus
depend on the level of demand for domestic output. But since demand
depends on national income, which in turn depends on the prevalence of
,'modern" producers, he suggests that a coordination problem may
inhibit development: no single producer in a traditional economy has an
incentive to modernize first. This notion, later formalized by Murphy,
Schliefer, and Vishny (1989), has been used to argue in favor of a "big
push" by government to stimulate modernization. We know of no
empirical research on the productivity gains from this type of scale effect,
but many descriptive studies (for example, Banerji 1978) have found that
plants are smaller in developing countries than in industrial ones.

In sum, internal returns to scale are heavily exploited in the literature
on trade and development. The one effect that simulation modelers
attempt to quantify-potential gains in productivity from the exploita-
tion of scale economy-is often found to be substantial. Nonetheless, lit-
tle effort is devoted to directly measuring returns to scale in developing
countries, either to establish how extensive unexploited scale economies
might be or to identify what gains in scale efficiency might be reaped
through changes in policy. This chapter attempts to address both issues.
In keeping with the orientation of this volume, we give special attention
to the evidence gleaned from our large panels of manufacturing plants.
The analysis begins with formal definitions of internal returns to scale,
identifies their various sources, and reviews alternative approaches to
measuring them. Estimates of returns to scale from selected studies are
examined to see whether they provide any basis for generalization about
the extent of internal returns to scale in various manufacturing indus-
tries. The evidence on the empirical significance of scale economies as a
potential source of efficiency gain is also explored.

We conclude that internal returns to scale at the typical plant in a
developing country are modest and that the scope for improving scale
efficiency is more modest still. The reason is that large plants, which are
close to minimum efficient scale, account for a disproportionate share of
production. Simulation modelers have all ignored this fact and, accord-
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ingly, have tended to overstate the gains from scale economy exploita-
tion that are associated with trade liberalization.

A Taxonomy of Internal Returns to Scale

To interpret the empirical evidence on returns to scale, we must be pre-
cise about what we mean by scale economies and the technological and
economic forces that lie behind them. The analytical material draws
heavily on Panzar 1989; the description of sources, on Pratten 1988.

The Single-Product Case

In the case of a single output, returns to scale are often defined as the
percentage increase in output (Y) associated with a 1 percent increase in
all elements of the input vector (X). Or, writing the production function
as Y = f(XX), where X is a scalar, the derivative dinY / dlnk evaluated at
k = 1 is known as the scale elasticity of Y at X. Letting lower-case letters
denote logarithms, letting boldfaced letters indicate vectors, and index-
ing the elements of X with j, the scale elasticity can also be written

(5.1) S = Yr(ay / axi).

The scale elasticity is a purely technological construct that can be cal-
culated without knowledge of the factor price vector (W). Nonetheless,
it is closely related to the firm's long-run cost function,

(5.2) C(Y, W)= min|WX I Y=f(X)].
X

Specifically, if the firm employs a cost-minimizing input bundle X at each
level of output, the scale elasticity is the inverse of the elasticity of cost
with respect to output,

(5.3) S = I l (ac l ay),

which may also be written as the ratio of average cost to marginal cost.
The equivalence between the scale elasticity and the inverse of cost elas-
ticity with respect to output obtains because cost minimization implies
that real factor prices are equal to the marginal revenue products of the
associated factors (Panzar 1989). If the firm is not operating at the cost-
minimizing input bundle (say, because of adjustment costs or uncer-
tainty), there is no simple correspondence between the cost elasticity
with respect to output and the scale elasticity, except in the case of short-
run cost minimization in the presence of quasi-fixed inputs.4
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There are a number of explanations for nonconstant returns to scale;
we review the most commonly cited ones and relate them to the algebra
above.

Sunk Costs

The first basic source of increasing returns to scale is the spreading of
sunk costs that are associated with the initiation of production across
longer or more intensive production runs. Examples of sunk costs in-
clude research for new product development, the retooling of production
facilities, and the training of workers to operate new production lines.'
Sunk costs differ from fixed costs, which are also incurred in initiating
production, in that sunk costs cannot be retrieved and do not increase
the scrap value of a liquidated firm.

Declining Marginal Costs

A second cause of returns to scale is higher productivity of the nonsunk
inputs at higher output levels. The most venerable explanation for this is
the presence of economies of specialization, which allow firms operating
on a larger scale to match inputs more closely to tasks. Economies of spe-
cialization are a consequence of indivisibilities.

Declining marginal costs also occur when large machines are more
efficient than small ones for technological reasons. Pratten (1988) cites
the example of container tanks, whose purchase cost is proportional to
surface area, but whose productive capacity is determined by volume. He
also notes that the amount of labor required to operate a machine does
not always increase in proportion to its productive capacity.

Finally, the law of large numbers may help firms that mass-produce
output. Although the breakdown of an individual machine is typically
unpredictable, the rate of breakdown among a large number of machines
may be highly predictable. Hence the need for stocks of replacement
parts and repair crews may be proportionately less at large plants. A sim-
ilar argument holds for inventory stocks and financial assets if large
firms are able to diversify across individually unpredictable buyers and
suppliers. For example, large corporations hold a relatively smaller frac-
tion of their assets as cash than do small firms.

Several forces work against declining marginal costs. One is that large
firms with specialized workers may find that the assembly line tasks are
repetitive, monitoring is more difficult, and representatives of organized
labor are relatively powerful. (Large firms pay workers more; these fac-
tors may help to explain why.) Large firms also tend to have more com-
plex managerial structures, which may inhibit quick decisionmaking and
create incentives to deviate from profit-maximizing behavior. Finally,
supply schedules for some inputs may be upward sloping if the firm is
big enough to influence prices in local factor markets.
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Learning Effects

Dynamic scale economies are realized when a firm becomes more effi-
cient as it accumulates experience in production. To reconcile this type
of scale effect with the algebra of the previous section, one must inter-
pret the input vector X as the cumulative total amount of inputs used and
Y as cumulative output. Dynamic scale economies can derive from
acquired familiarity with technology, improved dexterity among manual
laborers, or process innovations that are developed along the way;
accordingly, dynamic scale economies are typically irreversible.6 Because
learning effects describe the history of a plant rather than its size, they
are conceptually distinct from scale effects, and we will treat them only
tangentially hereafter.

Incentive Effects

Finally, by consolidating production vertically, firms may be able to
avoid coordination problems that arise and to reduce the transaction
costs associated with acquiring inputs and marketing output.

Multiple Outputs and Economies of Scale and Scope

When firms produce multiple products, the extent to which costs fall as
firms grow depends not only on technology, but also on the expansion
path of the output vector, so measurement of scale elasticities becomes
more complex. Panzar (1989) describes generalizations of the expres-
sions for scale elasticities at given product vectors and product-specific
returns to scale for individual products or subsets of products. For our
purposes, the practical implication of his expressions is that meaningful
measures of scale economies at a multiproduct plant depend on the mix
of goods being produced, not just the value of output.

Multiple products also allow for the possibility of economies of scope,
which are said to occur when it is cheaper to produce a bundle of prod-
ucts together than individually. Diseconomies of scope can also occur if
the production processes for different bundles get in each other's way.
Panzar (1989, p. 16) notes that, when present, economies of scope "mag-
nif[y] the extent of overall economies of scale beyond what would result
from a simple weighted sum of product-specific scale economies."

Panzar and Willig (1975 and 1981) and Panzar (1989) identify several
sources of economies of scope. One is when at least one factor is a pure
public input. That is, once acquired, it can be costlessly used in the pro-
duction of more than one type of output. Another is when two product
lines can jointly satisfy the need for inputs more cheaply than either can
in isolation.
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Empirical Estimates of Returns to Scale

There are many approaches to estimating returns to scale in the litera-
ture, some quite rudimentary. For example, when better data are
unavailable, the average size of large plants is often used as an estimate
of the minimum efficient scale in each sector (for example, Jenny and
Weber 1976; Jacquemin, de Ghellinck, and Huveneers 1980). Alterna-
tively, Stigler (1958) suggests that plants that survive over some long
period of time must be efficient and that the size of the smallest survivors
marks the minimum efficient scale. Similarly, Lyons (1980) proposes
that whenever a firm operates more than one plant, the first plant must
have attained minimum efficient scale. These approaches have many
obvious defects, so we limit our attention to the two methods that offer
the best promise of revealing returns to scale: engineering studies and
microeconometric studies. Since this volume is devoted to what we can
learn from sets of plant-level panel data, we devote relatively more time
to microeconometric studies.

The Engineering Approach

Engineering studies are generally carried out at the process or plant level.
They estimate the hypothetical costs that would be incurred by plants of
various capacities; output rates are typically set to be cost minimizing at
the design scale. These studies are designed to capture the effects of
economies associated with the spreading of sunk costs, length of pro-
duction runs, and scope. Also by design, they often omit sources of
economies that are external to the plant, as well as internal economies
due to sources not directly technological, such as learning, marketing,
and management. Pratten (1988, pp. 28-29) summarizes the engineering
approach to measuring returns to scale as follows:

In order to make engineering estimates the methods of production
have to be broken down into individual processes and operations,
and the technical basis for economies of scale has to be investigated.
Usuallv it is not possible to describe processes in terms of engineer-
ing production functions which are based on scientific laws or
experimental data, and so the estimates of the economies of scale for
machines, process units, and operations are based on engineers',
cost accountants', and managers' estimates of costs. Their estimates
are based on operating experience for plants of varying size, the
experience of planning and building new plants and expanding
plant capacity and general experience of their industry. Estimates of
the components of costs, capital, and operating costs for processes
and/or for groups of processes, development, first copy or initial
costs for products, etc. are assembled for each industry, and are



Table 5.1 Industries Ranked in Descending Order of Engineering Estimates of Returns to Scale

Scale economies due to
Production Establishment FrmCost disadvantage

Industry runs size size 1/3 MES 1/2 MES 2/3 MES

Motor vehicles x x 10-15
Other vehicles x 8-20
Chemicals x 4-19 1-17
Fibers x 2.6-12
Metals x 11
Office machinery x 5-10
Mechanical engineering x 3-10
Electrical engineering x 4.6-15 4.5-15
Instrument engineering x
Paper, printing, and publishing x x 8-36
Nonmetallic minerals x 8-11 25-26
Metal goods x 5-10
Rubber and plastics x 5-10 5-15
Drinks and tobacco x 2.2-10
Food x 2-21
Other manufacturing industries
Textiles x 5-10
Timber and furniture x
Footwear and clothing x 1.5
Leather goods x

Note: Data are from forty-six studies covering various years. Each study uses only one measure of cost disadvantage.
a. Percentage increase in unit costs at the indicated fraction of minimum efficient scale. Ranges are due to variation over products, processes, countries, and

plant size.
Source: Pratten 1988, tables 5.1 and 5.3b.
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used to estimate the relationships between unit costs and the various
dimensions of scale. . . . The weaknesses of engineering estimates
... are that they are subject to a margin of error and that thev lack
rigour.... The main advantage of the engineering approach is that
it is possible to hold other conditions, such as the state of the
arts, . . . constant.

Pratten (1988) regards engineering estimates as reliable for develop-
ment and production costs at the process or plant level but notes that
they are much less well suited to investigating economies associated with
multiproduct or multiplant firms. Scherer and Ross (1990, p. 114) echo
Pratten's view:

Substantial effort is required to enforce uniformity of technological
assumptions. As with statistical cost function studies, cost and scale
relationships may be complicated by product mix variations.
Despite these difficulties, carefully executed engineering estimates
undoubtedly provide the best single source of information on the
cost-scale question.

Engineering studies typically do not report returns to scale in terms of
the elasticities presented at the beginning of this chapter. Rather, they
attempt to identify the minimum efficient scale and then calculate cost
disadvantage ratios that describe the percentage increase in costs associ-
ated with reducing production to one-third, half, or two-thirds of that
scale.'

As Berry (1992) notes, engineering studies are typically narrow in
focus and expensive to execute, so many industries have not been sys-
tematically studied. That makes it difficult to assess the extent of unex-
ploited scale economies in a particular country under a particular policy
regime on the basis of engineering studies alone. Because the evidence is
especially sketchy for developing countries, we direct our attention to
what is known from engineering studies for industrial countries.

Pratten (1988) offers a recent comprehensive survey of these studies.
Drawing on a variety of earlier papers and books, he provides extensive
detail on the estimates available at what amounts to the five-digit Inter-
national Standard Industrial Classification. Pratten reports estimates of
cost disadvantage ratios from forty-six distinct studies. He then uses
judgment to estimate returns to scale for other industries at the five-digit
level that have technological similarities to the industries for which engi-
neering estimates exist. Pratten aggregates up to twenty groups of indus-
tries at approximately the two-digit level and notes the main source of
returns to scale in each case: production runs, establishment size, or firm
size. Table 5.1 summarizes the information contained in his tables. The
columns labeled cost disadvantage report the ranges that contain the esti-
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mated returns to scale of the forty-six studies cited by Pratten, with each
five-digit industry assigned to one of the two-digit groups of industries.
Industries are ranked in descending order of scale economies, according
to Pratten's judgment.

Several findings displayed in table 5.1 bear notice. The cost disadvan-
tage ranges are sometimes large, reflecting the fact that returns to scale
may vary across product lines, technologies, and countries. Also, the
rank ordering of cost disadvantages does not square well with the rank
ordering that Pratten proposes (1988, table 5.3b). One reason is that he
bases his qualitative assessments both on the minimum efficient scale
(MES) as a percentage of the output of industries and on the cost gradi-
ent below the MES scale. The disparity in ranking of industries and esti-
mated cost disadvantage may also reflect aggregation problems.

Pratten's summary also suggests that most increasing returns derive
from the spreading of fixed costs over longer production runs-just the
way returns to scale have usually been modeled by trade theorists. For
single-product plants, there is no distinction between this source of scale
efficiency gain and the spreading of fixed costs over higher levels of gross
output. In industries where establishment size matters more than length
of production run, there are likely to be start-up costs common to all
products, so in these sectors economies of scope may be important.

Perhaps the most important finding is that, with several exceptions,
the increases in unit cost associated with suboptimal scale are modest.
Among the forty-five products covered by his survey, Pratten finds that
at half the minimum efficient scale, costs average about 8 percent above
minimum costs. Even this low figure appears to overstate the increase in
median cost because the distribution is skewed to the right by a few out-
lying industries (motor vehicles, wide-body aircraft, and bricks). Eigh-
teen product categories show cost increases of less than 5 percent, thir-
teen show increases between 5 and 10 percent, eleven show increases
between 10 and 15 percent, and onlv three show more dramatic reduc-
tions in efficiency. Overall, then, the pattern confirms Scherer and Ross's
(1990, pp. 114-15) conclusion that average cost curves are typically
much flatter than they are drawn in textbooks.

The Microeconometric Approach

Econometric estimates of returns to scale are based on the observed asso-
ciation between cost and output or between output and inputs at the
plant, firm, sector, or country level. Because studies at the sector or
country level cannot distinguish scale economies from changes in market
share allocation across heterogeneous plants, nor from technological
progress, they are not considered in this chapter. While micro studies
avoid some problems that plague aggregate studies, they still suffer from
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serious identification problems; at best, they identify a blend of scale
economies and scope economies that Berry (1992) calls returns to size.
Even returns to size may not be consistently estimated, depending on
problems with measurement error, pooling bias, simultaneity bias, unob-
served efficiency effects, and fluctuations in capacity utilization.
Nonetheless, when appropriate data and techniques are used, economet-
ric studies of the association between scale and average costs can be
revealing.

ECONOMETRIC SPECIFICATIONS OF RETURNS TO SCALE. We organize our
discussion by formulating a general stochastic representation of produc-
tion technologies. Specifically, we assume that the production and cost
fuinctions for single-product plants in a particular industry take the forms

(5.4) Yit = f(x`,t, zit, t) + P, + C,

and

(5.5) c,t g(y,t wit, Z4 , t) + + C4.

The variables X, Y, C, and W were defined earlier (i and t index plants
and time, respectively); z,t is a vector of exogenous plant characteristics
such as location; p, and p;t represent plant-specific efficiency effects
known to managers but not observed by econometricians; and e, and E,t

are the usual stochastic disturbance terms that include measurement
errors in variables on both sides of the equations as well as transitory
productivity shocks that are not observed by anybody. For now, we need
not specify particular functional forms for fQ-) and g(). Our first concern
is to review some methodological issues related to the behavior of the
stochastic disturbance terms.8 This leads naturally to a discussion of
alternative estimators and finally to a discussion of the evidence.

One methodological problem arises because managers base decisions
concerning inputs and output on more information than is available to
econometricians, leading to simultaneity bias because of the correlation
between the explanatory variables and components of the stochastic
disturbance terms (see Marschak and Andrews 1944; Fuss, McFadden,
and Mundlak 1978; McElroy 1987; Mundlak 1996). Specifically, adjust-
ment costs mean that changing factor inputs is not costless and that man-
agers must plan ahead. So factor use observed in period t generally
reflects managers' period t - I expectations of future trajectories for
plant efficiency (pg9 factor prices (w,c), and desired output levels (yl).9

Thus, ignoring risk considerations, managers' input demand functions
might be expressed as the vector1 "

(5.6) X- = h(wu,, it'i XI ' il ~`, t).it II ,
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Simultaneity bias derives from the dependence of factor demands on
expected plant efficiency, which is correlated with realized efficiency. In
static representations of firm behavior, it is easy to show that axi l>ag >
0 (Mundlak 1961; Zellner, Kmenta, and Dreze 1966); recent theories of
industrial evolution establish that this result extends to dynamic contexts
(Jovanovic 1982; Pakes and Ericson 1987). This positive correlation
between pt1 and factor demands causes ordinary least squares (OLS) esti-
mates of the production function to overstate returns to scale.

Similar problems arise with cost functions. Positive productivity
shocks amount to negative cost function shocks, so in terms of our nota-
tion, cov(pt,,, Fi) < 0 and cov(ei,, e?t) < 0. Hence output, y,,, being a func-
tion of 1L, + e,, is negatively correlated with pl;. + eC, and OLS estimates of
cost elasticities with respect to output are biased downward. Again
returns to scale estimates are overstated.

Measurement error is a second likely cause of correlation between
explanatory variables and disturbances in both cost and production func-
tions. For production functions, the main difficulty is that reported capi-
tal stock values are not accurate measures of the flow of capital services,
a problem that may be acute when variations in capacity utilization are
significant. For a production function in which capital stock is the only
regressor measured with error, OLS understates the marginal product of
capital and overstates the marginal product of labor; the net effect is
understatement of returns to scale (Griliches and Ringstad 1971; West-
brook and Tybout 1993). In a more flexible model, say the translog,
where capital stock, squared capital stock, and interactions between cap-
ital stock and other variables are present, the direction of the measure-
ment error bias is indeterminate, but likely to go in the same direction.

In the cost function case, the measurement problem is different. Equa-
tion 5.5 is based on the assumption that firms minimize their costs over
the input bundle, given knowledge of the realized uit and yi, values. Put
differently, this expression assumes that no adjustment costs are associ-
ated with changes in input use. But surely there are adjustment costs, so
equation 5.6 provides a more realistic description of behavior: costs
depend on anticipated factor prices and output levels. Measurement
errors occur, because there is a discrepancy between the realized vari-
ables that enter the regression and the conceptually correct expected
variables. In particular, if realized output is an imperfect proxy for the
output anticipated when input choices are made, measurement errors
may result in understatement of the output coefficient or, equivalently,
in overstatement of returns to scale."1 This type of measurement error is
likely to be particularly severe during periods of economic uncertainty
and when adjustment costs are significant.

Whether the production function or the cost function is more sensitive
to measurement error depends on a variety of factors, including whether
short-run or long-run equations are estimated and whether thie noise-to-
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signal ratio is larger for observed capital stocks or for observed output
and factor prices. If capital stocks were measured without error, we
could argue that short-run cost functions might be less sensitive to mea-
surement error than long-run cost functions, which presume that all fac-
tors freely adjust in each period. But even short-run functions are
unlikely to avoid the problem entirely.

Finally, the relation between size and efficiency generally depends on
the mix of products being produced. When the individual product lines
are not reported, however, this dimension of plant size is unavoidably
intertwined with others in the scale measure. Econometric techniques
simply pick up the net effect of changes in the number of products and
of changes in the length of the production run as plant size grows. More-
over, if product lines vary systematically with plant size, returns to scale
that are product-specific could be masked by samples that span several
product lines. This problem is represented by the scatter plots in figure
5.1, which shows several products with increasing returns pooled in a
single sample. Of course, the direction of the bias could be reversed by
assuming a different configuration for the product-specific scatters.

ALTERNATIVE ECONOMETRIC ESTIMATORS. The best approach to estimat-
ing plant-level returns to scale depends on many things: the relative
strength of simultaneity bias and measurement error, the importance of
sunk costs, the process generating plant-specific technical efficiency, the
availability of instruments for addressing simultaneity bias and measure-
ment errors, and the type of data (cross-sectional or panel). These issues
may affect production functions and cost functions differently, so we dis-
cuss each separately.

We begin with estimators for production functions. As is well known,
unobservable plant effects (represented by >L,t) in production functions
introduce simultaneity bias. These effects can be controlled for in sev-
eral ways. First, instrumental variables correlated with input demands
but not with j. might be used. In principle, equation 5.6 provides the rel-
evant instruments; in practice, however, it is difficult to find the data on
w and z that are necessary to implement this strategy. Second, when
panel data are available and the unobservable plant effects are fixed
over time or are deterministic functions of time, the productivity effect
can be swept out of the disturbance with one of several data transfor-
mations.12 The first, known as "within" estimation, amounts to purg-
ing the explanatory variable matrix of correlation with ,t. If p is plant-
specific but time invariant, purging simply amounts to expressing
variables in plant-specific mean deviations. In a more general frame-
work, Cornwell, Schmidt, and Sickles (1990) take ,, to be a plant-
specific quadratic function of time; this leads them to purge all right-side
variables of correlation with t and t2, plant by plant, prior to fitting the
cost function.
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Figure 5.1 Hypothetical Scatterplot Pooling Plants with
Different Products

Average cost

Product 1 Product 2 Product 3

Output

Alternatively, when >t values can be expressed as the sum of a time
effect (common to all plants) and a time-invariant plant effect, "jth dif-
ference" estimation can be used. The jth difference estimator is the OLS

estimator applied to the dependent and explanatory variables trans-
formed as djyit = Yi, - Yit - , and d'x,t = xit - xit j, where di is the jth dif-
ference operator. Differencing sweeps out the unobservable time-invari-
ant plant effects just as the within transformation does.

Unfortunately, since both the within and the jth difference estimators
exploit only temporal variation in the data, they may not adequately
capture scale effects. One reason is that temporal variation identifies
only the marginal productivity of the factors, so that fixed start-up costs
are swept out with other unobservable plant characteristics. 13 If these
costs are significant, returns to scale are understated. Second, during
periods of changing capacity utilization, much of the variation in the
flow of capital services goes unmeasured, introducing an additional
source of measurement error. This latter problem highlights a particular
drawback of the within and difference estimators, namely that the
amount of variation in the data is reduced by the within and difference
transformations and that the relative importance of measurement error
may be heightened (Griliches and Hausman 1986). Under some fairly
general assumptions, the longer difference estimators are subject to
smaller measurement error bias than the within estimator. However,
even the longest difference estimator (j = T - 1) does not eliminate mea-
surement error bias entirely. In contrast, any estimator based exclusively
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on within-plant variation in the data is not subject to the bias (shown in
figure 5.1) that results from pooling multiple products.

Instead of relying on temporal variation, one might exploit cross-plant
variation in the data. Ol S and between estimators are two simple ways to
do so. The between estimates are obtained by performing OLS on the
plant-specific means of the data, where the means are taken over all sam-
ple years. The OLS and between estimators do capture fixed start-up
assets that are reported as part of the capital stock. Disadvantages of
these estimators are that, first, they do not control for simultaneity bias
due to unobserved plant effects (g,,), and, second, although they are less
sensitive to measurement error than temporal estimators (for reasons
already discussed), they are not immune. (The between estimator is only
sensitive to measurement error that persists over time, since it averages
out cyclical errors while maintaining cross-plant variation in the data.)

Although all of the estimators mentioned are subject in varying
degrees to measurement error bias, that bias can be removed asymptoti-
cally by using instrumental variables in each case. For production func-
tions, instruments are required that reflect capacity utilization and are
not correlated with transitory productivity shocks: usually no such
instruments are available. Westbrook and Tybout (1993) construct long
differences of a production function and instrument changes in capital
with leads and lags of factor inputs using a generalized method of
moments (GMm) estimator suggested by Griliches and Hausman (1986).
However, since this approach identifies parameters on the basis of tem-
poral variation only, it misses start-up costs. Moreover, the estimator
performs poorly when short-run variation in the data is exploited, prob-
ably because measurement error due to the effects of capacity utilization
remains.

As with production functions, one can base estimnators for cost func-
tions on within or difference transformations to eliminate the simultane-
ity bias in cost function estimators due to unobservable plant-specific
efficiency effects. But, as with production functions, these transforma-
tions may well exacerbate the measurement error bias. In principle, mea-
surement error bias can be eliminated by using instrumental variables.
Unfortunately, the problem of finding appropriate instruments again
arises. In the context of long-run cost functions, we require instruments
that at once reflect firms' expected levels of output and that are not
correlated with transitory productivity shocks and expectational errors.
Capital stock may be a useful instrument under these circumstances,
because it is a good proxy for firms' expectations regarding future
demand, and measurement error in capital is unlikely to be correlated
with expectational errors.14

It is common to augment econometric cost functions with systems of
cost-share equations (from which input-demand equations can be derived)
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to enhance the efficiency of the estimators. As noted by Mundlak (1996),
however, input-demand equations derived in this way do not actually
reflect the plant managers' decisions embodied in equation 5.6, so the
scale estimators are likely to be inconsistent.

Table 5.2 provides a summary of the biases that may affect the vari-
ous estimators. We cannot predict whether cost functions or production
functions will be more sensitive to any given bias, nor can we predict
which source of bias will be more severe for any particular functional
form or estimator. Estimators based only on temporal variation in the
data (within and difference estimators) deal with the biases due to
unobserved plant effects and pooling, but they exacerbate measurement
error bias and miss sunk costs. Estimators (OLs and between) that
include cross-plant variation do not eliminate the unobserved plant
effect or the pooling bias. However, they are probably less sensitive to
measurement error bias, and they pick up the start-up cost component
of returns to scale. The between estimator is least subject to bias arising
from cyclical fluctuations in capacity utilization, since it averages each
variable over the entire sample period. Finally, although instrumental

Table 5.2 Sources of Bias in Estimating Production and Cost
Functions with Plant-Level Panel Data

Failure to Pooling
capture across Unobserved Measurement

Estimator sunk costs products plants effects error

Based on cross-plant
variation

Ordinary least squares No Yes Yes Yes
Between estimators No Yes Yes Yes, but

attenuated
Instrumental variables,

untransformed data No Yes No No
Instrumental variables,

between estimators No Yes No No

Based on witbin-plant
temporal variation

Within estimators Yes Noa No Yes and likely
exacerbated

jth difference Yes Noa No Yes and likely
exacerbated

Instrumental variables,
within estimators Yes Noa No No

Instrumental variables,
jth difference Yes Noa No No

a. Unless the mix of products varies within plants over the sample period.
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variables estimators (including GIMM estimators) are the solution in prin-
ciple to the measurement error problems, it is usually impossible to find
justifiable instruments that are strongly correlated with the relevant
variables.

ECONONMETRIC FINDINGS. Much of the recent plant-level econometric
work on returns to scale has focused on a few service network industries,
especially electric power generation, telecommunications, and trans-
portation services (air, rail, and trucking). This emphasis reflects the
interest of regulators in economies of scale and scope; the greater het-
erogeneity of other products and the lack of carefully constructed data
bases for other industries may also play a role. The work is method-
ologically interesting, but of little direct use for analyzing the manufac-
turing sector (see Panzar 1989 for a survey).

A more relevant strand of literature has applied various econometric
techniques to estimation of cost and production functions for various
manufacturing industries in several countries. This literature can be use-
fully subdivided into studies that exploit temporal variation in plant-
level panels (Dhrymes 1991; Tybout and Westbrook 1992; Westbrook
and Tybout 1993)'i and studies that exploit cross-sectional variation in
plant-level data (Griliches and Ringstad 1971; Ringstad 1978; Corbo
and Meller 1979; Fuss and Gupta 1981; Baldwin and Gorecki 1986;
Tybout, de Melo, and Corbo 1991; Baily, Hulten, and Campbell
1992).16 Such a dichotomy reflects the susceptibility of alternative esti-
mators to the sources of bias discussed in the previous sections. We
review the results of several of these studies and examine them for gen-
eralizations about the seriousness of alternative biases, and we attempt
to draw some conclusions about the ranking of industries by returns
to scale.'1

For temporallv identified retturns to scale, table 5.3 shows the within
and long-difference estimators of translog production and cost functions
for fourteen Mexican industries'8 and the within, long-difference, and
Gh{M estimators for Chilean Cobb-Douglas production functions (West-
brook and Tybout 1993). The within estimators of the production func-
tions are too low to be plausible. The long-difference production func-
tion estimators are also often low, and they have a high degree of
variability. In contrast, the within and long-difference estimators of the
cost functions for Mexico are implausibly high. In addition, the GNIM

estimates (which should be relatively free of measurement error) for
Chile are very different from either the corresponding within or long-
difference estimators. These observations, together with the fact that
measurement error bias affects production and cost functions in opposite
directions, suggest that measurement error is indeed a serious problem in
both the Chilean and Mexican data sets.



Table 5.3 Within and Long-Difference Estimators of Returns to Scale for Mexico and Chile and Generalized Method
of Moments Estimators for Chile

Mexico Chile,
_____o Cobb-Douglas

Translog production Translog long-run cost production function
function function Genieralized

Long Long Long method of
Industry Within difference Within difference Within difference moments

Food 0.791 0.897 1.507 1.290 0.670 0.692 0.909
Beverages 0.606 0.575 1.840 1.880 0.659 1.381 1.294
Textiles 0.781 0.887 1.938 1.414 0.669 0.745 0.815
Apparel 0.815 0.917 1.380 1.557 0.744 1.077 1.034
Leather, footwear 0.842 0.970 1.425 1.396 0.829 1.11( 1.033
Wood 0.963 1.111 1.705 1.266 0.803 0.537 0.890
Paper, printing 0.662 0.912 1.704 1.286 0.584 0.773 0.762
Basic chemicals 0.562 0.697 1.862 1.514 0.420 0.407 0.409
Tires and plastics 0.858 0.807 1.740 1.662 0.865 1.003 0.887
Other nonmetallic minerals 0.838 0.783 1.658 1.597 0.620 0.068 1.066
Metal products 0.780 0.611 1.902 1.983 0.599 0.877 1.166
Nonelectrical machinery 0.695 1.078 2.239 1.8X19 0.354 0.414 0.376
Electrical equipment 0.945 1.067 1.480 1.442 0.752 0.715 1.057
Transportation equipment 0.782 0.8'15 1.915 1.518 0.991 1.264 1.2'17

Note: Data for Mexico cover 1984-90: for Chile, 1979-86.
Source: For Mexico, authors' calculations; for Chile, Westbrook and Tybout 1993.
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Table 5.4 contains cross-sectionally identified estimators of returns to
scale for translog production and cost functions for Mexico (these fig-
ures are average returns to scale estimates over all plants in each sector;
returns to scale for each plant are calculated at the logarithmic mean
input and output levels for that plant over the sample period), nonlinear
short-run cost functions for Canada (evaluated at half the minimum effi-
cient scale), and Cobb-Douglas production functions for Canada, Chile,
and Norway."9 Instrumental variables estimates are included for the
Canadian and Mexican cost functions. The estimates based on cross-
sectional variation yield more sensible and stable results than those based
solely on temporal variation: OLS and between estimators both give
returns to scale estimates in the range of 0.963 to 1.300. Further, instru-
menting the cost functions reduces returns to scale to almost exactly 1.0
in all but a few cases for both Canada and Mexico-the expected result
when measurement error biases cost functions toward overstatement of
returns to scale.

In our opinion, the cross-sectional estimators dominate the estimators
based on temporal variation in the data (table 5.3) for several reasons.
First, they appear to be much less sensitive to measurement error. Sec-
ond, as already noted, cross-sectional estimators pick up the effect of
spreading fixed start-up costs. Their main disadvantage is that they do
not deal with the simultaneity bias induced by the unobservable plant-
specific fixed effects. However, although this should lead to overstate-
ment of returns to scale, the cross-sectional returns to scale do not
appear to be implausibly large when the engineering studies are used as
a benchmark (table 5.1). In fact, cross-sectional econometric estimators,
like the engineering estimates, suggest that internal returns to scale at the
"representative" plant are typically modest.

Generalizations across Specifications,
Estimators, and Countries

We next investigate whether alternative studies yield returns to scale
estimates that rank similarly across estimators, functional forms, or
countries. There are several reasons for doing so. First, this exercise will
help us to determine whether some sectors typically exhibit unexploited
scale economies and whether the pattern of returns to scale differs
between industrial countries and developing countries. Second, it will
shed light on the magnitude of the biases in alternative estimators.

Correlations among Temporally Identified
Estimates of Rettirns to Scale

Spearman rank correlation coefficients for pairs of temporally identified
estimators show that there is no basis for generalizing about the rankings



Table 5.4 Ordinary Least Squares (OLS) and Between Estimators of Returns to Scale for Various Countries

Mexico, Chile, Norway, Canada

Translog long-run cost Cobb- Cobb- Short-run Cobb-Douglas
Translog Translog function Douglas Douglas cost-function production

production long run OLS d Bet d production production (I 9 6 5 -6 8 )h function

function cot function instrumental instrumental tnio fucon Instrumental OLS OLS

Industry OLS Between OLS Between variable variable Ol.S OLS variable 1970 1979

Food 1.022 1.013 1.072 1.056 0.966 0.984 1.190 1.034 1.04 1.277 1.269
Beverages 1.028 1.054 1.105 1.096 0.976 1.026 1.346 1.114 - - -
Textiles 0.996 0.970 1.085 1.079 0.963 1.016 0.986 1.043 1.01 1.129 1.098
Apparel 1.035 1.041 1.075 1.067 1.008 1.050 1.121 1.142 1.01 1.033 1.039
Leather, footwear 1.069 1.063 1.067 1.053 1.001 0.984 1.139 1.158 1.098 1.096
Wood 1.030 1.048 1.089 1.075 0.996 1.003 1.063 1.116 1.06 1.268 1.256

tZ Paper, printing 1.029 1.016 1.039 1.026 0.992 (0.997 1.021 0.980 1.02 1.218 1.222
Basic chemicals 1.047 1.051 1.054 1.057 0.993 1.013 1.105 0.921 1.02
Tires and plastics 1.080 1.080 1.091 1.074 1.020 1.033 1.080 1.080 1.04 1.161 1.101
Other nonmetallic

minerals 1.033 1.060 1.053 1.035 0.240 0.950 1.068 1.1(04 1.12 1.273 1.300
Metal products 1.043 1.014 1.093 1.065 0.993 1.001 1.168 1.063 1.01 1.139 1.135
Nonelectrical

machinery 1.07(1 1.089 1.178 1.176 0.993 1.013 1.084 1.091 1.02 1.048 1.072
Electrical equipment 1.079 1.024 1.098 1.077 0.988 0.993 1.048 1.056 1.01 1.127 1.131
Transportation

equipment 1.036 1.038 1.061 1.(064 1.009 1.025 1.112 1.124 1.11 1.127 1.124
Miscellaneous

industries 1.110 1.112 1.113 1.058 1.233 1.049 - - 1.01 1.083 1.042

- Not available.
Note: Data for Mexico cover 1984-90; for Chile, 1979-86; for Norway, 1963.
a. Average returns to scale estimates over all plants in each sector. Returns to scale for each plant are calculated at the logarithmic mean levels of input and

output for that plant over the sample period.
h. Evaluated at half the minimumi efficient scale.
Source: Griliches and Ringstad 1971; Fuss and Gupta 1981; Baldwin and Gorecki 1986; Tyhout and Westbrook 1992; Westbrook and Tybott 1993.
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of industries across countries or functional forms (see table 5.5). Only
eleven of twenty-one coefficients are significant at the 20 percent level
and ten are negative; four of the negative ones are significant at the 20
percent level. Since the within and long-difference estimators are partic-
ularly susceptible to measurement error, bias due to measurement error
may be to blame for the lack of cross-country correlation among the
rankings of alternative returns to scale estimates, insofar as the mea-
surement errors associated with individual countries and specifications
are different. Cross-country differences in the size distribution of plants
may also be part of the explanation.

Within countries, these correlations reveal something about the differ-
ent estimators (see the shaded boxes in table 5.5). For both Chile and
Mexico, the within and long-difference production function estimators
are significantly correlated, presumably because they both exploit tem-
poral variation in the production data. Similar comments apply to the
GMNI estimator (which is available only for Chile). Mexican cost function
and production function rankings based on temporal estimators are neg-
atively correlated, which could result because measurement error bias
pushes returns to scale estimates in opposite directions in cost and pro-
duction functions.

Table 5.5 Spearman Rank Correlation Coefficients for Pairs
of Temporal Estimators

Estimator MPL MCW MCL ChPW ChPL CbPG

MPW 0.52 -0.54 -0.31 0.73 0.05 0.18
(0.06) (0.05) (0.27) (0.003) (0.85) (0.55)

MPL (0.31) (0.57) 0.22 -0.38 -0.40
(0.29) (0.03) (0.44) (0.19) (0.16)

MCW 0.38 -0.34 -0.18 -0.21
(0.18) (0.23) (0.53) (0.45)

MCL -0.25 0.35 0.37
(0.38) (0.21) (0.20)

ChPW 0.48 0.38
(0.08) (0.17)

CbPL 0.72
(0.004)

Note: Shaded cells contain intracountry correlations; nonshaded cells contain inter-
country correlations. Numbers in parentheses are p values. Estimators are defined as fol-
lows: MPW: Mexico, production function, within estimators; MPL: Mexico, production
function, long-difference estimators; MCW: Mexico, cost function, within estimators;
MCL: Mexico. cost function, long-difference estimators; ChPW: Chile, production func-
tion, within estimators; ChPL: Chile, production function, long-difference estimators;
CbPG: Chile, production function, generalized method of moments.

Source: Authors' calculations based on table 5.3.



Table 5.6 Spearman Rank Correlation Coefficients for Pairs of Cross-Sectional Estimators
Estimator MPB MCO MCB MCO/IV MCB/I V ChPO NPO CaPO CaCI

MPO 0.57 0.27 0.11 0.58 0.06 -0.01 0.15 -0.41 -0.27
(0.03) (0.35) (0.71) (0.03) (0.85) (0.97) (0.62) (0.1 9) (0.35)

MPB 0.17 0.13 0.37 0.14 0.13 0.45 -0.32 0.12
(0.55) (0.65) (0.19) (0.64) (0.66) (0.10) (0.31) (0.70)

MCO 0.89 0.05 0.34 0.17 0.14 -0.34 -0.42
(0.0001) (0.86) (0.24) (0.55) (0.64) (0.28) (0.13)

MCB 0.02 0.55 -0.06 0.12 -0.48 -0.23
(0.95) (0.04) (0.84) (0.68) (0.12) (0.42)

MCO/IV 0.50 0.17 0.48 -0.51 -0.10
(0.07) (0.55) (0.08) (0.09) (0.74)

MCBIIV 0.10 0.21 -0.63 -(1.21
(0.74) (0.46) (0.03) (0.48)

ChPO 0.32 -0.09 -0.05
(0.26) (0.78) (0.86)

NPO -0.50 0.08
(0.10) (().80)

CaPO) 0.62
(0.02)

Note: Shaded cells contain intracountry correlations; unshaded cells containi intercountry correlations. Numbcrs in parentheses are p values. Estimators are
defined as follows: MPO: Mexico, production function, ordinary least squares; MPB: Mexico, production function, between estimator; MCO: Mexico, cost
function, ordinary least squares; MCB: Mexico, cost function, between estimator; MCO/IV: Mexico, cost function, ordinary least squares/instrumental vari-
ables; MCB/IV: Mexico, cost function, between estimator/instrumental variables; ChPO: Chile, production function, ordinary least squares; NPO: Norway,
production function, ordinary least squares; CaPO: Canada, production function, ordinary least squares (1979 data); CaCI: Canada, short-run cost funiction,
ordinary least squares/instrumental variables.

a. CaPO estimates based on 1970 and 1979 data are highly correlated (rank correlation coefficient = 0.96); CaPO estimates based on 1970 correlations
with other estimators are qualitatively identical to those of CaPO based on 1979.

Source: Authors' calculations based on table 5.4.
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Correlations among Cross-Sectionally Identified
Estimates of Returns to Scale

Because the cross-sectionally identified estimators are less sensitive to
measurement error, and because they better capture scale effects due to
sunk costs, they may provide a sounder basis for generalizing about the
rankings of industries by unexploited returns to scale (see table 5.6).
Intercountry correlations show a weak positive association in rankings
for the semi-industrialized countries, but not much. Rankings for
Norway are also weakly positively correlated with the rankings of semi-
industrialized countries, but Canadian rankings are itegatively and
sometimes significantly associated with the others. Intracountry correla-
tions-which mainly pertain to Mexico-show that rankings of indus-
tries are always positively correlated across estimation techniques, but
the correlations are disappointingly weak in most instances. Although
poor cross-country correlations in rankings may partly reflect different
plant-size distributions in different countries, poor intracountry correla-
tion can only result from differences in the relative strengths of mea-
surement error bias and simultaneity bias in the different estimators. The
troubling message is that we cannot be sure of returns to scale rankings,
even within countries. However, since all returns to scale estimators
based on cross-plant variation yield figures in a small neighborhood of
1.0 (table 5.4), rankings may not matter much.

Correlations between Temporally and Cross-Sectionally
Identified Estimates of Returns to Scale

Next, we ask whether any of the temporally identified estimators are sig-
nificantly correlated with any of the cross-sectionally identified ones,
again using Spearman rank correlation coefficients (see table 5.7).
Within countries, most estimators show a weak positive correlation, just
as with correlations among cross-sectionally identified estimates of
returns to scale. Not surprisingly, correlations between estimators are
stronger when both are for cost functions or both are for production
functions. Across countries, there is not much association between rank-
ings. The lack of positive intracountry correlation in rankings can be
partly attributed to the different effects of the various biases on alterna-
tive estimators, and the lack of positive intercountry correlation for sim-
ilar estimators partly reflects the fact that size distributions of plants are
different across countries.

Comparing Engineering and Econometric
Estimates of Returns to Scale

Engineering studies provide the most detailed assessment of returns to
scale by sector, making them a useful reference point for evaluating
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Table 5.7 Spearman Rank Correlation Coefficients for Pairs
of Temporal and Cross-Sectional Estimators

Temporal

Cross-sectional MPW MPL MCW MCL ChPW CbPL ChPG

MPO 0.27 0.16 -0.03 0.35 0.16 -0.03 -0.11

(0.34) (0.57) (0.91) (0.23) (0.57) (0.91) (0.71)

MPB 0.12 0.07 -0.00 0.37 0.02 0.11 -0.13

(0.69) (0.82) (0.99) (0.19) (0.95) (0.71) (0.67)

MCO 0.09 0.13 0.28 0.49 -0.00 -0.02 0.11

(0.77) (0.67) (0.33) (0.08) (0.99) (0.95) (0.71)

MCB -0.00 0.16 0.45 0.37 0.00 -0.09 -0.03

(0.99) (0.59) (0.11) (0.20) (0.99) (0.75) (0.91)

MCO/IV 0.25 0.20 -0.02 0.09 0.52 0.29 -0.04

(0.38) (0.49) (0.93) (0.77) (0.06) (0.31) (0.90)

MCB/IV -0.22 -0.19 0.36 0.39 0.18 0.31 -0.01

(0.45) (0.51) (0.21) (0.16) (0.55) (0.28) (0.97)

ChPO -0.25 -0.39 -0.11 0.42 0.04 0.42 0.49

(0.39) (0.17) (0.71) (0.14) (0.89) (0.13) (0.08)

CaPO' 0.13 -0.28 -0.08 -0.32 -0.13 -0.29 0.23

(0.68) (0.38) (0.81) (0.31) (0.68) (0.35) (0.47)

NPO 0.43 0.23 -0.24 0.17 0.55 0.62 0.49

(0.13) (0.43) (0.40) (0.55) (0.04) (0.02) (0.07)

CaCI 0.14 -0.15 0.18 -0.05 0.17 -0.07 0.07

(0.64) (0.64) (0.56) (0.87) (0.57) (0.82) (0.81)

Note: Shaded cells contain intracountry correlations; unshaded cells contain intercoun-
try correlations. Numbers in parentheses are p values. Estimators are defined as follows:
MPO: Mexico, production function, ordinary least squares; MPB: Mexico, production
function, between estimator; MCO: Mexico, cost function, ordinary least squares; MCB:
Mexico, cost function, between estimator; MCO/IV: Mexico, cost function, ordinarv least
squares/instrumental variables; MCB/7V: Mexico, cost function, between estimator/instru-
mental variables; ChPO: Chile, production function, ordinary least squares; NPO: Nor-
way, production function, ordinary least squares; CaPO: Canada, production function,
ordinary least squares (1979 data); CaCl: Canada, short-run cost function, ordinary least
squares/instrumental variables.

a. CaPO estimates based on 1970 and 1979 data are highly correlated (rank correlation
coefficient = 0.96); CaPO estimates based on 1970 correlations with other estimators are
qualitatively identical to those of CaPO based on 1979.

Source: Authors' calculations based on tables 5.3 and 5.4.

econometric estimates. Of course, a strong correspondence might not
be expected: econometric estimates describe returns to scale for the
observed size distribution of firms, but engineering studies measure
returns to scale as if all firms were uniformly one-third or half the mini-
mum efficient scale.

As we noted earlier, the engineering studies suggest returns to scale in
the neighborhood of 1.05 to 1.10 for most sectors, values roughly con-
sistent with the results for cross-sectional econometric cost and produc-
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tion functions. However, the engineering study figures are far below esti-
mates based on temporally identified cost functions and far above esti-
mates based on temporally identified production functions (unless
instruments are used). This suggests that measurement error renders esti-
mators based on simple temporal variation suspect.

Table 5.8 reports Spearman rank correlations between industry rank-
ings based on econometric studies and those based on Pratten's (1988)
survey of engineering studies (table 5. 1). The associations are very weak,
and the strongest ones are negative. We have already discussed two expla-

Table 5.8 Spearm-ain Rank Correlation Coefficients for Pratten's
Rankings Based on Engineering Studies with Time-Series and
Cross-Sectional Econometric Estimates of Returns to Scale

Estimator Spearman rank correlation coefficient

Based on cross-sectional vari3rion
MPO -0.23 (0.42)
MPB 0.01 (0.96)
MCO 0.13 (0.66)
MCB 0.03 (0.92)
MCOI 0.13 (0.65)
MCBI 0.14 (0.63)
ChPO 0.18 (0.54)
CaPOa -0.28 (0.35)
NPO 0.41 (0.IS)
CaCI -0.38 (0.19)

Based on temporal variation
MPW 0.41 (0.14)
MPL 0.23 (0.43)
MCW -0.49 (0.07)
MCL -0.26 (0.36)
CPW 0.34 (0.24)
CPL 0.26 (0.38)
CPG 0.08 (0.78)

Note: Numbers in parentheses are p values. Estimators are defined as follows: MPO:
Mexico, production function, ordinary least squares; MPB: Mexico, production function,
between estimator; MCO: Mexico, cost function, ordinary least squares; MCB: Mexico,
cost function, between estimator; MCO/IV: Mexico, cost function, ordinary least
squares/instrumental variables, MCB/IV: Mexico, cost function, between estimators/instru-
mental variables; ChPO: Chile, production function, ordinary least squares; NPO: Nor-
way, production function, ordinary least squares; CaPO: Canada, production function,
ordinary least squares (1979 data); CaCI: Canada, short-run cost function, ordinary least
squares/instrumental variables.

a. CaPO estimates based on 1970 and 1979 data are highly correlated (rank correlation
coefficient = 0.96); CaPO estimates based on 1970 correlations with other estimators are
qualitatively identical to those of CaPO based on 1979.

Soucrce: Authors' calculations based on tables 5.3 and 5.4 and Pratten 1988.
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nations for this finding. One is that each methodology is subject to vari-
ous biases. Another is that engineering and econometric studies address
conceptually distinct questions. A third complicating factor is that Prat-
ten's classifications do not conform precisely with those used in table 5.4.

Conclusions

Two basic messages emerge from our review of empirical evidence on
returns to scale. First, both engineering and econometric studies suggest
that returns to scale are typically modest, rarely exceeding 1.05 in the
relevant size range. Second, although it is hard to identify the sectors that
exhibit the highest degree of unexploited scale economies in a particular
country, it is even harder to establish stable cross-country ranking of
industries by returns to scale. Perhaps these two findings are not sur-
prising, since unexploited scale economies usually create incentives to
expand or consolidate production. Nonetheless, they are often ignored,
as we detail in the next section.

Evidence on Potential Gains in Scale Efficiency

The review of empirical evidence tells us something about the shape of
cost curves. But describing the potential efficiency gains from exploiting
scale economies requires complementary information on the size distrib-
ution of plants and its relation to policy. We now review the literature
that attempts to quantify this link between policy and scale efficiency.2 0

Simulation Findings

By far the most common approach to measuring scale-based efficiency
gains is to use computable general equilibrium (CGE) models. And by far
the most common exercise performed considers the effects of trade lib-
eralization on plant sizes through the analytical links mentioned at the
beginning of the chapter. It is instructive to review briefly the method-
ologies applied in this literature and the findings they generate.21 A quick
preview of the discussion is presented in table 5.9.

Perhaps the best known attempt to assess the significance of these
gains is the work of Harris (1984) and Cox and Harris (1985) on
Canada, which builds on the econometric work of Baldwin and Gorecki
(1986). They model each industrial sector as monopolistically competi-
tive, with the representative plant characterized by increasing returns
to scale.2 2 Cost disadvantage ratios-based on averages of engineering
and econometric estimates-range from 10 to 25 percent (Harris 1984,
p. 1027), implying returns to scale of between 1.10 and 1.25 (see
note 7). Trade liberalization forces plants to move down their average



Table 5.9 Computable General Equilibrium Models of Trade witb Internal Returns to Scale

Scale elasticities in
Study Country manufacturing, Change in plant size Change in welfare Policy experiment

Harris 1984 Canada and rest of 1.10-1.25 Production runs 2.7-4.1 percent Remove all protection
the world increase by about (unilateral); 6.2-8.6 unilaterally and

50 percent percent (multilateral) multilaterally

Smith and Venables European Community From l'ratten 1988 Average cost falls by 0.70-2.3 percent Reduce tariffs or
1988 (a partial anywhere from 0.32 integrate fully
equilibrium study) to 3 pcrcent

Norman 1990 European Commiiuniity European Comllu- Not reported European Community,
and Europeani Free nitv, 1.05-1.17; -0.07 - -0.13;
Trade Association European Free European Free Trade

Trade Association, Association, 1.64-2.34
1.17-1.29

Brown, Deardorff, Canada, Mexico, Most sectors, 1.33 Average output per Canada, 0 percent; Remove tariffs and
and Stern 1991 United States plant goes up from lMexico, 1.6 percent; nontariff barriers

0.2 to 5 percent in United States, 0.1 (no foreign direct
Mexico percent investment effect)

Condon and Composite of Chile 1.035-1.07 2-14 percent of base Remove quantitative
de Xielo 1991 and Rep. of Korea gross national product, restrictions on

depending on market imports
structure assumptions

(Table continues on the folloiving page.)



Table 5.9 (continued)
Scale elasticities in

Study Country manufacturing' Change in plant size Change in welfare Policy experiment

de Melo and Rep. of Korea 1.10-1.20 (depending Plant size increases Gain in scale efficiency Remove all import

Roland-Holst on rhe exercise) from 8 to 32 percent ranges from -0.4 protection

1991 with contestable percent (monopolistic
markets; shrinks competition and low
slightly with incrcasing internal
monopolistic returns to scale) to
competition 5.8 percent with

contestable markets

de Mclo and Tarr Japan, United States, Constant returns Not reported 0.5 percent of gross Remove voluntary
1991 rest of the world except in steel, domestic product; scale import restraints in

1.04, autos 1.11 effects a small fraction steel, textiles, autos
of this

Devarajan and Cameroon All sectors, 1.25 Not reported 2.0-2.2 percent, of which Remove tariffs

Rodrik 1991 about 1 percent is scale
effects (Cournot
competition)

GLunasekera and Rep. of Korea Not reported; said to Lengths of production 7 percent gain in gross Remove tariffs and

Tycrs 1991 come from several runs increase from national product export subsidies
sources 40 and 100 percent (monopolistic

competition)

Roland-Holst, Canada, Mexico, and Canada, 1.02-1.25; For contestable Canada, 6.75 percent; Remove tariffs and

Reinhardt, and UJnited States Mexico, 1.09-1.27; markets: Canada, Mexico, 3.29 percent; nontariff barriers

Schiells 1992 United States, 1.2-83.0 percent; United States, 2.55 (no foreign direct
1.02-1.25 Mexico, 0.7-23.5 percent investment

percent; United
States, -0.9-25.0
percent

a. The relationship cited in text note 7 is used to convert all calibration information to returns to scale in this table.
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cost curves because it induces reductions in the price of output accord-
ing to Eastman and Stykolt (1967) pricing rules. In a typical experiment,
the gains are found to be 3.49 percent of gross national product for uni-
lateral tariff dismantling and 7.02 percent for multilateral trade liberal-
ization (Cox and Harris 1985, table 1). Accompanying these improve-
ments in productivity are 20 to 30 percent reductions in average fixed
costs and 40 to 70 percent increases in the average length of production
run. It is noteworthy that in most industries where net exports fall, out-
put still rises because liberalization intensifies competition.

Less dramatic, but still substantial, scale effects have emerged from
recent CGE models of the North America Free Trade Agreement (NAFTA).

Roland-Holst, Reinhardt, and Schiells (1992) find that when constant
returns are replaced with increasing returns, income gains increase from
4.87 to 6.75 percent for Canada, 2.28 to 3.29 percent for Mexico, and
1.67 to 2.55 percent for the United States (Brown 1992). Returns to scale
range from 1.09 to 1.27 for Mexico and from 1.02 to 1.25 for Canada
and the United States, depending on the sector. Brown, Deardorff, and
Stern (1991) find smaller overall welfare gains of about 1.6 percent for
Mexico, which they attribute mostly to the effects of improved scale effi-
ciency. They impute scale economies in their model by assuming that for
most manufacturing industries, one-third of total cost is fixed in each
country, implying a whopping 33 percent cost disadvantage ratio at the
margin. Like Harris (1984) and Cox and Harris (1985), Brown, Dear-
dorff, and Stern (1991, p. 13) find that "Firm output rises in the United
States and Canada in every industry." Similarly, it rises in all but four
industries in Mexico, "and in all four cases the decline in firm output is
trivially small."

Even larger gains have been found for other developing countries. De
Melo and Roland-Hoist (1991) calculate welfare improvements of up to
10 percent in simulations of trade liberalization for the Republic of
Korea. These simulations are based on assumed cost disadvantage ratios
of 20 percent. The largest gains come when markets are assumed to be
contestable, since this allows the fullest exploitation of scale economies.
Similar orders of magnitude are obtained by Gunasekera and Tyers
(1991), who use a Harris-like model of Korea, which posits Chamber-
linean competition and employs econometrically obtained returns to
scale estimates to impute gains from trade liberalization amounting to 7
percent of gross national product. They attribute the gains largely to
lengthened production runs and associated exploitation of scale
economies. Condon and de Melo (1991) build a generic model of a semi-
industrialized country and assume that returns to scale at the margin are
about 1.07 in manufacturing industries. They find that quotas generate
welfare costs on the order of 6 or 7 percent, depending on whether entry
is free and whether there is collusive behavior behind the quota wall.
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Finally, Devarajan and Rodrik (1991) assume a cost disadvantage ratio
of 33 percent in Cameroonian manufacturing industries but find much
smaller gains in scale efficiency from liberalization-on the order of 1
percent of gross national product. Again, plant size increases with liber-
alization in all imperfectly competitive sectors, even import-competing
ones. Since increasing returns are typically limited to manufacturing
industries, even these gains in scale are substantial when expressed as a
fraction of industrial output.

We should caution that not all models with increasing internal returns
to scale generate large-scale efficiency gains from liberalization.23 For
example, de Melo and Tarr (1991) assume that only two sectors have
increasing returns-steel and autos-and find that most gains from lib-
eralization are due to the transfer of rents from foreign suppliers to home
consumers when quotas are removed. Mercenier (1992) and Smith and
Venables (1991), studying European integration, also report modest
gains in scale efficiency.

Pitfalls in Simulation Modeling

Unfortunately, this literature suffers from several methodological flaws
that lead to overstated gains in scale efficiency. First, most of the models
with internal returns to scale assume that all producers face cost disad-
vantage ratios averaging at least 10 percent-a figure toward the upper
reaches of the engineering estimates and higher than most cross-section-
ally based econometric estimates. Ratios this high may in fact describe
the large number of small plants in a typical industry, but these plants
account for only a small fraction of sectoral output. The bulk of pro-
duction tends to come from large plants that are close to the minimum
efficient scale.

Second, most of the simulations that find that trade liberalization
improves scale efficiency have all plants expanding with liberalization,
import competitors as well as exporters. But this built-in causality from
policy to plant size is in doubt (Tybout 1993, pp. 441-43):

Many studies report that exporters are typically larger than plants
oriented toward the domestic market in the same industry [for
example, Auguier 1980; Glejser, Jacquemin, and Petit 1980; Tyler
1976; Roberts and Tybout 1991]. Similarly, controlling for domes-
tic market size, there appears to be a positive association between
industry-wide plant-size measures and the amount of export activ-
ity [Schwalbach 1988; Owen 1983; Muller and Owen 1985; Scherer
and others 19751. These results could mean that bigness facilitates
competitiveness in foreign markets. Further, bigger economies have
bigger plants [Banerji 1978; Caves 1984; Baldwin and Gorecki
1986; Schwalbach 1988], so large domestic markets may confer a
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competitive advantage on potential exporters through increasing
internal returns to scale.

Even without increasing internal returns to scale, however, those
plants with relatively low marginal costs are likely to be larger and
export more (e.g., Krugman 1984); so the data may partly reflect
cross-plant differences in learning-by-doing, R&D [research and
development], region-specific externalities, capital-stock vintage
[Jovanovic and Lach 19891, and luck [Jovanovic 1982]. In fact, I
believe that much of the observed correlation between size and
exports is due to these factors: in most industries, increasing inter-
nal returns to scale only explains a small fraction of measured pro-
ductivity variation [Baily, Hulten, and Campbell 1992; Mody, Suri,
and Sanders 1992; Olley and Pakes 1992; Tybout and Westbrook
1995]. ...

[Further], trade liberalization also leads to heightened imports,
and many econometric studies have found that import penetration
is associated with reduced plant sizes, controlling for domestic
demand [chapter 6 of this volume; Baldwin and Gorecki 1986;
Schwalbach 1988; Roberts and Tybout 1991]. Studies correlating
plant-size proxies with protection levels or intraindustry trade mea-
sures give conflicting messages.2 4

Other Evidence

To avoid the problems associated with the simulation literature, else-
where we have used a different methodology to measure the gains in
scale efficiency in Mexico during 1984-90, a period that spans extensive
trade liberalization and so might show significant gains (Tybout and
Westbrook 1995). Using econometrically estimated long-run cost func-
tions (summarized in column 4 of table 5.4), the actual size distributions
of plants, and actual plant-specific growth rates, we calculate the per-
centage change in average costs due to scale effects as:

(5.7) Y, gia,(X, -1 
1=1

where g, is the cumulative growth rate in output for the ith plant between
1984 and 1990, ct, is its share in sectoral total cost, and rj, is its elastic-
ity of cost with respect to output.

Although most industries registered substantial growth in output, in
only three of twenty industries did the scale effect account for average
cost reductions of more than 2 percent. Interestingly, substantial cost
savings in most industries came from sources not related to scale, includ-
ing the reallocation of market share away from high-cost plants and
toward low-cost plants.2 5
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Although this study pertains to only one country and time period, the
results appear fairly robust. For example, they would not change much
if we doubled or tripled the degree of scale economies at each plant.
Accordingly, it is our impression that the simulation literature has cre-
ated a mirage of large potential gains from unexploited scale economies
by ignoring plant heterogeneity and, in some cases, by using market
structure assumptions that lead to implausible adjustments in plant size.
If internal scale economies are important in developing countries, it is
most likely because they lead to imperfectly competitive market struc-
tures, which in turn condition pricing behavior, product diversity, and
growth.

Conclusions

It is difficult to make decisive empirical statements about internal returns
to scale. Results vary widely across studies, depending on the country
and time period analyzed, whether cost functions or production func-
tions are used, and whether cross-sectional or temporal variation in the
data is exploited. Nonetheless, taking into account the various estima-
tion problems and their severity in different contexts, we find several
basic messages in the available evidence. The first is that, although many
plants are inefficiently small, the cost disadvantage they suffer is typically
modest, rarely exceeding 10 percent in the relevant size range. The sec-
ond is that the bulk of production in most industries takes place at plants
that are nearly scale efficient. Thus unexploited scale economies do not
constitute a major source of potential gains in efficiency.

These findings lead us to doubt CGE-based simulation studies that con-
clude that trade liberalization causes large gains in scale efficiency. They
presume returns to scale between 1.10 and 1.33 for the average plant,
well above what the econometric and engineering literature suggests.
Further, they model each industry as composed of identical plants, all
inefficiently small. But as already noted, plants that are small enough to
be markedly inefficient do not account for much production, even in
developing countries. Finally, in many simulation studies, large gains in
scale efficiency can be traced to expansions in plant size for virtually all
industries-even those that compete with imports. Yet econometric evi-
dence suggests that import-competing plants contract in the face of
heightened foreign competition.

Of course, the finding that average cost curves are relatively flat in the
observed plant-size ranges does not mean that scale economies can be
ignored. They help to determine the observed size range itself and
whether industries are composed of many competitive producers or a
few oligopolistic ones. In so doing, they influence pricing behavior, prod-
uct diversity, geographic concentration, innovation, and growth. Models



SCALE E(CONOMIES AS A SOURCE OF EFFICIENCY GAINS 135

that assume increasing returns in order to study these phenomena focus
on the implications of increasing returns that we view as most important.

Notes

1. Relevant surveys include Helpman 1984, Helpman and Krugman 1985 and
1989, and Krugman 1989. Several collections of seminal papers are also avail-
able, for example, Kierzkowski 1984 arid Grossman 1992.

2. This link has been explored under a variety of assumptions about market
structure, including contestable markets (Helpman and Krugman 1985, chap. 4),
monopolistic competition (for example, Krugman 1979), and Cournot oligopoly
(for example, Helpman and Krugman 1985, chap. 5).

3. Note I provides references. The large literature on strategic trade policy is
not particularlv relevant to developing countries, because their output levels are
typically small relative to global markets, and foreign producers are unlikely to
respond to them.

4. Caves, Christensen, and Swanson (1981) obtained the following expression
for S based on a short-run cost function: S = [I - (Xkd/ dazk) I (ad, i v), where v
is variable costs and .Zk is the kth quasi-fixed input. Morrison (1985) shows that
this expression is correct only when the production function is homothetic. Oum,
Tretheway, and Zhang (1991) propose a method for computing returns to scale
from short-run cost functions related to production functions that are not homo-
thetic; they demonstrate their method using airline and railroad data.

5. Sutton (1991) distinguishes betweeni exogenous (technology-based) sunk
costs and endogenous (research and development-based or advertising-based)
sunk costs. The endogenous sunk costs are choice variables to the firm at the
entry stage. To the extent that endogenous sunk costs are important, they can
differ across plants and across market equilibria and so, therefore, can sunk
cost-based returns to scale.

6. Arrow (1962) developed an early formalization of dynamic scale economies;
Malerba (1992) provides a recent survev of the literature and some new empiri-
cal findings.

7. If costs take the form C = F + aY, where F is fixed cost and Y is output, then
average costs are (F / Y) + a, and minimum average cost is simply a. This implies
that the cost disadvantage ratio is F / aY, and returns to scale (S) are C / aY =
(F + aY) / aY, so returns to scale are 1 plus the cost disadvantage ratio.

8. After reading a draft of this section, Mark Roberts called our attention to
Mairesse (1990), who makes a number of similar points. The reader may wish
to consult his paper as well.

9. Expectations regarding desired level of output v<' are themselves dependent
on the other arguments of the factor demand function, as well as on expectations
regarding product market conditions.

10. Note that -,, and E,-, do not appear as arguments of /7(), because we assume
that they are unknown to managers at the time that decisions regarding inputs
for period t are made.

11. Griliches and Hausman (1986) invoke a similar logic to explaini why labor
demand functions are often misspecified.

12. If p, follows a Markov process unknown to the econometrician, the prob-
lem becomes more difficult. Olley and Pakes (1992) develop one approach, but
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it requires that investment (or some other observable choice variable to the firm)
be a deterministic function of productivity, conditioning on other observables
like age of plant.

13. The basic problem is as follows: capital stock consists of a component
fixed at the initiation of production and a component that reflects accretions of
capital over time, K = F + S,. Temporal estimators relate AY to AK = AS, but AY
generally depends on F.

14. Additional instruments are needed to estimate short-run cost functions,
since these already contain capital stock as a regressor.

15. Dhrymes (1991) reports results for only three industries, so we do not
include those in our tables.

16. Baily, Hulten, and Campbell (1992) focus on the entry, exit, and evolution
of plants and on productivity gains due to reallocation of output from low- to
high-productivity plants. See chapter 3 for more details.

17. Most of the studies we survey use functional forms too restrictive to allow
variation in the degree of scale economies across the plant-size distribution.
Hence a single number characterizes returns to scale at all plants.

18. These estimates were originally calculated for the working paper version
of Tybout and Westbrook 1995 but were eventually dropped to conserve space:
the working paper is Tybout and Westbrook 1992.

19. The Canadian cost function results are based on regression of the log of
average variable cost on output and the inverse of output, with annual time dum-
mies included and plant-size dummies used as instruments.

20. This section elaborates arguments made in Tvbout 1993.
21. See Richardson 1989 for a more thorough survey and Brown 1992 for a

recent analytical survey limited to simulations of the North American Free Trade
Agreement.

22. "To account for the downward bias in the econometric estimates, the best-
guess estimates of MES [minimum efficiency scale] and CDR [cost disadvantage
ratiol used in the model were uniformly scaled up to a position approximately
midway between the econometric estimates and the average engineering esti-
mates" (Cox and Harris 1985, p. 124).

23. Much of the variation in percentage gains has to do with the extent to
which potential gains in scale efficiency are exploited and, in particular, with the
specification of international capital mobility, demand, and pricing rules. Brown
(1992) provides an informative discussion of these specification issues.

24. Scherer and others (1975) and Baldwin and Gorecki (1986) find no effect;
Caves (1984) finds a negative effect; Roberts and Tybout (1991) find a positive
effect; and Tybout, de Melo, and Corbo (1991) find that the effect depends on
the measure of size.

25. This finding broadly supports the vision of industrial evolution offered by
Jovanovic (1982) and Pakes and McGuire (1992).
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Oligopolistic Firms' Adjustment
to Quota Liberalization:

Theory and Evidence

Mark A. Dutz

T here has been rising agreement over the past few years that deter-
mining whether an economy gains from trade liberalization in an
environment with imperfectly competitive markets is necessarily

an empirical question (see the survey by Richardson 1988). That is so
because the effects of trade liberalization on resource allocation depend
not only on trade policies but also on the nature of oligopolistic interac-
tions and the ease of entry and exit in particular industries. Economic
theory alone does not provide a clear answer: whether domestic output
and the equilibrium price fall or rise following trade liberalization
depends on the assumptions underlying specific theoretical models.'

This study explores the extent to which incumbent firms actually
adjust their output in response to trade liberalization. In particular, it
explores the distribution of output adjustment to industry-specific
shocks (here, a reduction in still-binding quota levels), both across asym-
metrical firms within a given industry and among industries. Is there a
systematic pattern in the output response of firms wAhen import quotas
are loosened? Does output contract more in larger firms than in smaller
firms, or does it expand? If the size of a firm reflects cost efficiency and
large firms are more cost-efficient, then output rationalization following
trade reform may improve welfare if resources shift from smaller to
larger, more cost-efficient users. At the level of the firm, competing
theories explain how contraction differs by size of the firm.2 At the level
of the industry, there is a general presumption that the more competitive
the industry, the larger the adjustment in output following an exogenous
increase in imports. Highly concentrated industries with substantial rents
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have scope to compress these rents and may contract output only a little
or not at all in response to trade liberalization. More competitive indus-
tries have to adjust their output more, since they have no margin of slack
to compress rents. This perspective suggests that industry's output re-
sponse to trade liberalization may reveal information about the degree of
competition in the domestic market.3

The study is based on a sample of some 750 manufacturing firms
drawn from surveys by Morocco's Ministrv of Commerce and Industry
for the years 1984 (the onset of trade liberalization) and 1987. Morocco
was chosen from among industrializing countries that have recently
implemented a major trade reform because the annual survey for those
two years included a special supplement that collected a great deal of dis-
aggregate data on production. Data were also collected on the value of
imports and the degree of quota protection at the same level of disaggre-
gation, which allow them to be matched to the industrial nomenclature.
(See the appendix to this chapter for further discussion of the data.)
Work at a more aggregate level would mask the simultaneous loosening
of quotas on some products and tightening on other products within the
same industrial sector. Significant changes in quotas across different
industries provide a natural experiment that allows testing the respon-
siveness of firm-level output as a function of the firm's size before reform.

The evidence from the experience with trade reform in Morocco sug-
gests that contraction of firm output is more pronounced the larger the
increase in imports. Both the probability of exit and the percentage con-
traction in output among surviving firms are larger for small than for
large firms. Both these forces provide evidence that resources may be
shifting on average from smaller to larger firms in response to an
increase in imports. If large firms are more cost-efficient, as both theory
and data suggest, such a reallocation of output among firms is likely to
be an additional source of welfare gain from trade liberalization. 4

An Asymmetrical Oligopoly Model of Output Adjustment

The theoretical framework of this study is a domestic oligopoly model of
output adjustment among competing firms that differ in their efficiency.
Domestic firms in a given industry are assumed to produce a homoge-
neous good for the home market. A foreign good potentially competes
with domestic goods, with a binding quota determining the actual level
of imports.5 In most of the theoretical analysis and in the empirical
implementation, the foreign good is assumed to be a perfect substitute
for the domestic good.6 Trade liberalization acts like a shift parameter on
the residual demand facing domestic suppliers. A higher level of imports
as the quota is relaxed lowers the residual demand for domestic output,
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p(Q, M; oc), where p is domestic price in the industry, Q is total domes-
tic output, M is the exogenously imposed binding import quota, and a is
the shift variable representing an industrywide shock (for example,
changes in the price of substitutes or in real national income). Residual
demand is downward sloping (p < 0) and clearly shifts in as the quota
is relaxed (PM < 0). It is assumed that P0 > 0. With perfect substitutabil-
ity between domestic and foreign output, PQ = PM and PQQ = PQM.

Each domestic firm's technology is summarized by a quadratic cost
function. Firms can differ in both the level of sunk capital invested, Ki,
and an exogenous efficiency parameter, ei (representing, for example,
differing managerial ability). The general form of firm i's technology can
be summarized by the cost function:

(6.1) C(w,qj,ej,Kj) = a(w,ej,Kj) + b(w,e1 ,Kji)qi + f(w,ej,K 1 )q 2

where q, is firm i's output and w is the vector of factor prices; CqK < 0,
so additional capital lowers the marginal cost curve, and nonsunk fixed
costs are increasing in K. K, is firm i's choice of equilibrium capacity
given anticipated (before liberalization) market conditions. Total and
marginal cost are also increasing in e: a better-managed firm is charac-
terized by a lower e.

Firm i's profits are

(6.2) m'(qj,Q_j,M)-p(qi +Q-i,M;a)qi -C(qj,ej,K,)

where Q,-- Q - q,, the aggregate industry output of all firms other than
firm i. Firms are assumed to behave as Cournot competitors, with the
equilibrium being Nash in quantities.7 Firm i's first-order condition,
at/ aq,= 0, is

(6.3) p(Q,M;a)+qipQ(Q,M;a)-C' =0 i=1, . . . n.

It is instructive to rewrite equation 6.3 as

(6.4) q(M,a;e 1 ,K1 ) = P[Q (M,a),M,c.- C[qfq(M, cx),e, Ki]
(6.4) q,(M a; e,Kj -PQ[Q (M,X4),M,aI

where qj* denotes firm i's output at the noncooperative equilibrium, and
Q* is total equilibrium output of all domestic competitors. Firms with
lower marginal cost (more capital, better management) have higher
levels of equilibrium output. In equilibrium, size of the firm reflects cost-
efficiency.

Determining the effect of a small loosening of the quota on firm-level
output requires first determining the effect on aggregate output. Totally



OLIGOPOLISTIC FIRMS' AD)JUSTMENT T-O QUOTA LIBERALIZATION 145

differentiating firm i's first-order condition (equation 6.3) given that
de, = dK, = 0 yields

(6.5) dqj= pm - qPQM dM - - q-P0 0Q dQ
yC' PQ ) ~ C -PQ

+ Pu q,PQa dx = -y,dM - X,dQ + owdcx.
ci

qq -PQ

Two effects arise from the loosening of quotas: a direct effect, as firm i
adjusts to the increase in imports, and an indirect effect, as firm i adjusts
to the aggregate response of domestic output to the rise in imports; y,
measures firm i's output response to changes in imports, and X, measures
its response to changes in aggregate domestic output. An industrywide
shock cc has an additional impact on firm-level output, captured by o)i.

For the remainder of the analysis, let p = p(Q + M; ax); under this
assumption of perfect substitutability between domestic output and
imports, y, = X,, so that dq, = -$,(dQ + dM) + o3,da. Each firm's change in
output therefore depends critically on its X,. How much each firm adjusts
to the total change in the industry's output (dQ + dM) depends on how
these kg terms vary with the firm's size. For a given increase in imports,
ceteris paribus, small firms bear the brunt of any contraction in the indus-
try's output, if Xi is decreasing in qi (the likelihood of this happening is
discussed below, in the context of the estimation equation). Note that
under two standard assumptions on Cournot equilibrium (Shapiro
1989)-the industry's marginal revenue slopes downward (a weak con-
dition for existence, implying P. + q,pQQ < 0), and each firm's residual
demand curve intersects its marginal cost curve from above (Clq > PQ, a
weak stability condition)-X, > 0 for all firms. The sign of cow depends on
how the industrywide shock affects the slope of the inverse demand curve
but is likely to be positive (unless p,;? is sufficiently negative). Summing
equation 6.5 across firms and letting A -,X, and Q - X,@, yields:

(6.6) dQ= -A dM + Q dcx.

Ceteris paribus, aggregate domestic output falls in response to an exoge-
nous increase in imports. The effect on aggregate output of a simultane-
ous industrywide shock (da t 0) is more ambiguous. In the case of a
growing economy, where da > 0 represents an increase in real national
income, the response by individual firms to a positive aggregate shock (if
WI > O for sufficient firms such that Q > 0) tends to increase aggregate
output. The adjustment of firms to such a positive industrywide shock
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tends to attenuate the aggregate contraction in response to the trade
shock or may even result in a net increase in aggregate output.

The effect of a loosening of the quota on an individual domestic firm's
output follows directly by substituting the industry's output response of
equation 6.6 into equation 6.5:

(6.7) dqi =( 12 ji dM + 1A - )

dx [ I/(1+A)i[PQ +qiPQQ]jd
t qq P 

+ p P + qipQ, + [(Q /1 + A)][ pQ + qiPQQ I d
qCq -PQ 

Each firm's adjustment of output to an increase in imports, ceteris
paribus, depends on both industry-specific terms (the slope and curva-
ture of demand functions) and firm-specific terms (equilibrium output
before reform and the curvature of the firm's cost function).

In the empirical estimation of this relationship across industries, exam-
ining the impact of market share on the percentage adjustment of output,
rather than examining the value of production on the level of adjustment,
allows magnitudes to be compared across industries. In addition, since
equilibrium output across firms depends only on cost variables, it is con-
venient to express the adjustment equation exclusively in terms of either
cost parameters or output. Since the data set contains detailed informa-
tion on output but limited information on costs, it is preferable to sub-
stitute out for C' . Given quadratic costs, C' equals 2fj; by substitutingqq q 
the assumed cost function (equation 6.1) for Cq in equation 6.3, 24i can
be shown to equal (p + q,pQ - bi) I qi. Substituting this expression into
equation 6.7 and expressing the relationship in proportional terms yields

(6.8) dqi - r [PQ I (Q + SjPQQ)] (QM) dM
'li t p-b, 1+A) M

+ ([pX / (Q +sipQ,)] + A)][PQ /(Q + SipQQ)I dcx

where s,- q,l Q, firm i's market share. This adjustment equation forms
the basis of the empirical estimation.

For a given percentage increase in imports, ceteris paribus, a firm's
adjustment of output is a function of the firm's size before reform.
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Larger firms in Cournot equilibrium are characterized by lower levels of
marginal cost, where C' = b(w, ej, K,) + 2f(w, e,, K,) q,; such firms have
a lower e or a larger K. If big firms have lower b than small firms, then
the denominator of the first term is larger for big firms. This effect sug-
gests a smaller percentage contraction for big firms. Note that the
numerator of the first term is negative if the industry's marginal revenue
slopes downward. Therefore, for convex demand, the numerator is less
negative for bigger firms, also suggesting a smaller percentage contrac-
tion for them.8 Both effects reinforce each other: the numerator is less
negative, and the denominator is larger, for big firms (assuming convex
demand and a negative numerator). Under these conditions, small firms
are predicted to contraict more in percentage terms than big firms in
response to a given percentage increase in imports.

In the presence of an industrywide shock (when du • 0), equation 6.8
highlights the existence of a relationship between firm size and firm
adjustment that is independent of the trade shock. For a growing econ-
omy or an increase in the price of a substitute, the likely positive second
term (unless pa > 0 is sufficiently small, and P0,(, is sufficiently negative)
attenuates the contraction in firm-level output from the loosening of the
quota. The magnitude of the firm-level adjustment to the industrywide
shock also depends on the size of firms before reform. The relation
between firm size and firm adjustment is more ambiguous here. Again,
if big firms have lower b than small firms, then the denominator is larger
for big firms. This effect suggests a smaller percentage expansion for big
firms. Given that pa > 0, the numerator reinforces this tendency if pQa <
O (as long as the second part of the term is not significantly less negative
for big firms). However, the numerator suggests a larger expansion for
big firms if p), > 0. Although the extent of a firm's adjustment to an
industrywide shock clearly depends on the firm's size before the reform,
the direction of that dependence within this framework can be deter-
mined only at the empirical level. Equation 6.8 underlines the impor-
tance of controlling for a more general relationship between size and
adjustment in the empirical implementation in order to isolate the
import-related effect of size.

For larger changes in imports, the same set of variables that predicts
that firms will contract their output also predicts that exit in response to
reduced demand will be concentrated among small (high marginal cost)
producers. Oligopolistic market structure is not crucial for the predicted
relation between a firm's size and adjustment. If the domestic price is the
tariff-inclusive world price, then increases in imports reflect reductions in
tariffs or world prices. Under the assumption of price-taking behavior
and linear marginal costs for firm i of the form in equation 6.1, all firms
adjust their output by the same absolute amount, and so small, high a,
firms adjust by a larger proportion. 9
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One important extension to the comparative statics of equilibrium
output in response to trade liberalization involves imported intermediate
inputs. Typically, products used as inputs by a given industry are liber-
alized simultaneously with the lowering of trade barriers on the final
good. This positive supply shock on the input side should be included in
an assessment of the impact of trade liberalization on a particular indus-
try. The simplest way to include concurrent liberalization of intermedi-
ate inputs is to consider the change in cost as reducing variable input
costs uniformly across all firms within a given industry.10 If the liberal-
ization of imported inputs lowers costs, then adding such a term has an
expansionary effect on the firm's output. The size of the cost-reduction
effect also depends on the firm's size. To the extent that small firms are
big users of inputs per unit of output, the percentage drop in their costs
is larger than that for big firms. Therefore, adding the cost-reducing
effect of the liberalization of imported inputs weakens the predicted rela-
tion between a firm's size and its adjustment in equation 6.8: a given per-
centage fall in cost as a result of the liberalization of imported inputs has
a larger expansionary effect on smaller firms.11 However, with convex
demand, small firms are predicted to contract more in percentage terms
in response to an increase in imports as long as the impact of the output
adjustment term captured in equation 6.8 outweighs this additional
liberalization effect.12

Statistical Framework and Empirical Results

The empirical work focuses on how incumbent firms adjust their output
in response to changes in imports following an episode of trade liberal-
ization. The theoretical model used here, with differences in cost explain-
ing differences in size, predicts that firms will contract in response to an
increase in imports (the expression multiplied by dM I M in equation 6.8
is negative for all firms) and that, with convex demand and larger firms
characterized by a lower efficiency parameter e or a larger quantity of
sunk assets K, smaller firms will contract more in percentage terms than
larger firms. Under these conditions, a shift in resources from smaller to
larger, more cost-efficient firms will improve welfare.

The proportional adjustment equation (equation 6.8) forms the basis
of the empirical estimation. It expresses the percentage change in the out-
put of a firm in response to a percentage change in imports as a function
of the firm's market share. This effect is examined empirically by esti-
mating a regression model that expresses a firm's growth rate as a func-
tion of its market share, the growth in industry imports, and controls for
other industry-level changes in demand and cost. The estimated output
adjustment equation is:
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(6.9) AInq,, =f(, -rj AlnM, +±3(SH84ij)(AlnM,)]

+ 33 SH84,j + MI4 J+c,

where Alnq, represents the percentage adjustment in the real value of
production by firm i in industry j, AInM, represents the percentage
adjustment in real imports in industry j, SH84,, represents firm i's share
of the value of aggregate domestic production for industry j before
reform, and F, represents a set of industry dummy variables to control
for other demand and cost factors.

The model is used to test the two hypotheses mentioned above: (1) the
larger the percentage increase in imports, the more significant the per-
centage contraction in firm-level output, and (2) for convex demand, the
smaller the firm, the larger the percentage contraction. To test these
hypotheses, equation 6.9 includes both AInM and an interaction term
for AInM, and SH84j For convex demand, the theoretical model predicts
a negative relation between Alnq,, and AInM, that is less negative the
larger the firm: the model therefore predicts a negative coefficient on
AInM,, but a positive coefficient on the percentage change in imports
interacted with the firm's market share. Market share SH84 is also
included by itself to control for the effects of cost heterogeneity on
growth patterns, holding demand fixed. These effects are modeled for-
mally by Jovanovic (1982), who shows that if producers have heteroge-
neous costs and market forces act to select out efficient from inefficient
producers, then the size and age of the firm will be systematically corre-
lated with its growth and failure rate."

The industry dummy variables are used to control for other changes in
industry-level demand besides imports and for industry-level changes in
costs. In addition, a variable that represents the change in firm i's aver-
age cost between 1984 and 1987 in the production of product / (AAC,,)
should be included to capture the potential expansionary effect on out-
put of lower-cost liberalized inputs. However, while the Moroccan
industrial data set has detailed figures on production for 1984 and 1987,
it contains very little data on costs and none on the costs of material
inputs. To the extent that firms in closely related industries use a roughly
similar basket of imported inputs, the impact of liberalized inputs on
costs will vary systematically across broad groupings of industries.
Sector-specific intercepts are included at progressively finer levels of dis-
aggregation (from the two-digit sectoral level to the four-digit activity
level).14 Results are reported for the two-digit sectoral level, with the
sample of eighty-two industries grouped into fourteen sectors, since finer
levels of disaggregation result in insufficient observations for many
groupings and so a loss of degrees of freedom. Although the inclusion of
sectoral fixed effects is an imperfect way to control for the change in cost



Table 6.1 Import-Related Firm-Level Adjustment

Survival equation Output adjustment equation
(maximum likelihood) (ordinary least squares)

Indicator 1 2 3 4 5 6

Intercept 0.087 0.383 -0.064 -13.487 -3.204 -15.150
(0.063) (0.288) (0.076) [5.166] [2.576] [3.3981

Percentage change in -0.175 -0.144 -0.104 -2.133 -0.560 -1.419
industry-level imports (0.044) (0.05 1) (0.048) ]0.791] 10.4211 10.30()
(AlnMj)

Firm-level share of 0.644 0.549 0.040 6.845 1.603 1.118
percentage change in (0.177) (0.181) (0.245) [2.7421 [1.4621 [0.3341
imports (SH84,; AInMj)

CD Firm-level market share 1.428 13.552
(SH84,j) (0.406) [3.168]

Inverse Mills's ratio (p,,) 18.508 6.156 18.695
[6.964] [4.3931 [4.106]

Sectoral fixed effects (F) No Yes Yes No Yes Yes

Note: Numbers in parentheses are ordinary least squares standard errors; numbers in brackcts are White's (1980) hieter-oscedasticity-consistent standard
errors. The sample consisted of 895 Moroccan firms for the survival equation and 429 for the ourput adjustment equation; data cover 1984-87.

Source: Author's calculations.



OLIGOPOLISTIC FIRMS' ADJUSTMENT TO QUOTA LIBERALIZATION 151

due to the concurrent liberalization of intermediate inputs, it is the only
method available given the paucity of data on costs for 1984.

Although it seems most natural to estimate a separate relationship for
each industry, the lack of degrees of freedom for industries with few
firms and the attendant selection bias introduced by examining only
industries with many firms suggest pooling the data across industries
while controlling for industry effects. To assess where to allow coeffi-
cients to vary across industries and where it may be more efficient to esti-
mate a single coefficient across all industries, a series of F-tests was per-
formed on the various combinations of intercept and slope industry
dummy variables for the first two right-hand-side variables in equation
6.9. The hypothesis that all industry coefficients are jointly insignificant
cannot be rejected in any of these cases. The implication is that pooling
the data and estimating one set of coefficients across industries may be
appropriate.

A possibly important statistical issue in estimating equation 6.9 con-
cerns sample censoring. The adjustment of firm-level output, here
defined as the logarithmic change in real production value, can only be
calculated for firms that did not exit from the data base between 1984
and 1987. More than half (52 percent) of the 895 firm-industry pairs
operating in 1984 exited from their given industry at some time over the
four years (recall that a given firm exiting from three different industries
is recorded as three exits), for a loss of 38 percent of total 1984 produc-
tion value in these industries."5 These figures describe movement out of
the data base. A firm with total sales revenue below DH100,000 employ-
ment below ten workers would be dropped from the survey (Morocco's
currency is the dirham). A firm switching from one industry to another
would appear as an exit from the first. An exiting firm may have been
acquired by or merged with another firm. Finally, inconsistent reporting
practices or recording errors may have resulted in a firm receiving a new
identification code or product code between 1984 and 1987."6 To cor-
rect for possible sample selection bias, Heckman's (1976) two-step esti-
mation method is used.i7 The first step is to estimate a probit model (a
survival equation), in which a qualitative dependent variable reflects
whether Alnqi, is observed (estimation of this survival equation is of
course informative in its own right). The second step is to estimate the
adjustment equation (equation 6.9) on the censored sample, which now
includes the information from the survival equation to correct for the
sample selection bias. In this application, the variables in the survival
and adjustment equations are the same."

Estimates from the survival equation show that the probability of sur-
vival falls as imports rise, as predicted (see table 6.1). When the focus is
exclusively on the relation between survival and change in imports (col-
umn 1), the coefficient on change in imports is negative and significant.
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This negative coefficient together with the coefficient on the cross prod-
uct of a firm's market share and the change in imports imply that, at the
sample mean, a 1 percentage point increase in imports results in a 0.12
percentage point fall in the firm's probability of survival. The probabil-
ity of exit is higher on average in industries with a larger percentage
change in imports. The significant positive coefficient on the interaction
term for a firm's market share and the change in imports, in contrast,
implies that for a given increase in imports, larger firms have a higher
probability of survival. With respect to the choice between surviving or
exiting, small firms appear to bear the brunt of adjustment and to exit in
greater numbers.

The results are robust to the inclusion of sectoral dummies (column 2).
However, when firm size is also controlled for (column 3), the magni-
tude of the import coefficient is reduced. In that case, expansion of
imports still acts to reduce the probability of survival, but the interaction
term for the firm's market share and the change in imports is no longer
significant. The main conclusion is that once the firm's market share is
controlled for, expansion of imports reduces the likelihood of survival
for all plants, but there is no evidence that the reduction falls more heav-
ily on small producers.' 9

With respect to the impact of imports on the adjustment of surviving
firms (columns 4-6), the estimated coefficient on the inverse Mills's ratio
is positive in all three regressions and significantly different from 0 in
two of them. These results imply that disturbances in the survival and
adjustment equations are positively correlated. The coefficients are
therefore expected to be biased, absent appropriate correction. The cor-
rected adjustment equation forms the basis of the analysis. Although this
equation exhibits multicollinearity, the estimates are precise enough.2 0

Focusing on the results in column 4, the negative coefficient on the
change in imports implies that the percentage contraction in firm-level
output is larger, on average, in firms in industries in which increases in
imports are larger. The significant negative coefficient on the change in
imports, together with the positive coefficient on the interaction term for
change in imports and firm market share, implies that a 1 percentage
point increase in imports results in a 1.51 percentage point contraction
in firm output, when evaluated at the sample means. The positive coef-
ficient on the interaction variable implies that, among surviving firms,
small firms contract more in percentage terms than large ones.

The results for the adjustment of surviving firms are less robust to the
inclusion of sector dummy variables (column 5) than the results on sur-
vival. One reason is that the sample is only half as large as that for the
survival equation, so the addition of these dummies leads to less precise
estimates; the size of the coefficient on the change in imports and on the
interaction term for both the change in imports and firm market share
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falls once these industry dummies are included. The only variation as a
result of imports now arises from intraindustry variation within a given
sector rather than from variation across sectors.

However, the results on adjustment of surviving firms are more robust
to the inclusion of controls for a firm's market share (column 6) than the
results for survival. Size is a significant independent determinant of
adjustment, with the positive coefficient implying that larger firms con-
tract less in percentage terms than smaller firms. When a firm's market
share is controlled for, the coefficient on the interaction term for market
share and imports remains positive and statistically significant, implying,
as predicted, that smaller firms contract more in percentage terms than
larger firms in response to the increase in imports. 2 '

The empirical evidence on within-industry shifts in resources follow-
ing trade liberalization suggests that import expansion reduces the sur-
vival rate of domestic plants and the growth rate of surviving plants,
with more of the adjustment among surviving plants falling on small
producers. These results are consistent with the theoretical framework.
The welfare implications of these within-industry shifts in resources fol-
lowing trade reform depend on the relationship between a firm's size and
cost-efficiency.

Because of limited availability of data (particularly on input costs), the
analysis of that issue is restricted to measuring the strength of the asso-
ciation between a firm's size and average variable cost (as a proxy for
marginal cost). Spearman's rank correlation coefficient is calculated to
measure whether smaller-than-average firms have larger-than-average
costs:

(6.10) [q84 01 - mq84, AC84i - rnAC 84,
mq841 mAC84, 7

where q84j, is firm i's physical production in 1984 in the six-digit prod-
uct line j, AC84, is firm i's average variable cost (proxied by the firm's
wage bill divided by the quantity of goods produced)," and m prefixes
denote mean values for the product line. To the extent that firms within
the same finely disaggregated six-digit classification produce goods of
similar quality but with different price structures (different markups due
to local market power), it is preferable to deflate a firm's wage bill by
physical units. Since it is not possible to allocate a given firm's wage bill
to its constituent products, it is appropriate to restrict the analvsis to
firms whose output of a single six-digit product constitutes its primary
source of revenue.2 3 The highly significant negative correlation coeffi-
cient estimated across product lines suggests that larger-than-average
firms in a particular product line tend to have lower-than-average costs;
the estimated correlation coefficient is -0.39 (significant at the 0.01
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level). To estimate a relationship on a product-line by product-line basis,
a smaller subsample of nine product lines is examined; all correlation
coefficients from this subsample are negative, and three are significantly
different from 0 (at the 0.05 confidence interval). Although an inference
from this result to a positive relationship between size and efficiency
must be very tentative, these findings suggest that larger firms are more
cost-efficient, on average, than smaller firms.

Conclusions

As Morocco liberalized its restrictive trade policies over the period 1984
to 1987, the level of imports changed across industries according to the
degree of liberalization of each industry. Such an exogenous trade liber-
alization provides a natural experiment that permits the testing of spe-
cific theories about the adjustment of output both across firms within a
given industry and across industries. In addition, the relative adjustment
of the output of individual firms within a given industry in response to
these shocks provides evidence of the underlying shift in resources across
firms. Such shifts may represent an additional source of welfare gain to
the economy from trade liberalization, if resources shift from relatively
less cost-efficient firms to more efficient ones.

The theoretical framework for the study is an oligopoly model in
which competing firms are not equally efficient. Loosening a quota on
elastically supplied imports will typically cause smaller firms with high
marginal costs to contract more than larger firms with low costs (and to
have a higher probability of exit), leading to lower industrywide average
costs. This rationalization effect is an important component of the wel-
fare impact of trade reform. The econometric studies focus on industries
subject to binding import quotas before and after the trade reforms,
using product-level data. Work at a more aggregate level would mask the
simultaneous loosening of quotas on some products and tightening of
quotas on others within the same industrial sector.

The empirical evidence supports the postulated links between imports
and adjustment and between a firm's import-related adjustment of out-
put and its size. The probability that a firm will exit an industry increases
significantly with an increase in competing imports, although the magni-
tude of the change does not appear to fall disproportionately on small
producers. Surviving firms contract their output in response to import
expansion, but the strength of the adjustment varies inversely with their
market share before the reform. The estimation of this effect corrects for
the censored sample resulting from exit. These results suggest that small
firms are more likely to bear the brunt of any aggregate contraction in
output in response to an increase in imports. This finding, together with
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the finding of a positive relationship between a firm's size and efficiency,
suggests that the trade reforms in Morocco had the rationalization
effects that theory would predict.

These findings represent a first step in the analysis of how firms adjust
to trade liberalization. Though it appears that, on average, smaller firms
contract more in percentage terms than larger firms in response to a
given increase in imports, the impact that adjustments in output between
firms have on welfare depends on the aggregate level of shifts in re-
sources within particular industries. One additional element essential to
a full understanding of the direction of shifts in resources following trade
liberalization would be a careful examination of entry behavior. It is
clearly relevant whether entering firms have lower average costs than
exiting firms. Detailed empirical analysis of the response of single-firm
industries to import liberalization and analysis of export-oriented indus-
tries are also productive areas for future work.

Appendix: Data Description and Preparation

The empirical analysis is based on firm-level data collected by Morocco's
Ministry of Commerce and Industry for 1984 and 1987 for manufactur-
ing firms employing ten or more workers and for firms with fewer than
ten workers but with total sales revenues exceeding DH100,000 (roughly
US$10,000, at the average 1984-87 official exchange rate). The surveys
contain standard statistics at the firm level by main activity (one obser-
vation per firm, where firms are classified according to a four-digit
Moroccan industrial nomenclature), including total sales revenue, value
of production, total wage bill, and year of establishment. The surveys for
1984 (at the onset of the trade liberalization) and 1987 also contain
firm-level data by product (up to six observations per firm, depending on
the number of products produced by each firm at the six-digit classifica-
tion). These more detailed data include value of production, quantity
produced, and capacity ("realizable" in terms of quantity). Employment
data are not available at this very fine level of disaggregation. Conse-
quently, this study uses production values as a measure of a firm's size
and changes in production values (deflated) as a measure of a firm's
adjustment. Since the analysis focuses on firm-level adjustment of out-
put, the empirical analysis is limited to these two years. The level of
aggregation is the five-digit level in the Moroccan industrial nomencla-
ture (referred to as product groups in the Moroccan nomenclature and
as industries in this chapter). This level was chosen because reporting is
sometimes inconsistent for the same firm across different six-digit prod-
ucts within the same five-digit industry.

Data on the value of imports and degree of quota protection were col-
lected and matched to the industrial nomenclature at the same level of



Table 6A. 1 Summary Statistics, Industry- and Firm-Level Variables

Number of Lower Upper
Variable observations Mean quartile Median quartile

Industry-level variables
Percentage change in imports [AInM = In(M87i M84,)] 82 1.091 0.136 0.605 1.822

(().131)
Percentage change in production [AInQ, = ln(Q87,/ Q84,)] 82 0.016 -(.551 -0.031 0.406

(0.099)
Exit share (Yq84r,, / Q842) 82 0.377 0.061 0.374 0.640

(0.033)
Entry share (Yq87r0 I Q84i) 82 0.644 0.054 0.182 0.561

(0.196)
Number of firms, 1984 82 10.915 4 7 14

(1.299)
Herfindahl index, 1984 [1,(q84jI / Q84,)2] 82 0.346 0.187 0.294 0.501

(0.021)
Percentage change in Herfindahl index t(H87- 1-184) 1184,] 82 0.192 -0.187 0.057 0.399

(0.066)
One-firm concentration, 1984 (q841,rg-,i / Q84,) 82 0.454 0.302 0.405 0.579

Percentage change in one-firm concentration 82 0.190 -0.163 0.089 0.448
[(CR87, - CR84,) / CR84,] (0.056)

Firm-level variables
Market share (SH84,, = q84, / Q841) 895 0.092 0.005 0.022 0.109

(0.005)
Employmiient, 1984 (TL84,,) 741 68.00 10 24 69.5

(4.60)
Adjustment [Alnq,, = )n(q87,, / q84,,] 429 0.166 -0.378 0.144 0.620

(0.052)

Note: Numbers in parentheses are standard errors.
Source: Author's calculations.
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disaggregation.24 Data on imports cover only one of the three import
regimes in Morocco, goods imported directly for domestic use. Nonethe-
less, these data reflect the main impact of trade liberalization policies
because a second category, goods imported under the temporary admis-
sion regime, benefited from free-trade status before the trade reforms
and throughout the liberalization period, while goods in the third cate-
gory, those imported under the industrial investment codes (specific cap-
ital goods), were exempt from customs duties. Nor is there any evidence
of major shifts in the classification of goods between import regimes. The
variable for degree of quota protection summarizes whether the products
contained within a given industry could be imported freely (list A) or
under some quantitative restriction (list B, importable under license
authorization, or list C, prohibited). Unfortunately, no data are available
on the actual quota per product. For each of the two years, the quota
variable records the share of six-digit codes within a given industry that
were under a controlled list (B or C). In practice, the correlation between
a loosening of quotas as captured by this quota variable and a corre-
sponding increase in imports is not as strong as would be expected since
it is common for a larger or smaller number of import licenses to be
granted with no corresponding movement between lists.

The study examines the behavior of firms in industries dominated by
private ownership and not subject to heavy government regulation of
prices.25 Industries were selected on the basis of import and export
behavior, with the focus on industries in which import competition
appears to be important and to have increased. Industries in which the
real value of imports fell between 1984 and 1987 were excluded, except
where import quotas were concurrently tightened. Furthermore, the
sample under consideration was restricted to industries that were domes-
tically oriented, that is, whose exports accounted for less than 10 percent
of production.26 Since the study attempts to determine the variables
affecting adjustment of incumbent firms within particular industries,
industries that disappeared from the data set between 1984 and 1987
and those that appeared after 1984 were excluded. Finally, since the
study focuses on a firm's size as an important determinant of adjustment,
single-firm industries and industries in which the entire population of
incumbents exited were also excluded. The sample under study, then,
consists of eighty-two five-digit industries with 741 firms in 1984. Since
more than 40 percent of the firms produced output in more than one
industry, the number of observations is higher than the number of indus-
tries (if a given firm produced output in three industries, it is counted
three times). There are 895 observations in the sample of eighty-two
industries in 1984.

Some summary statistics on relevant firm and industry variables are
reported in table 6A.1 (number of observations, sample mean, and quar-
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tiles for each variable). All percentage changes in production and imports
are expressed in real terms, with 1987 values deflated by two-digit sec-
toral deflators for domestic production values and by three-digit subsec-
toral deflators for import values. The industries under consideration
were characterized by increasing imports, with the median industry in
1987 experiencing a roughly 80 percent real increase over the 1984 level
of imports (in a few instances, products were moved from the freely
importable list to a more restricted list requiring licenses). While the
aggregate domestic value of production declined in real terms for more
than half the industries, domestic production expanded in the remaining
industries. This effect can no doubt be attributed in part to the liberal-
ization of inputs imported by these industries, though available data do
not allow this effect to be isolated.

The exit share variable captures the value of 1984 domestic produc-
tion in each industry accounted for by exiting firms (firms that were no
longer recorded in a particular industry in the 1987 data set). The entry
share variable captures the value of production accounted for by new
entrants between 1984 and 1987 as a share of 1984 production. At the
median, firms exiting the industry by 1987 accounted for slightly less
than 40 percent of the value of the industry's output in 1984; concur-
rently, the production of new entrants at the median accounted for
slightly less than 20 percent of the value of the industry's output in 1984
(see chapter 7 for further discussion of entry and exit patterns in
Morocco). Industry-level statistics also reveal the concentrated structure
of most industries in the sample. The median industry in 1984 consisted
of seven firms, and concentration increased between 1984 and 1987, as
measured by changes in the Herfindahl index and in the one-firm con-
centration index (the percentage of total sales in the industry accounted
for by the largest firm in each year).

The firm adjustment variable, Alnq,, = ln(q87,1 l q844 ), representing
percentage adjustment in real value of production by firm i in industry j,
is clearly only available for surviving firms. Firms below the twenty-fifth
percentile were very small, as measured by firm-level market share and
employment. One-quarter of firms in the sample hired between 1 and 10
employees, one-quarter hired between 10 and 25 employees, and another
quarter hired between 25 and 70 employees. The largest firm hired
roughly 1,400 employees.

Notes

This chapter is part of the World Bank research project "Industrial Competition,
Productive Efficiency, and Their Relation to Trade Regimes." I am very grateful
for helpful comments and discussions with Tim Besley, Tom Bogart, David Card,
John DiNardo, Avinash Dixit, Gene Grossman, Guy Lacroix, Thomas Lemieux,
Ceyla Pazarbasioglu, Mark Roberts, Daniel Sullivan, Jim Tybout, and Robert
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Willig. I also thank participants at seminars at New York University's Stern
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Bank for comments. I appreciate the opportunity to use data from the Moroccan
Ministry of Commerce and Industry. Financial support from the Social Sciences
and Humanities Research Council of Canada and from a Sloan grant to the
International Finance Section at Princeton University is gratefully acknowledged.

1. In a symmetric oligopoly model, Buffie and Spiller (1986) show that in the
short run a rise in the output of domestic firms in response to an increase in
imports is consistent with existence and stability conditions. For price to increase
in the long run in their model, the degree of competition (as captured by a firm-
specific conjectural variations parameter) must increase as the number of firms
falls.

2. See Lieberman 1990 for a review of theoretical findings on divestment in
declining industries. Differences in efficiency among firms, with larger firms
being more cost-efficient than smaller ones, would cause smaller producers to
exit earlier during a decline in demand. However, in a Cournot-Nash model
where firms are equally efficient and under the assumption of an all-or-nothing
reduction in capacity, larger firms exit first, since smaller firms can remain prof-
itable over a longer period as demand falls to zero. Under a similar model but
with continuous capacity adjustment, larger firms reduce capacity first; subse-
quent reductions in capacity as demand continues to fall are predicted to be iden-
tical across firms (see Ghemawat and Nalebuff 1987).

3. Roberts and Tybout (1 991) examine patterns of rationalization using plant-
level data for Chile and Colombia. They find that an increase in import compe-
tition reduces the size of all plants, particularly in the long run, but that conclu-
sions about whether small or large producers reduce their size more depend on
how import competition is measured. They do find that industries in which
domestic producers have high rates of entry and exit adjust less in response to
changes in imports.

4. This study provides evidence that rationalization (in the sense of a realloca-
tion of output from smaller to larger incumbent firms) occurred following a par-
ticular episode of trade liberalization. Further work is needed to combine these
results with the effect that the behavior of new entrants had on welfare.

5. What is crucial is that the international price be low enough so that the
quota is always filled.

6. This assumption seems appropriate given the disaggregate data on produc-
tion and imports that are available for the empirical study. If the imported good
is an imperfect substitute for the domestic good within a given industry, domes-
tic firms retain more market power as the quantitative trade barrier is relaxed
than they do in the case of perfect substitutes.

7. The analysis can be generalized in a straightforward fashion to include
conjectural variation equilibria, allowing for more or less aggressive behavior
by firms.

8. The assumption of convex demand seems more appropriate than linear or
concave demand as a working assumption to determine the likely direction of
firm-level adjustment, isoelastic demand functions, for example, in general seem
to fit data much better than linear functions.

9. More sophisticated, dynamic models are required for a detailed analysis of
exit decisions given the irreversibility of asset dissolution. See Dixit 1989 for a
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careful theoretical treatment of optimal inertia in investment decisions under
uncertainty. When the price of output follows a random walk, the exit trigger
price is less than the variable cost minus the interest on the exit cost; the entry
trigger price correspondingly exceeds variable cost. This band around the pre-
dictions of a static model suggests a forward-looking perspective on the variance
of cost and demand as they affect firm-level profitability. However, lacking such
proxies in the Moroccan data, this industry-specific noise is absorbed into indus-
try dummies or the error term.

10. In practice, different firms within an industry mav rely on imported inputs
to different degrees. The inclusion of data on changes in firm-level average unit
cost, if available, would control for these differences across firms in the empiri-
cal implementation.

11. For an illustrative example of the analytics of simultaneous liberalization
of intermediate inputs, see the appendix in Dutz 1991.

12. It is a plausible conjecture that small firms may he less involved in trade in
their role as importers of intermediate inputs. Such a conjecture would
strengthen the presumption that small firms contract more, in percentage terms.

13. In empirical studies based on the Jovanovic model, Dunne, Roberts, and
Samuelson (1989) and Evans (1987a and 1987b) find that the growth and fail-
ure rates of firms or plants are negatively correlated with size.

14. While the fixed effects capture the average change in unit cost for firms
within a given sector, they also capture differences in productivity and technol-
ogy and changes in markups, among other effects, to the extent that they vary
across sectors.

15. These figures may seem high when compared with other empirical evi-
dence on exiting firms. In a Wisconsin panel of industries, 45 percent of firms
active in 1978 exited over the subsequent eight-year period (Pakes and Ericson
1987, table 1). In Colombia over the period 1977-85, an average of almost 22
percent of new plants exited each year. The percentage of exiting plants
decreased as plants aged, stabilizing at approximately 13 percent a year for
plants more than three years old (chapter 10). However, in contrast to other
studies, the sample of industries under consideration here is restricted to import-
competing industries experiencing a substantial increase in imports over the
given four-year period.

16. Examination of the data reveals many such cases across different six-digit
products within the same five-digit level of aggregation. This was the main rea-
son for choosing to work at the five-digit level of aggregation.

17. For an exposition, see Amemiya 1985, pp. 368-72, and Maddala 1983,
pp. 231-34; for recent applications to the relationship between the growth and
size of firms, see Evans 1987a and 1987b and Hall 1987. Evans and Hall find
that corrections for plant failure have little effect on the estimated coefficients in
the growth equation.

18. Absent certain firm-level financial variables (which are not available in the
present Moroccan data set), it is not clear which of the remaining real-side vari-
ables might explain the decision of firms to exit, but not the decision of surviv-
ing firms to adjust.

19. See Dutz 1991 for results on alternate specifications. When total employ-
ment is used to control for the general effect of a firm's size, the probability of
survival in response to the loosening of quotas is once again significantly lower
for smaller firms. Total employment as a measure of a firm's size is a much less
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significant independent determinant of survival than of market share, perhaps-
because this variable is not disaggregated according to the different industries in
which a given firm operates.

20. Collinearity diagnostics, including an examination of the eigenvalues of
the first moments matrix and the principal components of estimate variances,
highlight that the inverse Mills's ratio, g,", is highly collinear with other regres-
sors, in particular the constant term.

21. As in the survival equations, the impact of a firm's size on import-related
adjustment (as captured by the interaction term for imports and size of the firm)
is much stronger when the employment measure of size is used as a control (Dutz
1991).

22. Such a proxy is more appropriate the more likely it is that the firm's labor
costs are proportional to total variable costs.

23. The correlation coefficient is estimated on 343 firm-product observations,
where the firm's revenues from a single product account for at least 90 percent
of total revenues.

24. Since a complete set of trade data from Morocco is not available, data used
as an input to a World Bank studv are used. Trade data for 1987 at this level of
disaggregation are not available, so 1 986 data are used. Data for 1986, however,
seem to be a good instrument for 1987, since at a more aggregate level (the three-
digit subsector), 1987 figures are very similar to 1986 figures; according to these
aggregate figures, the largest changes in imports occurred between 1984 and
1986.

25. Due to the limited availability of data, the relevant industries satisfying this
and the following criteria are chosen based on the more aggregate three-digit
subsector classification. Subsectors with more than 50 percent state ownership
or subject to major government price regulation include fertilizer, pulp and
paper, sugar, tobacco, edible oils, grain processing, bakeries, milk, animal feed,
cement, and chemicals.

26. The impact of trade liberalization is expected to be very different in
export-oriented sectors that benefit from temporary admission schemes (duty-
free import of all inputs, with no license required for imports otherwise subject
to quota or prohibited).
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Determinants and Effects of
Direct Foreign Investment in Cote
d'Ivoire, Morocco, and Venezuela

Ann Harrison

T he virtual disappearance of commercial bank lending to develop-
ing countries in the 1980s created a resurgence of interest in direct
foreign investment. The need for alternative sources of capital,

combined with an increasing skepticism about import-substituting trade
strategies, led many developing countries to liberalize restrictions on
incoming foreign investment. Some countries even tilted the balance
toward foreign firms by offering special incentives: in the Czech Repub-
lic, joint ventures pay lower income taxes than domestic enterprises; in
much of the Caribbean, foreign firms receive income tax holidays,
exemptions from import duties, and subsidies for infrastructure.

Are such subsidies justified? Foreign investment may generate a num-
ber of benefits for the host country: by financing the expansion of busi-
ness or the creation of new firms, it increases employment; it may lead
to the transfer of knowledge or new technologies from foreign to domes-
tic firms; and it may provide critical know-how to enable domestic
plants to enter export markets. If foreign firms introduce new products
or processes to the domestic market, domestic firms may benefit from the
accelerated diffusion of new technology (see Caves 1982 and Helleiner
1989 for surveys on the transfer of technology). In some cases, domestic
firms may increase their productivity simply by observing foreign firms
in the region. Diffusion may also occur through turnover of labor, as
employees move from foreign to domestic firms. If this spillover benefit
is not completely internalized by the incoming firm, some type of subsidy
could be justified. The expectation that foreign investment may serve as
a catalyst for domestic production rationalizes policies in economies as

163
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diverse as those of Bulgaria and Taiwan (China), whose governments
offer special treatment for foreign firms in high-technology sectors.

Despite the voluminous literature on direct foreign investment in the
1960s and 1970s, the empirical evidence on spillovers from foreign
sources of equity investment remains slim. This chapter draws on new
data sources for C6te d'Ivoire, Morocco, and Venezuela to explore two
related questions. To what extent do joint ventures or wholly owned for-
eign subsidiaries exhibit higher levels of productivity than their domestic
counterparts? Does technology spill over from these foreign entrants to
domestically owned firms?

The research reported here is the first to exploit panel data at the level
of individual firms, which allows a more detailed comparison of foreign
and domestic firms than was previously possible. The behavior of foreign
and domestic firms can be compared by sector, controlling for firm-
specific attributes such as size. The panel nature of the data also allows
the analysis to go beyond the cross-sectional studies of the past, which
compared partial measures of productivity (such as labor productivity)
across sectors. The availability of data for several countries permits
exploration of the extent to which the impact of foreign investment is a
general or a country-specific phenomenon.

The analysis shows that in Morocco and Venezuela, firms with foreign
equity participation pay higher wages, have significantly higher levels of
productivity, and export and import more than their domestic counter-
parts. It also finds that the presence of foreign firms has no impact
or a strong negative impact on the productivity of domestic plants in
Morocco and Venezuela, in contrast to previous studies on the extent to
which technology spills over from foreign to domestic firms. This nega-
tive effect is likely to be a short-run phenomenon, as foreign firms steal
market share from domestic competitors and reduce their utilization of
capacity. We also examine the response of domestic and foreign firms to
trade liberalization in C6te d'lvoire. The results suggest that productiv-
ity increases more in foreign than in domestic firms.

Characteristics of Foreign Direct Investment in
Cte d'Ivoire, Morocco, and Venezuela

For 1987 the share of foreign direct investment in the manufacturing
sector-defined as a weighted mean of foreign shares in the assets of a
firm-was 7 percent in Venezuela, 14 percent in Morocco, and 38 per-
cent in C6te d'Ivoire (see table 7.1). Though these shares may be over-
stated for C6te d'lvoire and Morocco because the firm-level sample is
incomplete (only the largest firms are included in the Cote d'Ivoire sam-
ple), they provide a notion of the magnitude of foreign investment.'
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Table 7.1 Share of Foreign Direct Investment in Manufacturing in
C6te d'Ivoire, Morocco, and Venezuela, 1975-89
(percentages)

Year Cote d'Izvoire Morocco Venezuela

1975 67 - -

1976 67 - -

1977 61 - -

1978 64 - -

1979 54 - _

1980 55 - -

1981 54 - -

1982 49 - _

1983 49 - 4

1984 43 - S
1985 42 13 7
1986 40 15 7
1987 38 14 7
1988 - 1.5 8

1989 - 15 -

- Not available.
Note: Foreign share is computed as a mean of foreign share in total assets, weighted by

firm-level assets.
Source: Author's calculations.

Much of the temporal and cross-country variation in direct foreign
investment appears to be induced by policy. C6te d'lvoire has long
encouraged foreign entry as a strategy for developing its manufacturing
sector: foreign ownership accounted for as much as 67 percent of total
assets in 1975. Morocco and Venezuela, however, restricted foreign
investment in the 1970s and then reversed these policies in the 1980s. To
reduce the dominant role of French firms in the Moroccan economy, the
government passed the Moroccanization Decree of 1973, which re-
stricted foreign ownership of certain industrial and commercial activities
to no more than 49 percent. By the 1980s, however, Morocco was
encouraging greater foreign investment by easing the restrictions on for-
eign investors, relaxing the rules on repatriation of capital, and simplify-
ing the approval process for foreign investment. Venezuela discriminated
against foreign firms in various ways between 1975 and 1989, including
imposing higher income tax rates (50 percent compared with 35 percent
for domestic firms), restricting the use of confidentiality and trade secrets
in joint ventures, and restricting foreign exchange. In 1989 all of these
discriminatory regulations were eliminated.

One important policy issue is the extent to which foreign investment
gravitates toward oligopolistic markets or protected sectors. Helleiner



166 ANN HARRISON

(1989, p. 1451), in reviewing the role of foreign investment in developing
countries, claims that "The prospect of large and especially protected
local markets are the key to most import-substituting manufacturing
firms' foreign activities." To the extent that direct foreign investment is
associated with protection, it can reduce national welfare by allowing
rents from protected sectors to be siphoned off by foreign firms.

The literature on foreign direct investment typically also focuses on the
following determinants: (1) lower wages, which make it more attractive
to produce abroad, (2) intangible assets, such as managerial skills, that
cannot be licensed abroad, and (3) potentially large domestic markets.
Another important determinant of foreign investment is likely to be
domestic regulations that restrict incoming investment to certain sectors
of the economy.

To quantify the importance of these determinants for each of the three
countries in our sample, the following empirical specification is adopted:

(7.1) DFIl, = f(IMP,,H,Jt,IMP * H,t,LABOR / CAPITALW,

REGULjt,MARKETSIZE,,, WAGES,t, POLLUTION,,).

Direct foreign investment (DEl) is defined in two ways. First, it is defined
as the share of foreign investment in total assets within each sector j at
time t. Thus the equation explains the determinants of the amount of
foreign investment (O to 100 percent) within any one sector. Second, it is
defined as (the log of) the total stock of foreign investment in a particu-
lar sector.

The independent variables, which vary across sector i and time t,
include (1) import penetration (IMP) as a proxy for trade protection, (2)
the Herfindahl index (H), equal to the sum of the square of market share
of firms in each sector, as a measure of concentration, (3) the labor-
capital ratio in sector j, (4) a measure of regulations (REGUL), which
varies from 0 (no restrictions are placed on direct foreign investment) to
2 (direct foreign investment is prohibited), (5) a measure of market size,
which is defined as the lagged share of sales in sector j as a percentage of
total sales in manufacturing during the previous period, (6) wages in sec-
tor j and time t in France (for C6te d'Ivoire and Morocco) and the United
States (for Venezuela), and (7) the costs of pollution abatement. Pollu-
tion abatement costs, measured using U.S. data on the costs of pollution
abatement by sector, are included to test for the possibility that sectors
with higher costs of pollution abatement in industrial countries are
attracted to developing countries, where environmental regulations are
less restrictive.

Equation 7.1 is estimated as a pure "between" regression, by averaging
each sector's variables over time and estimating equation 7.1 as a cross
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section. All standard errors are corrected for arbitrary heteroscedasticity.
The results are reported in table 7.2. Statistically significant variables
include the Herfindahl index, import penetration, market size, and pollu-
tion abatement costs. The single most important determinant of foreign
investment appears to be the size of the market: foreign investment grav-
itates toward sectors with a larger share of aggregate sales. Foreign invest-
ment is also more likely to be located in less concentrated sectors and in
markets with lower competition from imports. Finally, pollution abate-
ment costs appear to play a significant role in foreign investment in C6te
d'Ivoire and Morocco. Other factors, such as wages, regulations, and cap-
ital intensity in the host country, do not appear to be important. In part,
the lack of statistical significance of the regulatory framework may stem
from the fact that restrictions on foreign entry may only be imposed in
sectors with large inflows of foreign investment.

Description of Domestic and Foreign Firms

If foreign investment is an avenue for the transfer of technology, plants
with foreign equity should exhibit some type of technological superior-
ity. This superiority should manifest itself through higher levels of pro-
ductivity in firms with greater foreign participation in equity. The firm-
level panel data sets permit total factor productivity to be compared
across foreign and domestic firms, which is much less misleading than
comparisons based on measures of partial productivity such as labor
productivity (which typically varies with capital intensity).

The relative performance of foreign and domestically owned firms is
measured using the following indicators: output per worker, exports as
a percentage of total sales, imported inputs as a percentage of total sales,
net exports (exports minus imports) as a percentage of total sales, real
wages, and deviation from overall norms in the sector for multifactor
productivity, as well as growth in total factor productivity. Foreign firms
are defined as all firms with foreign equity that exceeds 5 percent of
assets.2 Wages are computed as the total value of remuneration to work-
ers divided by the number of employees. The derivation of multifactor
productivity and growth in total factor productivity are discussed in
greater detail below.

Most performance measures in table 7.3 are reported as the ratio of
the performance of foreign firms to that of domestic firms. Thus, for
example, a value of 2.0 for output per worker in the food products
industry in Morocco indicates that worker output is twice as high for
foreign-owned firms as for domestic firms, a difference that is statisti-
cally significant at the 5 percent level. In general, the ratios of
unweighted means show that foreign firms in Morocco pay higher



Table 7.2 Determinants of the Sectoral Distribution of Foreign Direct Investment in C6te d'lvoire, Morocco, and Venezuela

Cote d'Ivoire Morocco Venezuela

Variable Percent DFI Log DFI Percent DFI Log DFI Percent DFI Log DFI

Herfindahl index (H) -6.34 (2.95)*' -2.66 (1.99) 0.40 (3.51) -6.69 (2.88)(- -3.76 (2.06)' -0.04 (1.56)
Import penetration (Imp) -0.25 (1.68) -0.06 (0.90) -1.32 (0.58):' -2.93 (0.76)` 1.61 (2.31) 2.79 (1.26)*
Imp . H 6.33 (4.46) 5.05 (2.81)' -24.96 (16.78) -24.89 (10.14): 1.67 (3.56) -22.03

(8.61)*
Regulations on direct

foreign investment - - -0.09 (0.35) -0.17 (0.33) 2.58 (2.58) -0.06 (0.51)
Labor-capital ratio 0.003 (0.001)( -0.01 (0.00)` -0.02 (0.11) -0.04 (0.10) -0.74 (0.40):' -1.78 (0.57)(>
Market size 94.45 (8.59)'' 32.14 (7.57)( ' 3.24 (19.23) 16.19 (10.46) 88.65 56.59

00 (26.26) ;< (1 5.5 2)--
Source wage 0.00 (0.00) 0.00 (0.00) (.00 (0.00) 0.0002 0.00 (0.0() 0.00 (0.00)

(0.0001**
Cost of pollution abatement 0.54 (0.36)' 0.44 (0.19)'* 2.89 (-1.166)' 0.93 (0.26)- -0.41 (0.49) 0.1l9 ((0.19)
Number of observations 30 30 61 59 66 54
R 2 0.87 0.65 0.46 0.46 25 0.50

- Not available.
Significant at the 10 percent level.
Significant at the 5 percent level.

Note: Numbers in parentheses are standard errors. All standard errors were corrected for heteroscedasticity. Data for Core d'lvoire cover 1975-87; for
Morocco, 1985-89; for Venezuela, 1983-88.

Source: Author's calculations.



Table 7.3 Productivity, Outward Orientation, and Wages: Ratios of Foreign-Owned Manufacturing Firms to Domestic
Firms in Cote d'lvoire, Morocco, and Venezuela

Imported
Exports as a inpits as a Total factor Total factor

Output per percentage percentage Net productivity productivity
CoUntry and indullstry worker Real wages of sales of sales exports deviation* growth

C6te dilvoire
Grain processing 0.7 0.8 8.6:' 8.4* -2.6 - -0.4
Food processing 1.02 0.9 7.0* 1.91r 50.0* - -0.2
Oil 6.4 1.9* 0.7 99.3'* -9.3 - 0.9
Other food 1.3 1.0 - 4.8 * -13.7' - 5.1
Textiles, clothing 2.3 -1.4* 6.8g 2.0 1.6 - -0.2
Wood products 1.6 * 1.1 2.2:1 - 21.0* - 5.3
Chemicals 1.5* 0.9 0.7 1.9* -15.4* - 1.9
Rubber 0.5* 0.7 1.9 (.9 22.2 - 6.2
Cement 3.0 1.1' 5.5* 1.1 -1(.9* - -3.5
Transport 1.3 1.0 0.4 34.0 -12.1 * - -2.2
Machinery 0.8 0.9 39.7 0.6 16.6* - -6.5
Paper products 1.3 1.0 2.5* 1.8* -221.5* - 2.6
All sectors 0.9 0.8: 3.1 * 2.6* 0.0 - -0.5

Moroccob
Food products 2.0 (0.9) * 2.3 (1.2)* 15.2 (4.5)* - - 0.7 (0.7)* -6.4
Other food 0.5 (0.5) 1.2 (1.1) 20.0 (2.7)* - - 1.0 (1.3) -7.3
Beverages, tobacco 1.4 (0.6) * 2.2 (1.4)* 10.8 (9.6)* - - 0.9 (4.0) -7.0
Textiles 1.1 (0.5) 0.9 (0.2) 1.5 (0.7)* - - 0.9 (1.0) 0.0
Apparel 0.8 (1.1) 1.3 (1.4)* 1.8 (1.1)' - - 0.9 (1.0) -12.3*

(Table continues on the following page.)



Table 7.3 (continued)

Imported
Exports as a inputs as a Total factor Total factor

Output per percentage percentage Net productivity productivity
Country and industry worker Real wages of sales of sales exports deviations growth

Morocco' (continued)
Leather products 1.1 (0.6) 2.0 (1.8) 2.3 (1.4)* - - 1.0 (1.0) 0.3
Wood products 1.2 (1.0) 1.6 (1.0)(' 8.5 (6.3): - - 0.8 (0.8): -64.7
Paper products 1.5 (0.6)y 1.7 (1.3)' 11.7 (30.7)' - - 0.9 (0.4)' 14.0
Nonmetallic minerals 2.3 (2.2)' 1.9 (2.2)* 6.1 (1.6)* - - 0.7 (0. 5)* 4.4
Basic metals 1.0 (0.3) 1.9 (1.2)^ 0.2 (0.1) - - 1.3 (21.2) -0.3
Metal products 0.6 (0.5) 1.1 (1.1) 4.0 (2.3)* - - 1.0 (0.8) -1.5
Machinery 1.1 (2.2) 0.8 (1.8) 5.0 (0.2)' - - 0.9 (0.7) -1.8
Transport equipment 1.6 (2.0)' 2.0 (2.1)^ 1.6 ((0.4) - - 0.8 (0.7)( 9.7
Electronics 1.5 (1.3)( 2.1 (2.0)) 4.5 (3.9)( - - 0.8 (0.8) * 0.3
Scientific instruments 1.3 (1.7); 1.7 (1.8)' 0.3 (0.1) - - 1.0 (1.1) 16.2
Chemicals 2.0 (0.6)( 2.6 (1.8)' 1.9 (0.0)* - - 0.7 (1.9)* -1.1
Rubber 0.9 (1.8) 1.5 (3.8) 4.2 (3.6)( - - 0.9 (0.8)-^ -1.3
Other manufacturing 0.9 (0.8) 0.6 (0.8) 0.6 (().5) - - 1.1 (1.0) -21.3
All sectors 1.2 (0.7) 1.7 (1.3)' 2.0 (0.7)* - - 0.9 (0.9)- -6.7*



Venezuela
Food, beverages 2.0* 2.0* 0.7 4.4 10.2* 9.1 *
Textiles, apparel, leather 1.4* 1.2* 3.5 1.6 -0.2* 9.9*
Wood products 1.4* 1.7* 0.0 1.7 -0.2* 9.5
Paper products 2.2 * 1.4* 5,5 * 1.2 7.1 * 8.0*
Chemicals 1.4* 1.4* 3.5x* 1.6 -7.1* -

Nonmetallic minerals 1. 7* 1.7* 7.0* 4.3 -2.6* 14.7*
Basic metals 1.6* 1.3 8.3^* 2.6*' 18.8* 0.0
Machinery, metal products 1.7* 1.4* 10.9* 3.2 * -10.3* 7.7 *
Other manufacturing 1.6*' 1.4* 0.6 3.6 * -13.5 -

All sectors 1.7* 1.6* 8.4* 2.9* 6.9* 8.5* 2.7*

- Not available.
* Statistically significant at the 5 percent level.
Note: A firm is defined as foreign if more than 5 percent of total assets are foreign owned. Data for Cote d'lvoire cover 1975-87; for Mforocco, 1985-89;

for Venezuela, 1983-88.
a. Data for Mlorocco are ratios of the average deviation of the productivity of foreign firms from best practice to average deviation of the productivltv of

domestic firms. A value of less than 1 indicates less deviation from best practice among foreign firms. Data for Venezuela are coefficients on the participation
of foreign equity in a production function specification. A positive coefficient indicates that foreign equity raises productivity.

b. For Morocco the first number in each cell is a ratio of unweighted means; the numbers in parentheses are weighted by size of the firm.
Source: Author's calculations.
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wages, export a higher share of output, and exhibit higher labor pro-
ductivity, although the difference in labor productivity is not significant
in the aggregate.3

The pattern is similar for C6te d'lvoire and Venezuela. Joint ventures
in the two countries tend to export more than their domestic counter-
parts, but only in Venezuela do foreign firms exhibit higher labor pro-
ductivity and pay higher wages. In both countries, foreign firms have a
much higher propensity to import-their ratios of imports to sales are
almost three times higher than those of domestic plants in the same sec-
tor. Differences in net exports (exports minus imports) are also com-
pared as a share of total sales. The difference in net exports across for-
eign and domestic firms varies significantly in both size and magnitude
across different sectors for C6te d'Ivoire and Venezuela. For all sectors
together, however, there is no difference in net exports generated by for-
eign versus domestic firms in C6te d'Ivoire and a difference of only 6.9
percent in Venezuela. Foreign firms in C6te d'lvoire also import signifi-
cantly more than their domestic counterparts.

Deviations in total factor productivity-which takes into account the
combined productivity of the firm when all inputs are included-are
calculated from estimates of total factor productivity by Haddad and
Harrison (1993) for Morocco and by Aitken and Harrison (1994) for
Venezuela. Haddad and Harrison compute a firm-specific level of total
factor productivity that is essentially the firm-level residual in a produc-
tion function estimation. They then compute efficiency at the firm level
relative to the most efficient firm in each sector. Given N firms, there
will be N estimated productivity measures within each sector j, given by
alj, . . , aNl. Relative efficiency for firm i is given by z,,, where

(7.2) di= max(aqi)

zjj = aq - a,,

i = 1, 2, . . ., N for each sector j.

A large negative value for z indicates that firm i is very inefficient rel-
ative to the most efficient firm in sector j. A ratio of less than unity in
table 7.3 indicates that foreign firms are relatively more productive than
their domestic counterparts, since the deviation zi, from the best-practice
firm is low. Both weighted and unweighted means for the deviations
show that, on average, foreign firms in Morocco have achieved a higher
level of productivity than domestic firms.

Aitken and Harrison (1994) also compare the level of total factor pro-
ductivity across foreign and domestic firms in Venezuela, but the
approach is slightly different. They estimate a Cobb-Douglas production
function in levels for each sector: output is expressed as a function of



Venezuela
Food, beverages 2.0* 2.0* 0.7 4.4* 10.2* 9.1 *
Textiles, apparel, leather 1.4* 1.2* 3.5 1.6 -0.2* 9.9*
Wood products 1.4* 1.7* 0.0 1.7 -0.2* 9.5

Paper products 2.2* 1.44 5.5s 1.2 -7.1 8.0*
Chemicals 1.4* 1.4* 3.5* 1.6 7.1* -

Nonmetallic minerals 1.7 1.7 7.0* 4.3* -2.6 14.7*
Basic metals 1.6* 1.3 8.3* 2.6* 18.8* 0.0
Machinery, metal products 1.7* 1.4* 10.9* 3.2 * -10.3* 7.7
Other manufacturing 1.6* 1.4* 0.6 3.6 * -13.5* -

All sectors 1.7* 1.6* 8.4* 2.9 * 6.9^ 8.5* 2.7

-Not available.
*Statistically significant at the 5 percent level.

Note: A firm is defined as foreign if more than 5 percent of total assets are foreign owned. Data for Cote d'lvoire cover 1975-87; for Morocco, 1985-89;
for Venezuela, 1983-88.

a. Data for Morocco are ratios of the average deviation of the productivity of foreign firms from hest practice to average deviatioii of the productivity of
domestic firms. A value of less than 1 indicates less deviation from best practice among foreign firms. Data for Venezuela are coefficients on the participation
of foreign equity in a production function specification. A positive coefficient indicates that foreign equity raises productivity.

b. For Morocco the first number in each cell is a ratio of unLweighted means; the numbers in parentheses are weighted bv size of the firm.
Source: Author's calculations.
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wages, export a higher share of output, and exhibit higher labor pro-
ductivity, although the difference in labor productivity is not significant
in the aggregate.3

The pattern is similar for Cte d'Ivoire and Venezuela. Joint ventures
in the two countries tend to export more than their domestic counter-
parts, but only in Venezuela do foreign firms exhibit higher labor pro-
ductivity and pay higher wages. In both countries, foreign firms have a
much higher propensity to import-their ratios of imports to sales are
almost three times higher than those of domestic plants in the same sec-
tor. Differences in net exports (exports minus imports) are also com-
pared as a share of total sales. The difference in net exports across for-
eign and domestic firms varies significantly in both size and magnitude
across different sectors for C6te d'Ivoire and Venezuela. For all sectors
together, however, there is no difference in net exports generated by for-
eign versus domestic firms in Cote d'Ivoire and a difference of only 6.9
percent in Venezuela. Foreign firms in C6te d'Ivoire also import signifi-
cantly more than their domestic counterparts.

Deviations in total factor productivity-which takes into account the
combined productivity of the firm when all inputs are included-are
calculated from estimates of total factor productivity by Haddad and
Harrison (1993) for Morocco and by Aitken and Harrison (1994) for
Venezuela. Haddad and Harrison compute a firm-specific level of total
factor productivity that is essentially the firm-level residual in a produc-
tion function estimation. They then compute efficiencv at the firm level
relative to the most efficient firm in each sector. Given N firms, there
will be N estimated productivity measures within each sector j, given by
di .. ii Relative efficiency for firm i is given by z,, where

(7.2) a, = max(aid)

z, =ai -aj.

i = 1, 2, . . ., N for each sectorj.

A large negative value for z indicates that firm i is very inefficient rel-
ative to the most efficient firm in sector j. A ratio of less than unity in
table 7.3 indicates that foreign firms are relatively more productive than
their domestic counterparts, since the deviation z,, from the best-practice
firm is low. Both weighted and unweighted means for the deviations
show that, on average, foreign firms in Morocco have achieved a higher
level of productivity than domestic firms.

Aitken and Harrison (1994) also compare the level of total factor pro-
ductivity across foreign and domestic firms in Venezuela, but the
approach is slightly different. They estimate a Cobb-Douglas production
function in levels for each sector: output is expressed as a function of
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materials, skilled labor, unskilled labor, dummy variables for each year,
and foreign ownership. The coefficient on foreign ownership can be
interpreted as the percentage difference in productivity between foreign
and domestic firms. In Venezuela, as in Morocco, plants with foreign
equity participation consistently exhibit higher levels of total factor pro-
ductivity. These results suggest that firms with foreign equity participa-
tion exhibit some sort of technological superiority in these countries.
They also suggest that a complete explanation of sectoral productivity
must begin with a framework flexible enough to recognize heterogeneity
among producers. (See chapter 3 of this volume for studies of this type.)

Do foreign firms also dominate the growth of productivity? Although
firms with foreign equity exhibit faster growth of total factor productiv-
ity than domestic firms in Venezuela, the reverse is found in Morocco,
and the difference is insignificant for firms in Cote d'lvoire. This result
is not particularly surprising. Although foreign firms are expected to
exhibit higher levels of productivity, their rate of growth of productivity
is expected to be lower than that of domestic firms that are catching up
to the higher levels of productivity of their foreign counterparts.

Testing for Spillovers of Technology from
Foreign Investment

The comparisons presented so far suggest that in Morocco and
Venezuela firms with foreign ownership exhibit a technological edge.
This section examines whether any of this technological advantage spills
over to domestic firms. If the knowledge or new technology embodied in
foreign firms or joint ventures is transmitted to domestic firms, then the
productivity of domestic plants (measured in levels or growth rates)
should be higher in sectors with a large foreign presence. We first turn to
an examination of the relationship between spillovers of technology and
the level of domestic productivity using Moroccan data. We then exam-
ine the impact, using both the Moroccan and Venezuelan data, of foreign
investment on the growth rate of domestic productivity.

Spillovers and the Level of Productivity

Haddad and Harrison (1993) examine the impact of direct foreign
investment on dispersion in the level of productivity for Morocco. The
findings on spillover effects-the extent to which the presence of direct
foreign investment increases the rate of productivity growth, after
accounting for other factors-show some evidence that direct foreign
investment moves domestic plants toward greater efficiency in Morocco.
In Venezuela, plants in sectors with heavy direct foreign investment
appear to do better. However, when industry effects are included, direct
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foreign investment no longer appears to generate positive spillovers; if
anything, the effect is negative. Essentially, this means that short-run
temporal variation in direct foreign investment does not improve the
productivity of domestic plants, possibly because multinational corpora-
tions take market share from domestic plants, thereby reducing their
capacity utilization.

Haddad and Harrison use a modified version of the z. term defined in
equation 7.2. Normalizing the productivity terms so that they can be
compared across different sectors requires one more step. Given N firms,
there will be N estimated productivity terms within each sector j, given
by a,,., al,' Thus, u11 , the deviation of firm-level productivity from
the best-practice level for the sector, can be defined as follows:

(7.3) di = max(djjd

Ujj = (dil - add / a,

i = 1, 2, ... , N for each sector j, where all ui1 < 0.

The dispersion of productivity across firms in sector i can then be
examined, using the following equation, which controls for size of the
firm:

(7.4) u,. = f(DFI-Firmij, DFI-Sector,, SIZE,1 ).

DFI-Firm is the share of foreign assets in each firm's total assets, DFI-
Sector is the share of foreign firms (as measured by firm-level assets) in
the sector, and SIZE is a measure of the size of the firm, proxied by the
ratio of firm-level sales to total sales for the largest firm in each sector.

The results show a positive and statistically significant coefficient on
the share of each firm's assets that are foreign owned (see table 7.4),
which is consistent with the results showing less deviation from levels of
best-practice productivity in plants with foreign equity participation
(table 7.3). The positive and significant coefficient on size also suggests
that larger firms are more likely to achieve higher levels of productivity
than smaller firms. The positive and significant coefficient on sectoral
foreign investment-a measure of the impact of foreign presence on the
deviation of productivity from best-practice levels-suggests a smaller
deviation in sectors with more foreign investment. The coefficient of
0.17 on sectoral direct foreign investment (DFI-Sector) indicates that an
increase by one standard deviation in foreign share would bring a firm 4
percent closer to best practices.

Market structure and trade policy variables are introduced to test the
sensitivity of these results (column 3 in table 7.4). The Herfindahl index
is included to capture the effects of industry-level concentration, and
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Table 7.4 Impact of Foreigni Owvnership on7 Firm-Level Productivity
in Morocco

Domestically owned firmis

With market
Without market structuire and trade

Variable All firms structure variables policvy variables

Intercept -0.441 (0.004) -0.444 (0.004) -0.29. (0.023)
DFI-Firmz 0.0)30 (0.008) n.a. n.a.
DFI-Sector 0.170 (0.019) 0.174 (0.022) 0.109 (0.023)
Size of firm 0.002 (0.00001) 0.002 (0.0001) 0.002 (0.0001)
Tariffs (Tar) n.a. n.a. -0.092 (0.043)
Nontariff

barriers (NTB) n.a. n.a. -0.008 (0.001)
Tar NTB n.a. n.a. 0.009 (0.001)
Herfindahl index n.a. n.a. 0.116 (0.021)
Number of firms 3,933 3,105 3,105
R' 0.16 0.12 0.19

n.a. Not applicable.
Note: Numbers in parentheses are standard errors. The dependent variable is the devi-

ation of firm-level productivity from sector-level best practices. Data cover 1985-89.
Souirce: Haddad and Harrison 1993. table 4. Reprinted with kind permission of Elsevier

Science-NL, Amsterdam.

average tariffs and coverage of quantitative import restrictions by sector
for 1984-87 are included to capture differences in protection across
industries. When these variables are included, the coefficient on foreign
share drops slightly but remains positive and statistically significant. The
negative coefficients on tariffs and nontariff barriers suggest that greater
protection is associated with a movement of plants away from best
practices. An interaction term for trade policy variables is also included
to allow for the possibility that the impact of any one trade policy instru-
ment is mitigated if used in conjunction with another.

Extending to Venezuela the approach taken for Morocco provides a
means of examining the robustness of the finding on spillovers in the
level of productivity. Aitken and Harrison (1994) examine Venezuelan
data for a panel of firms, employing a production function that is slightly
different than the Moroccan one because the data are richer. Data for
Venezuela include information on material inputs (M) and skill cate-
gories of workers (SKL and UNSKL).

( 7.5) Y,,t = A j,tF(SKL,/,t UNShKL,,t M,MtK,Kt)

where Y is total production and A is level of productivity, which is
assumed to vary across firms in each sector j over time t. The log-level
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specification is derived by assuming a Cobb-Douglas production func-
tion, yielding

(7.6) logY,,t = logAq,j + a1logSKL,1, + a2logUNSKLi,t

+ a4 logMig, + a5logK11i

In contrast to the analysis for Morocco, the analysis for Venezuela
examines only the impact of foreign investment on domestic firms,
excluding from the sample all firms with some foreign ownership. The
analysis imposes a common production technology across sectors (up to
the intercept), rather than estimating coefficients on factor stock indus-
try by industry.

To decompose productivity into several components, Aitken and
Harrison assume that

(7.7) logAfit = Constant + b DFI-Sector,g + cC, + dD, + ei,

where C, and Dt are dummy variables for sector and time. Combining
equations 7.6 and 7.7 yields the estimating equation

(7.8) logY,.1t = Constant + b DlI-Sector,1 + cC, + dD, + a,logSKLj,t

+ a2 IogUNSKL,,t+ a4 logM11 , + a5logKiit + ea'

Some versions of this model omit the Cj dummy variable for sectors.
When included, these dummies take out all time-invariant, industry-
specific productivity effects. Any residual correlation between direct for-
eign investment and productivity is therefore due to industry-specific
temporal fluctuations.

The estimations that omit industry-specific effects essentially replicate
earlier tests of the spillover hypothesis (Globerman 1979; Blomstrom
and Persson 1983). Because of data limitations, these studies estimate the
impact of foreign investment using cross-sectional data, relying on dif-
ferences across sectors to identify the effects of foreign investment. With-
out corrections for industry effects, the results for Venezuela yield plau-
sible coefficients on all inputs, all of which are positive and statistically
significant (see table 7.5). The coefficient on the share of foreign owner-
ship in the sector (DFI-Sector) is also positive and significant, with a
point estimate of 0.061 that is in the same range as results obtained in
earlier work. That estimate suggests that if the share of labor employed
by foreign-owned firms rises from 0 to 10 percent of the manufacturing
sector, output increases 0.6 percent. Since the estimation controls for
increases in inputs, this 0.6 percent increase is a pure gain in total factor
productivity.
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Table 7.5 Impact of Sectoral Foreign Investment on the Productivity
of Domestic Firms in Venezuela

With industry dummy variable

Without industry At two-digit At four-digit
Variable dummny variables level level

Material (M) 0.569 (0.002) 0.573 (0.002) 0.585 (0.002)
Capital (K) 0.084 (0.001) 0.076 (0.002) 0.060 (0.002)
Unskilled labor (UNSKL) 0.296 (0.003) 0.293 (0.003) 0.293 (0.003)
Skilled labor (SKL) 0.110 (0.002) 0.114 (0.003) 0.108 (0.003)
Foreign presence

in sector (DFI-Sector) 0.061 (0.032) -0.028 (0.031) -0.223 (0.059)

Note: Numbers in parentheses are standard errors. The dependent variable is the log
output produced by domestically owned firms, which are defined as firms that have no for-
eign ownership over the entire sample period. All regressions include annual time dummy
variables. Data cover 35,514 observations during 1983-88.

Source: Aitken and Harrison 1994.

But if foreign firms tend to locate in the more productive sectors, esti-
mates of the impact of foreign share are biased upward. One way to cor-
rect for this is to introduce sector dummy variables that control for dif-
ferences in productivity across industries that are due to unobserved
factors, using the variation over time within industries to identify the
impact of foreign investment. When the model is estimated with dummy
variables for industries at the two-digit level, the coefficient on direct for-
eign investment switches from positive to negative and becomes statisti-
cally insignificant. This change suggests that the positive and statistically
significant impact of foreign investment that is obtained when using
cross-industry data is not robust: it is impossible to distinguish the pos-
sibility that foreign investment has positive spillovers on productivity in
domestic firms from the possibility that foreign firms simply locate in
productive industries.

Including dummy variables at the two-digit industry level may not
entirely remove the type of bias discussed above, because foreign invest-
ment may be attracted to the most productive subsectors within an
industry. To test for this possible bias, Aitken and Harrison (1994) esti-
mate the equation again with industry dummies at the four-digit level.4

The impact is dramatic. The coefficient on direct foreign investment
becomes even more negative (from -0.028 to -0.22) and is significant at
the 1 percent level. The coefficient of -0.22 suggests that an increase in
the share of foreign investment from 0 to 10 percent of manufacturing
would be accompanied by a decline in total factor productivity of 2.2
percent. This negative spillover is consistent with several alternative
models of foreign entry. Aitken and Harrison (1994) present a model in
which foreign entry reduces the demand for domestically owned pro-
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duction, driving up the average costs of domestic firms. Another possi-
bility is that foreign firms draw away the best workers or locate in areas
with the best infrastructure, restricting access to domestic competitors
and thereby reducing their productivity. Another plausible explanation
is that productive industries are also profitable industries, so that foreign
direct investment simply fulfills an equilibrating role in the world econ-
omy. The demand-side interpretation is appealing, because correlations
based on temporal variation in the data are likely to reflect movement
along short-run cost curves, while cross-sectional correlations come
closer to long-run effects.5

The finding of negative spillovers contrasts with earlier findings in the
literature and calls into question the existence of a positive transfer of
technology through foreign entry, at least in the Venezuelan case. For-
eign investment could also be associated with declining productivity in
the aggregate, while still conveying substantial benefits to nearby plants.
To examine the impact of locating in an area with a high share of for-
eign investment, Aitken and Harrison depart from previous research by
allowing foreign share to vary across both industries (l) and regions (s).
The productivity term A can now be specified as:

(7.9) logA(s)i, = Constant + b1DFI-Sector,, + b2DFI-Local(s)l,

+ L(s), - cCl. + dD +eit

where the location-specific productivity term L(s), varies across regions
and over time, but not across industries. If L(s), is positively correlated
with foreign share, the coefficient on DFI-Local overestimates the
impact of location-specific foreign investment on productivity. For
example, if foreign firms are more attracted to regions that benefit from
agglomeration economies, analysis shows a correlation between domes-
tic productivity and foreign share in a particular location even in the
absence of spillovers.

Variations in productivity due to agglomeration economies or other
region-specific effects are captured by the log of the real wage for skilled
labor (logWage,,) and region-specific price of electricity (logElecp<,).
Rauch (1991) provides empirical evidence for the United States that vari-
ation in the accumulation of human capital across cities is reflected in
higher wages for individuals. Energy prices are included here, because
the government of Venezuela explicitly encourages firms to locate in
some regions by offering special energy subsidies in those regions.

These variables are included as proxies for L(s),, which cannot be
observed. Because foreign investment in any one four-digit industry is
unlikely to affect significantly the skilled wage for all industries in the
region, the skilled wage is independent of the DFI-Local variable. Com-
bining equations 7.9 and 7.6 yields
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(7.10) logY,, =Constant + a,logSKL,, + a2 logUNSKL,,,

+ a4logM,,t + ajIogK,,t + b1DFI-Sector,, + b,DFI-Locals,t

+ b3logWage,t + b4logElecp,, + cC, + dDt + e,,.

Foreign share, electricity prices, and the wage for skilled labor are cal-
culated at the district level. Venezuela's twenty-three regions together
contain 220 districts covering an average of 1,600 square miles. If skilled
wages and electricity prices can capture only imperfectly regional
agglomeration economies that are fixed over time, estimates for coeffi-
cients on foreign investment at the local level could still be inconsistent.
Consequently, equation 7.10 is estimated using a within transformation
of the data at the regional level, computed by subtracting from each vari-
able its region-sector mean over time.

The results show that direct foreign investment at the sectoral level
continues to have a negative and statistically significant impact on the
productivity of domestic plants for both classes of plants (see table 7.6).
This negative impact is consistent across subsectors. At the local level,
however, there is some evidence of positive spillovers in sectors such as
wood products and pottery and glass. Across all sectors, DFI-Local has
essentially no impact on plant-level productivity.

Alternative specifications that allow for dynamic effects (by including
lags of direct foreign investment) or that employ dummy variables as an
alternative definition of foreign presence yield similar results. Sectoral for-
eign investment has a negative and significant impact on productivity. At
the local level, foreign investment generally has no positive spillover on
domestic firms. Nevertheless, we must be cautious in interpreting these

Table 7.6 Combined Regressions of Sectoral anid Regional Foreign
Share for Venezuela: Within Estimates

Sector Sectoral foreign share Regional foreigni share

Food products -0.395 (0.096) 0.062 (0.077)
Textiles and clothing -0.032 (0.320) -0.196 (0.163)
Wood products -1.511 (0.687) 0.637 (0.220)
Paper and publishing 0.179 (0.448) 0.007 (0.100)
Pottery and glass -0.158 (0.198) 0.485 (0.167)
Basic metals 0.283 (0.236) 0.056 (0.187)
Machines and equipment -0.132 (0.110) -0.052 (0.087)
All industries -(0.217 (0.062) -0.014 (0.047)

Note: The dependent variable is the log output produced by domestically owned firms,
defined as firms that have no foreign ownership over the entire sample period. All regres-
sions include annual time dummv variables, the overall skilled wage in the region, and price
of electricity. Numbers in parentheses are standard errors. Dara cover 34,236 observations
during 1983-88.

Source: Aitken and Harrison 1994.



Table 7.7 Impact of Foreign Investment on Productivity Growth in Morocco, by Level of Protection

Tariffs Quotas Reduction in quotas

Variable All firms Low High Low High Low High

d log L 0.770 0.752 0.767 0.725 0.779 0.778 0.762
(0.009) (0.025) (0.016) (0.023) (0.016) (0.012) (0.013)

d log K 0.088 0.077 0.070 0.061 0.076 0.081 0.100
(0.011) (0.035) (0.019) (0.025) (0.022) (0.014) (0.018)

00 DFI-Firm -0.020 -0.011 -0.039 0.022 -0.073 -0.025 -0.011
(0.023) (0.054) (0.041) (0.044) (0.048) (0.028) (0.040)

DFI-Sector -0.039 -0.005 -0.139 -(.191 -0.012 -0.035 -0.083
(0.061) (0.134) (0.127) (0.135) (0.128) (0.077) (0.100)

R2 )0.42 0.38 0.39 0.33 0.41 0.42 0.40

Number of observations 11,772 1,585 4,212 2,154 3,643 6,402 5,370

Note: The dependent variable is the change in log value added. All equations include time dummies and sector dummies at the two-digit level. Numbers in
parentheses are standard errors. Data cover 1985-89.

Source: H-addad and Harrison 1993, table 7. Reprinted with kind permission of Elsevier Science-NL, Amsterdam.
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findings. The results suggest that short-run temporal variation in direct
foreign investment does not positively influence the productivity of
domestic plants, possibly because multinational corporations take market
share from domestic plants, thereby reducing their capacity utilization.
The only exceptions are domestic firms that are foreign owned at some
time during the sample period. For these firms, the positive impact of for-
eign presence can be large and significant, depending on the specification.

Spillovers and Productivity Growth

An alternative way to study temporal fluctuations is to convert the data
on level of productivity to rate of productivity growth. Haddad and
Harrison (1993) do this for the panel of Moroccan data, beginning with
a production function, with value added Y as a function of two inputs,
capital and labor:

(7.11) yi*i = AitF(L,,t,Ki)d

The level of productivity is given by Ai,,, which is assumed to vary across
firms within each sector j and across time t. Totally differentiating this
equation and assuming that each factor is paid the value of its marginal
product yields the following equation (in logs):

(7.12) dlogY,1 t = (dA / A1 t) + a1dlogL,,, + a,dlogKit

where dA / A is growth in productivity. The coefficients on growth in
labor and capital are simply their shares in value added. To test the
hypothesis that growth in productivity is affected by the share of foreign
investment, productivity growth is decomposed into the following com-
ponents:

(7.13) dA S Ai,t = aDFI-Firm,t + bDFI-Sector1 t + cC. + dDt.

Productivity growth varies across sectors j and time t and as a function
of the level of foreign investment in both firms and sectors. The coeffi-
cient on DFI-Sector measures positive spillover. Combining equations
7.12 and 7.13 yields

(7.14) dlogY,,t = aDFI-Firm,,t + bDFI-Sector1 t + cC, + dDt

+ a dlogL,,t + akdlogK,1 t.

At the firm level, the impact of foreign investment is negative but
statistically insignificant, indicating that growth in productivity is lower
among foreign firms than among domestically owned firms, although the
difference is not significant (see table 7.7). If domestic firms exhibit
higher growth of productivity than foreign-owned firms, could this
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catch-up be due to spillovers from foreign investment? The sign on DF1-
Sector is negative, but insignificant, providing no evidence for positive
spillovers from direct foreign investment.6

The lack of evidence on positive spillovers from foreign investment
could be due to distortions in the trade policy regime. If foreign firms are
attracted to highly protected domestic markets, the results presented in
column I of table 7.7 could suffer from bias caused by omitted variables
so that the coefficient on foreign investment is underestimated if pro-
tected sectors exhibit low productivity growth.

To examine the impact of protection on potential spillovers from for-
eign investment, the sample is split into low- and high-protection groups,
using three measures of protection. The first measure of protection is the
average tariff level by three-digit sector for the three years for which it is
available (1984, 1987, and 1988). The second measure is the share of
production subject to quantitative restrictions. The third is the change in
quota coverage between 1984 and 1988. The coefficient on DFI-Sector
is insignificant and negative, once again suggesting that positive
spillovers of technology are absent in the short run. The coefficient on
DFI-Firm is significantly negative only in the protected sectors, suggest-
ing that foreign firms exhibit lower productivity growth relative to
domestic firms only in protected sectors.

Trade Reform, Productivity, and Ownership
in C6te d'Ivoire

The preceding section found little evidence that technology spills over
from foreign to domestic firms in Morocco or Venezuela, although the
participation of foreign equity conveys clear benefits to joint ventures in
the form of higher productivity. These results suggest that whatever gains
in technology occur through foreign investment are captured entirely by
joint ventures. Another potential gain is that the participation of foreign
equity may ease the transition to a more open economy. Firms with for-
eign equity may be better prepared, through easier access to information
and outside capital, to make the transition under trade liberalization. This
section tests that possibility using data for Cote d'lvoire in an estimating
equation that extends the approach taken by Hall (1988) and Domowitz,
Hubbard, and Petersen (1988), as described by Harrison (1994).

A modified production function for firm i in sector I at time t is given
by

(7.15) (dy - de),,, = B-- + B,1 [dx - (a, + a,,)de] ,, +

B2, (D[dx - (a, + a.2)del)i} +

B3j D + B4, dk&,t + (dfi, / fii)+ u;t '
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Lower-case variables y, 1, in, and e are equal to ln(Y / K), ln(L / K),
ln(M / K), and ln(E / K); Y, L, M, E, and K are firm-specific output,
labor, material inputs, energy consumption, and capital stock. The
extent to which the coefficient B1 exceeds unity is a measure of market
power, while 1 - B4 measures returns to scale. The term dfi§ / f, is a firm-
specific effect in the growth rate.

A dummy variable D is included in equation 7.15 to account for
changes in behavior and productivity during the trade reforms of
1985-87. If productivity increases during the reform, coefficient B3

should be positive, while if trade reform increases the competitive behav-
ior of firms, coefficient B2 should be negative, reflecting the fall in
markups when firms are exposed to international competition.

Three different measures of changes in trade policy are used: a simple
before-and-after comparison (using the dummy variable D), import pen-
etration, and tariffs. The sample is split into foreign, public sector, and
private firms. When openness is measured using the before-and-after
comparison, coefficient B3 is positive and significant only for foreign
firms, signifying that productivity in foreign firms reacts more positively
to liberalization (see table 7.8). Results using import penetration and tar-
iffs are generally insignificant.

The markups of foreign and domestic firms respond differently to
changes in tariffs, but not much differently to greater import penetration.
In markups, foreign firms do not gain as much from higher tariffs as do
domestic public and private firms and gain only slightly more from
greater import penetration. Overall, the results suggest that increased
openness does not greatly affect the markup behavior of foreign firms,
but it does encourage foreign firms to increase productivity more than
other firms.

Conclusions

According to Helleiner (1989), the neoclassical approach to foreign
investment stresses the possible benefits generated through favorable
externalities, particularly through technological diffusion and training.
Yet, as Helleiner points out, "Research upon the less direct provision of
extra inputs to the host country-through training, the local diffusion of
knowledge, and technology, etc.-has been fairly limited and anecdotal"
(p. 1455). Other approaches to the analysis of foreign investment stress
its presence in oligopolistic and protected markets, where multinational
corporations can exploit their firm-specific assets. Until now, opportuni-
ties to test these theories have been extremely limited, primarily because
of the paucity of disaggregate data. The empirical results presented here
are a first step to research some of these issues with micro data.



Table 7.8 Comparison of Production Function Estimates across Public, Private, and Foreign Firms in C6te d'Ivoire

Indicator Market power (B,) Markup (B,) Productivity (B3) Returns to scale (B4)

Before-and-after comparisons
Public 1.124 (0.108) 0.012 (0.202) -0.049 (0.037) 0.933 (0.083)
Private 0.911 (0.055) 0.012 (0.074) -0.020 (0.025) 0.840 (0.039)
Foreign 0.944 (0.024) 0.019 (0.031) 0.029 (0.011) 0.872 (0.017)

Import penetration
oo Public 1.584 (0.180) -0.815 (0.258) 0.002 (0.065) 1.044 (0.083)

Private 1.011 (0.077) -0.209 (0.150) 0.074 (0.054) 0.868 (0.040)
Foreign 1.095 (0.036) -0.226 (0.057) 0.004 (0.023) 0.894 (0.017)

Tariff
Public 0.908 (0.140) 0.254 (0.108) 0.047 (0.027) 1.022 (0.088)
Private 0.549 (0.142) 0.631 (0.220) -0.044 (0.045) 0.867 (0.039)
Foreign 0.993 (0.033) -0.019 (0.037) -0.019 (0.015) 0.898 (0.017)

Note: Numbers in parentheses are standard errors. Data cover 1975-87.
Source: Author's calculations.
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For two out of the three countries studied, the evidence suggests that
foreign investment tends to locate in more protected and less concen-
trated sectors. Yet more research on the direction of causation is war-
ranted. All three case studies show a positive relationship between for-
eign ownership and exports and between import propensities and real
wages. Firms with foreign ownership exhibit higher levels of total factor
productivity, although the evidence on differences in growth of produc-
tivity is mixed. In addition, evidence for C6te d'Ivoire suggests that for-
eign firms are more likely than domestic firms to improve productivity in
response to trade liberalization. Despite this superior performance, there
is almost no evidence for Morocco or Venezuela of positive short-run
spillovers of technology from foreign to domestic firms. Nevertheless,
these findings must be interpreted with caution. The results emphasize
year-to-year variations in the data, suggesting that short-run temporal
variations in direct foreign investment negatively affect the productivity
of domestic plants, possibly because multinational corporations take
market share from domestic plants and lead to reduced capacity utiliza-
tion. However, long-run positive spillovers may occur, particularly if the
cross-sectional positive correlation between foreign investment and pro-
ductivity of domestic plants is interpreted as indicating long-run effects.

Research needs to build on these results by examining the conditions
under which inflows of foreign investment encourage technological
change. Anecdotal evidence for Taiwan (China), for example, suggests
that foreign firms play a positive role in transmitting new technology to
domestic firms. Several factors could account for such transfers in Tai-
wan, including a policy environment that creates specific incentives for
diffusion of technology and a better educated work force, greater open-
ness to trade, more productive and newer foreign investment, or a
smaller technological gap between domestic and foreign firms.

Notes

This chapter was prepared partly under World Bank RPO 678-29, "Technology
Spillovers, Agglomeration, and Direct Foreign Investment." This chapter draws
extensively on research results presented in Aitken and Harrison 1994 and Had-
dad and Harrison 1993.

1. For Venezuela, sample weights permit aggregating plant-level data up to
industry-level totals even for those (smaller) plants where a complete census is
not possible. Consequently, the share of direct foreign investment is not likely to
be subject to the same bias in measurement.

2. Haddad and Harrison (1993) examine alternative definitions of foreign
ownership for Morocco and find similar results for comparative performance
across majority- and minority-owned joint ventures.

3. The results for means weighted by size of firm (shown in parentheses in
table 7.3) reveal a slightly different story for Morocco. Foreign firms as a group
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do not exhibit higher levels of labor productivity or a greater outward orienta-
tion in most sectors, although they still exhibit higher levels of total factor
productivity and continue to pay higher wages than domestic firms.

4. The equation is also estimated using a within transformation of the data at
the firm level, which transforms all variables by subtracting out the firm-specific
mean over time. Because the results are not affected by the transformation, the
within estimates are not reported here.

5. It should be noted, however, that negative spillovers (at the national level)
are picked up even when the data are transformed to four-year changes. These
results are not reported here.

6. Alternative specifications (reported in Haddad and Harrison 1993) that
omit time or sector dummies and estimate the equation only for domestic firms
yield the same results.
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Markups and Producer
Turnover: Case Studies of

Five Countries



A Preview of the Country Studies

Mark J. Roberts and James R. Tybout

In the development literature, issues of market structure are typically
analyzed using industrywide profitability proxies like price-cost mar-
gins and industrywide entry barrier proxies like the Herfindahl index.

(Lee 1991 provides a survey.) In that tradition, the country studies in this
volume attempt to link market structures with macroeconomic condi-
tions and trade flows using data aggregated to the industry level. But
this is not the main contribution of the country studies. Because they are
based on plant-level panel data, they provide several types of informa-
tion on market structure in developing countries that was not previously
available. Perhaps most important, they report new facts on the
processes of entry, exit, and maturation that characterize developing-
country producers.1 Further, in examining pricing behavior, they control
for time-invariant technological factors and describe within-industry het-
erogeneity. Indeed, a common theme of chapters 9-13 is that producers
within a manufacturing industry are heterogeneous and that working
with aggregate data can mean missing much of what is important.

Aside from these contributions, the country studies serve several other
purposes. One is to provide background information for other chapters
in this volume. Accordingly, in addition to describing the data bases and
discussing policy regimes, each chapter summarizes distributions and
patterns of correlation for a standardized set of variables. Finally, de-
pending on the special circumstances of the country and time period,
most of the authors pursue a special issue in depth. For Chile this issue
is the tracking of plants as they switch sectors in response to the new
incentive structure. For Morocco it is the relation between performance,
product diversity, and market orientation (domestic versus foreign). In
the case of Mexico, relatively detailed information on commercial policy
is available, so the issue is how the dimensions of protection are related
to performance. For Turkey the issue is the contrast between public and

188
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private enterprises. Finally, for Chile and Colombia, cohort analysis is
used to describe patterns of growth and survival.

This overview briefly outlines the common methodologies used in
the country studies, summarizes the major findings, and describes their
implications for industrial performance. The results of similar studies
for industrial countries are also presented to provide a context for the
findings.

Descriptive Overview

Each chapter provides background information on the country's macro-
economic environment and trade policy during the sample period to
sketch in some of the broad economic influences on industries. Each
chapter also describes producers in the manufacturing sector, highlight-
ing their diversity in size, age, geographic region, and industry, and pro-
vides information on differences in trade exposure and performance
among industries, including productivity growth and price-cost margins.

Entry and Exit Analysis

A combination of small markets, scale economies, and institutional
problems in developing countries is often blamed for limiting producer
turnover and contributing to inefficient production and market power.
Evaluating this claim is difficult, however, because there is little concrete
evidence about how much producer turnover actually takes place.

Three of the case studies provide some of this information for devel-
oping countries. For Chile, Colombia, and Morocco, comprehensive data
allow us to study the process by which plants (or firms) enter and exit the
industry. For these countries, the studies quantify rates of entry and exit
by industry and compare the size and share of output of entering and
exiting plants with those of other producers in the same industry. Cross-
sectional correlations of entry and exit rates are also presented.

The entry and exit statistics constructed for each industry follow
those used by Dunne, Roberts, and Samuelson (1988), with plant entry
rates between years t - 1 and t defined as

(8.1a) ER,t = NEt INT, ,

and exit rates as

( 8.1 b) XRjt = NX,t, NT/t- 

where NEt1 is the number of plants that enter industry j between years
t - 1 and t; NT, is the total number of plants in industry j in operation in

It
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year t (this includes plants that enter between years t - 1 and t; and
NXIt-1 is the number of plants that exit industry j between years t - 1 and t.

The denominator in both equations is the total number of plants in
year t - 1. The exit rate is the number of exiting plants as a proportion
of the pool of possible exiting plants, NT(t - 1). The entry rate is the
number of entering plants as a proportion of the number of plants in
operation in period t - 1, rather than as a proportion of the pool of pos-
sible entrants, which cannot be observed. Entry and exit amount to the
appearance and disappearance of plants in the data base, respectively,
rather than the birth and death of plants. Because the data bases are
nearly comprehensive for plants with at least ten workers, entry and exit
statistics describe the crossing of the ten-worker threshold.

To attribute the market share of total output to plants entering (ESH)
or exiting (XSH) the industry between years t - 1 and t, we use

(8.2a) ESHjt = QElt/ QT1 t

and

(8.2b) XSHjt - = QXjt 1 QTit, _ 

where QE,t is the total output of plants that enter industry j between
years t - l and t; QT,, is the total output of all plants in industry f in year
t; and QX1 , l is the total output in year t - 1 of plants that exit indus-
try j between years t - I and t. The market share of entering plants is
accordingly a proportion of output in year t, while that of exiting plants
is measured relative to output in year t - 1.

The average size of entering plants relative to incumbents (ERS) and
the average size of exiting plants relative to remaining plants (XRS) are
defined as

(8.3a) ERSt QE, /E 1( 8.3a) ERSZt =(QT, - QEjt ) l (NTjt - NE it )

(8.3b) XRS t-I = QXIt_l / NX jt-,
(8.b (QT,t_1- QX,t-,)(NTj,>l- NX j-l)

These measures permit comparisons between the average size of enter-
ing plants and incumbents and the average size of exiting and surviving
plants at a particular time. Accordingly, the denominator of ERSJt
includes all plants present in year t except the entrants, and the denomi-
nator of XRS,t 1 includes all plants present in year t - 1 except those that
exit before year t.
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These statistics summarize the magnitude of plant turnover in the
manufacturing sector, but they say nothing about what happens to
plants following entry. To elucidate that performance, the studies of
Chile and Colombia measure the patterns of growth and failure of plants
for successive cohorts of entrants. They summarize these patterns using
the share of manufacturing output held by the cohort, the average size of
surviving members of the cohort (relative to all manufacturers), and the
year-to-year survival rates as the cohort ages.

Findings on Entry and Exit Rates

Several general patterns of entry and exit are evident. First, entry and
exit rates are substantial. In Colombia, (plant) entry rates average 12
percent a year; in Chile, during a major recession, they average 6 percent;
and in Morocco, (firm) entry rates average 13 percent. Despite the pop-
ular perception that entry and the associated competitive pressures are
relatively limited in developing countries, these entry figures exceed the
comparable figures reported for industrial countries.2 For the United
States, Dunne, Roberts, and Samuelson (1988) report an average
industry-level entry rate of 41 and 52 percent over a five-year period. For
Canada, Baldwin and Gorecki (1991) find that 33 percent of the firms in
operation in 1979 were not in operation in 1971 and that annual entry
rates during 1971-84 ranged from a low of less than 2 percent to a high
of 10 percent. For the United Kingdom, Geroski (1991) reports entry
rates averaging almost 7 percent a year for 1974-79.

Second, in each year exit rates are close to entry rates. Exit rates aver-
age 11.1, 10.8, and 6.0 percent a year in Colombia, Chile, and Morocco,
respectively. Similar results have been obtained for the industrial coun-
tries. For example, in the United States average industry-level exit rates
range from 41.7 to 50.0 percent for a five-year interval. Entry and exit
are therefore much more than adjustments in the number of plants as
demand fluctuates. They reflect largely the continual replacement of one
group of producers by another.

A third robust finding is that firms entering and exiting an industry are
smaller than the incumbent producers. In Colombia, the average output
of entering plants is 39 percent the average output of incumbents; in
Chile, it is 26 percent; in Morocco, it is 24 percent. As a result, the high
entry rates translate into modest shares of production. On average,
entrants have market shares of 5, 2, and 3 percent in Colombia, Chile,
and Morocco, respectively. This too is similar to the pattern in industrial
countries. For example, in the United States, entrants average about one-
quarter the size of incumbents.

The studies in this volume and those of industrial countries all find a
positive cross-sectional correlation between industry-level entry and exit
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rates. This indicates that industries tend to differ systematically in their
degree of turnover, probably because of technological factors like scale
economies and sunk entry costs. Accordingly, average gross turnover
rates may provide a good proxy for the exogenous determinants of mar-
ket structure. However, because entry and exit figures covary positively,
net entry figures are a poor indicator of overall turnover in an industry.

A final set of issues concerns what happens to new producers. Do they
tend to fail quickly following entry or to expand and eventually become
substantial producers? How long does the process take? Answers to
these questions indicate whether production and employment tend to be
concentrated in an older group of larger, stable plants or to turn over as
young plants grow and older plants fail.

One robust finding is that the probability of failure declines as pro-
ducers grow older. In Colombia, plants face a 21 percent probability of
failure in their first year, but this declines to 13 percent after three years
and stabilizes thereafter. In Chile the average first-year failure rate is 27
percent, and this declines to 15 percent after three years. Studies that
have followed cohorts of entering plants or firms in industrial countries
report similar declines in failure rates as producers age (Evans 1987a
and 1987b; Dunne, Roberts, and Samuelson 1988, 1989a, and 1989b;
Geroski 1991). Most entrants have very short lives and never become
large producers. Over time, the output of a cohort of entrants tends to
fall, because the loss of output from exiting producers is greater than
the gain in output from survivors that are growing. The notion that
new firms typically grow to become significant producers thus does not
match the patterns found.

Correlates of Industry-Level Turnover

Patterns of plant turnover reflect three distinct processes. One involves
long-run shifts in technology and patterns of demand. As new products
and production techniques are developed, and as demand shifts across
industries, producers enter expanding sectors and exit contracting ones. A
second source of plant turnover is short-run cyclical fluctuations in
demand, which can induce short-run deviations from long-term trends in
gross entry and exit. A third source of turnover is the replacement of less-
efficient producers by more-efficient ones, which can occur even in indus-
tries facing stable levels of demand. This turnover varies across industries
with technology differences, especially those relating to sunk costs and
different production processes. There is virtually no information on how
important each of these sources of turnover is for developing countries.

To summarize the importance of these forces, each study reports
summary regressions predicting industry-level entry and exit rates. The
explanatory variables are dummies for time (DT,) to serve as a proxy for
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changing macroeconomic conditions, the growth in industrial production
(GRQ,,), import penetration (IMP ), and export shares (EXP,) to sum-
marize industry-level demand conditions, and industry dummies (DIj) or
other summary measures of industrial structure, including capital-output
ratios (KQ,,), and Herfindahl indexes (H,,) to capture technology. In each
case, the regressions are a variant on the following specification:

(8.4a) ER,, =f(GRQ,,, IMP,,, EXP,,, KQ,,, H,,, DT,, DI,)

(8.4b) XR,, =f (GRQ,,, IMP,,, EXP,, KQ,,, H,,, DT,, DII)

where subscripts j and t refer, respectively, to industry and time.
The empirical results from these regressions suggest that macroeco-

nomic conditions and differences in technology across industries are the
main determinants of the variation in industry-level entry and exit rates.
Once time and industry effects are controlled for, the remaining vari-
ables, particularly those measuring time-series variations in industrial
structure or imports, have little explanatory power. Variation in the
growth of industry output, which is likely to reflect industry-level fluc-
tuations in demand, is important in several of the countries, with higher
growth being positively correlated with entry and negatively correlated
with exit. The overall patterns of correlation suggest most strongly that
entry and exit rates largely reflect differences in the nature of technology,
presumably the importance of sunk costs, with some role for fluctuations
in demand to affect the rates over time. Using U.S. data, Dunne and
Roberts (1991) also find that once the technology is controlled for using
industry fixed effects, remaining variation in entry and exit rates largely
reflects fluctuations in output over time.

Price-Cost Margins

Traditionially, industry-level data have been used to describe the rela-
tionship between trade exposure and the performance of domestic man-
ufacturing industries. In line with this literature, each country study
examines the correlation between trade exposure and price-cost margins
at the industry level, using import penetration (imports as a share of
domestic sales, defined as domestic production plus imports minus
exports) as the measure of trade exposure. One difficulty with this level
of analysis is that it says nothing about whether the observed effects are
common to all producers in the industry or are concentrated in a subset
of producers. Thus the country studies also examine the correlation
between trade exposure and price-cost margins at the plant level to see if
it varies among different groups of producers.
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Industry-Level Analysis

Several empirical studies have examined the cross-sectional correlation
between industry-level price-cost margins and import competition. 3

Schmalensee (1989) summarizes findings for industrial countries in his
stylized fact 4.6: "The ratio of imports to domestic competition tends to
be negatively correlated with the profitability of domestic sellers, espe-
cially when domestic concentration is high."

The negative association between import penetration and price-cost
margins is not in itself evidence of noncompetitive market structures. For
example, the Hecksher-Ohlin model predicts that trade liberalization
induces this type of correlation if import-competing sectors are capital-
intensive. However, the stronger negative effect of import penetration in
highly concentrated industries is consistent with the argument that
imports are likely to affect average profits if some or all firms in the
industry are earning above normal returns. Whether the excess profits
result from differences in efficiency across plants or from noncompetitive
behavior cannot be identified at this level of aggregation.

The country studies use the industry-level price-cost margin to mea-
sure industry-level performance. The price-cost margin is measured as
the value of output minus expenditures on labor and materials over the
value of output. This is equivalent to economic profits plus payments to
fixed factors (capital) as a proportion of industry-level revenue: PCM =

nt + (r + /JK P Q , where Fl is economic profits of industry " in
year t, r, is the competitive gross rate of return on capital, 6 is the depre-
ciation rate, K,1 is capital stock, and P,,Q,, is industry-level revenue. (For
further discussion on price-cost margins, see Fisher and McGowan 1983;
Schmalensee 1989.) The price-cost margin varies across industries with
variations in capital intensity and in the rate of economic profit.

Since industrial capital stocks change slowly over time, temporal vari-
ations in the margin are likely to reflect mostly fluctuations in output,
while cross-sectional variations are likely to reflect variations in capital
intensity and economic profits. Each country study uses the panel struc-
ture of the data to distinguish these sources of variation.

The basic model examined in the country studies is a variant of that of
Domowitz, Hubbard, and Peterson (1986):

(8.5) PCM.t = f(Hit, IMPjt, Hit IMP,t, KQI,, Dlj, DTl).

The explanatory variables include two measures of industry structure-
the Herfindahl index, Hit, and the import penetration rate, IMP]t-as
well as the industry-level capital-output ratio, KQj,; industry dummy
variables, DI.; and time dummies, DT,. (In the Mexican study, IMPj, was
replaced by 'variables that measure commercial policy more directly-
tariff rates and import license coverage.)
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How the estimated parameters are interpreted depends on the type of
variation used to identify them. Specifically, if industry dummies are
excluded, most of the variation is across industries, and the Herfindahl
index and capital-output ratio pick up variations in technology and the
degree of competition among domestic producers. The procompetitive
effect of imports should show up as a negative correlation between
import penetration and margins. Also, if high-concentration industries
have economic profits, they should be relatively sensitive to competition
from abroad, so the coefficient on an interaction term between import
penetration rates and the Herfindahl index should be negative. Indeed,
these relationships are typically found in both industrial and developing
countries (Schmalensee 1989; Lee 1991). The studies in this volume, not
surprisingly, pick up similar correlations. Studies of four of the five
countries-Chile, Colombia, Mexico, and Morocco-find that proxies
for trade exposure are negatively correlated with margins and that the
effect is largest in highly concentrated industries. Some weak evidence of
import discipline is found for the public sector plants in Turkey.

This version of the model, which does not include industry dummies,
is based on the presumption that capital-output ratios effectively control
for differences in technology and that, conditioned on this variable, a
stable cross-industry empirical relationship exists. If this is not the case,
then observed correlations may reflect unmeasured differences in tech-
nology. For example, relatively efficient industries may be both more
profitable (high margins and high concentration) than others and better
able to compete against potential imports (low import penetration).

With panel data, it is possible to control for persistent effects of tech-
nology and market structure by including dummy variables for industries
in the regression. Then estimated coefficients reflect only temporal vari-
ations in the data. Because import penetration rates (and alternative
measures of commercial policy) change through time, price-cost margin
regressions with industry dummies are better suited to isolating the dis-
ciplining effects of foreign competition.

When industry dummies are included in the margin regressions, evi-
dence of import discipline effects is found in Colombia and Mexico. This
result is consistent with the conjecture that these countries were the least
competitive before trade liberalization and therefore had the most to
gain from import discipline. In both cases, these countries were charac-
terized by inward-looking trade strategies for at least a portion of the
sample years. Chile, in contrast, was already quite open by the time the
sample period began. The results for Mexico are probably the most use-
ful, because data on commercial policy are directlv observable, and
hence the results are less subject to simultaneity bias than those from the
other country studies, which proxy exposure to foreign competition with
rates of import penetration.
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Plant-Level Analysis

Additional evidence on the extent of competition within a given industry
can be generated by studying margins at the plant level. This exercise,
taken from Schmalensee (1985), amounts to asking whether cross-plant
variations are due to industrywide effects or to plant-specific market
shares. Efficient plants should be larger and have higher profits, so a pos-
itive correlation is generally expected between market shares and price-
cost margins, regardless of whether firms have market power (Demsetz
1973). If the degree of market power varies across product groups, in-
dustry dummies pick up this source of difference in plant-level prof-
itability.4 Tests of the null hypothesis that industry dummies are equal
thus amount to tests for the absence of market power.5

The country studies use the following specification:

(8.6) PCMi/t = f(Si,, S3 , KQ4,j, IMP,,, IMP1, Si,t, DI,, DT1)

where PCMj.t is the price-cost margin of plant i in industry j and year t,
S,j, is the share of this plant's output in total domestic production, IMP,,
is the import penetration rate for industry i in year t, and DI and DT,
are dummy variables for industry and time, as before. The interaction
term IMP,t SHt is included to allow for the possibility that the disciplining
effect of import penetration is felt more heavily among large producers.

The importance of industry-level effects differs across countries. In
most cases, industry dummies contribute virtually nothing to the expla-
nation of margins, once market share, capital intensity, and import pen-
etration rates are controlled for. In fact, as detailed in chapter 9, the case
could be made that there is less evidence of market power in these coun-
tries than Schmalensee (1985) finds in his analysis of the United States.

Margins do correlate with market shares: they rise at a diminishing
rate, perhaps partly reflecting the Demsetz effects described above. But
there appears to be more to the story. In every country studied, relatively
high industrywide exposure to foreign competition is associated with
lower cost-price margins, and the effect is concentrated in large plants.
This finding is much more systematic than the industry-level effects dis-
cussed earlier. It suggests the presence of an import discipline effect that
acts on the larger producers.

Conclusions

The combination of small domestic markets and relatively concentrated
domestic industries is often cited as prima facie evidence of substantial
market power among manufacturers in developing countries. However,
the studies in this volume point to two significant sources of competitive
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pressures. First, producer turnover rates in the countries studied match
or exceed those in Canada, the United Kingdom, and the United States.
These results suggest that entry barriers are low and that new producers
provide a continual competitive threat to incumbents. Not only are
young firms common, they are at least as large relative to older plants as
they are in the industrial countries.

Second, imports exert additional competitive pressures. The strongest
evidence of this comes from plant-level margin regressions, which sug-
gest that, for all countries studied, margins among big plants are tem-
pered by exposure to foreign competition. The most compelling case is
that of Mexico, which went from being one of the most inward-looking
countries to being one of the most outward-oriented. The Mexican
results reveal a robust negative association between industry-specific tar-
iffs and quotas, on the one hand, and markups among large plants, on
the other. Competition from imports does not appear to correlate with
the patterns of entry and exit, however, once aggregate demand shocks
have been controlled for.

None of these basic findings could have been identified using industry-
level data, which by construction aggregate out producer heterogeneity.
There are, of course, many other ways in which the acknowledgment of
heterogeneity could change industrial analysis; some of these are pursued
in other chapters of this volume.

Notes

1. Further analysis of entry and exit is provided in chapters 2, 3, and 4.
2. The empirical evidence for a number of industrial countries is summarized

in Geroski 1991, chap. 2; cross-country comparisons are available in Geroski
and Schwalbach 1991.

3. For a recent survey of semi-industrialized countries, see Lee 1991. For a
sampling of studies of industrial countries, see Jacquemin, de Ghellinck, and
Huveneers 1980; Marvel 1980; Pugel 1980; Geroski 1982; and Domowitz, Hub-
bard, and Peterson 1986. Additional references are discussed in Caves 1989.

4. Schmalensee (1985) attempts to assess whether the positive correlation
between industrial concentration and profitability arises from market power in
concentrated industries or from cost heterogeneity, or efficiency differences,
across producers. In the case of cost heterogeneity, the positive correlation arises
because relatively efficient firms earn higher-than-average profits and also
become the major producers in the industry. Schmalensee finds that profitability
varies significantly across industries and positively with firm size. He concludes
that, although both effects are present, the market share effects do not explain a
sizable part of the variability in firm-level profits.

5. Of course, as Schmalensee acknowledges, cross-industry differences in prof-
itability may be due to the short-run effects of sectoral shocks. This problem
should not seriously affect panel studies covering time periods as long as those
used in these studies.
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pressures. First, producer turnover rates in the countries studied match
or exceed those in Canada, the United Kingdom, and the United States.
These results suggest that entry barriers are low and that new producers
provide a continual competitive threat to incumbents. Not only are
young firms common, they are at least as large relative to older plants as
they are in the industrial countries.

Second, imports exert additional competitive pressures. The strongest
evidence of this comes from plant-level margin regressions, which sug-
gest that, for all countries studied, margins among big plants are tem-
pered by exposure to foreign competition. The most compelling case is
that of Mexico, which went from being one of the most inward-looking
countries to being one of the most outward-oriented. The Mexican
results reveal a robust negative association between industry-specific tar-
iffs and quotas, on the one hand, and markups among large plants, on
the other. Competition from imports does not appear to correlate with
the patterns of entry and exit, however, once aggregate demand shocks
have been controlled for.

None of these basic findings could have been identified using industry-
level data, which by construction aggregate out producer heterogeneity.
There are, of course, many other ways in which the acknowledgment of
heterogeneity could change industrial analysis; some of these are pursued
in other chapters of this volume.

Notes

1. Further analysis of entry and exit is provided in chapters 2, 3, and 4.
2. The empirical evidence for a number of industrial countries is summarized

in Geroski 1991, chap. 2; cross-country comparisons are available in Geroski
and Schwalbach 1991.

3. For a recent survey of semi-industrialized countries, see Lee 1991. For a
sampling of studies of industrial countries, see Jacquemin, de Ghellinck, and
Huveneers 1980; Marvel 1980; Pugel 1980; Geroski 1982; and Domowitz, Hub-
bard, and Peterson 1986. Additional references are discussed in Caves 1989.

4. Schmalensee (1985) attempts to assess whether the positive correlation
between industrial concentration and profitability arises from market power in
concentrated industries or from cost heterogeneity, or efficiency differences,
across producers. In the case of cost heterogeneity, the positive correlation arises
because relatively efficient firms earn higher-than-average profits and also
become the major producers in the industry. Schmalensee finds that profitability
varies significantly across industries and positively with firm size. He concludes
that, although both effects are present, the market share effects do not explain a
sizable part of the variability in firm-level profits.

5. Of course, as Schmalensee acknowledges, cross-industrv differences in prof-
itabilitv may be due to the short-run effects of sectoral shocks. This problem
should not seriously affect panel studies covering time periods as long as those
used in these studies.
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Chile, 1979-86: Trade
Liberalization and Its Aftermath

James R. Tybout

T wo aspects distinguish the performance of Chile's industrial sec-
tor during 1979-85 from the industrial performance of the other
countries studied in this volume. First, prior to 1979 Chile had

already adopted a very open trade regime. Second, the sample years
include a period of severe recession and financial crisis and so offer some
evidence on the impact of such shocks to the industrial sector and the
consequences of government rescue attempts.

Several hypotheses concerning the effects of foreign competition are
examined. First, because the sample period immediately followed a dra-
matic trade liberalization, evidence of market power and productive inef-
ficiency among Chilean producers of tradable goods should be slight.
Second, to the extent that a shakedown of the industrial sector was still
unfolding in the early sample years, recent changes in patterns of expo-
sure to international competition should be associated with patterns of
entry and exit. Product lines should be realigning with the country's
comparative advantage, and inefficient plants should be shaping up or
shutting down. These hypotheses are explored by analyzing industry-
specific entry and exit rates during the 1980s and comparing them with
rates in other countries. The competitiveness of the industrial sector is
assessed through an analysis of the factors that influence the degree of
competition, focusing in particular on whether exposure to foreign trade
affects competition. (See chapter 4 for a detailed treatment of manufac-
turing productivity during the sample years.)

Chile's Radical Reforms of the 1970s

As did much of Latin America during the 1960s, Chile pursued a strategy
of inward-oriented development.' The system of incentives-including

200
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tariffs, quotas, exchange rates, and domestic market regulations-favored
manufacturing at the expense of agriculture and import-competing pro-
ducers over exporters (Corbo 1985). This bias intensified under the pop-
ulist-socialist orthodoxy of Salvador Allende's government of 1970-73.
By 1973 average tariff rates exceeded 100 percent, prior deposit require-
ments for importers created heavy additional surcharges, and a complex
system of multiple exchange rates had developed. Chronic fiscal deficits
and the associated inflationary pressure (repressed through price controls)
strained the economy.

The Augusto Pinochet government that took control in 1973 imple-
mented radical changes in policy. Fiscal austerity and price stabilization
programs to settle the macroeconomy were complemented by laissez-
faire microeconomic policies. Public enterprises were sold, prices and
interest rates were decontrolled, and trade protection was dismantled.
The average nominal tariff rate plunged from 105 percent in 1974 to
about 12 percent in 1979 (World Bank 1989).

After an initial period of recessionary shock, industry began to recover
in 1976 (see figure 9.1). Several features of the recovery are noteworthy.
The employment losses that accompanied the 1974-75 recession were

Figure 9.1 Employment and Production in Manufacturing in Chile,
1969-87
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not reversed during the 1976-81 recovery in output; rather, labor pro-
ductivity increased dramatically. The balance of trade in industrial
products worsened considerably during the latter part of the recovery, in
response partly to trade liberalization and partly to the considerable
appreciation of the real exchange rate after 1979.2 A third feature was
the emergence of a handful of powerful conglomerates (grupos), which
consolidated control over financial and industrial enterprises.

By the end of 1982, the Chilean economy was again in serious trou-
ble. The exchange rate had been overvalued for some time, and produc-
ers in the tradable sector were experiencing a protracted profit squeeze.
Large inflows of capital were needed to finance the current account
deficit, yet international credit was evaporating, exacerbating the finan-
cial stress of firms as interest rates soared. The government finally
devalued the peso, but the financial soundness of the economy had
already been undermined, and a major recession followed. Unemploy-
ment reached roughly 30 percent in 1983.

To help the economy regain its footing, the government essentially
took control of major private banks, purchased their nonperforming
loans, and initiated a recapitalization program. Industrial loans were
reprogrammed as long-term debt, with several years of grace granted
before interest payments were to resume at controlled rates. Industrv
recovered quickly, thanks to these financial relief measures coupled with
preferential exchange rates for foreign debt, devaluation, a mild increase
in tariff protection, and a reduction in the corporate income tax rate
from 38 to 10 percent. As the recovery gathered strength, average tariffs
were gradually scaled down from a peak of 36 percent in September
1984 to a modest 15 percent by 1988.

The industrial sector in Chile is now popularly believed to be one of
the most efficient in Latin America. Despite the government's essentially
laissez-faire antitrust policy, it is commonly held that foreign competi-
tion prevents firms from exercising much market power and forces in-
efficient firms to reform or shut down. The grupos are still in evidence,
but they too are considered to be efficient competitors.

Patterns of Entry and Exit

On average during the survey period of 1979-85, Chile had about 4,800
industrial plants with ten or more workers, 85 percent of which had less
than fifty employees (see table 9.1).3 About 60 percent of the plants were
located in the Santiago area. Food industries (industrial classification
311-312) had by far the greatest concentration of plants, followed by
wood products, textiles, apparel, and fabricated metal products. The
number of plants declined dramatically between 1979 and 1983,
rebounding slightly in 1984 and 1985.



CHILE: TRADE LIBERALIZATION AND ITS AFTERMATH 203

Table 9.1 Characteristics of Plants in Chile, 1979-85
(percentage of total for each category unless otherwise specified)

Characteristic 1979 1980 1981 1982 1983 1984 1985

Number of plants 5,814 5,308 4,872 4,484 4,205 4,378 4,333

Type of business
Collective 5.7 5.8 5.7 5.4 5.6 4.5 4.0
Cooperative 0.9 0.6 0.5 0.6 0.6 0.5 0.6
Corporation 17.6 18.4 18.8 19.8 20.3 20.5 20.7
Partnership 40.8 43.3 43.9 44.2 46.6 49.2 49.9
Proprietorship 29.5 27.5 26.7 25.8 23.8 22.4 22.1
Public 0.9 0.9 0.9 1.0 1.0 1.0 1.0
Other 4.6 3.5 3.4 3.2 2.2 1.8 1.7

Number of employees
10-49 83.0 83.4 84.2 86.7 87.1 85.3 84.0
50-99 9.0 8.6 8.1 7.1 6.6 7.5 8.3
100-199 4.1 4.3 4.1 3.4 3.5 4.0 4.4
200 or more 3.9 3.7 3.5 2.8 2.8 3.1 3.3

Region
Antofagasta 1.9 1.9 1.8 1.9 2.0 2.0 2.2
Araucana 2.9 2.5 2.5 2.4 2.4 2.4 2.4
Atacama 0.9 1.0 1.0 0.9 1.0 0.9 1.0
Bio-Bio 8.1 8.1 8.1 8.3 8.3 8.4 8.9
Coquimbo 1.7 1.8 1.9 1.9 1.9 1.7 1.7
lbanies del Campo 0.4 0.4 0.3 0.4 0.4 0.5 0.4
Los Lagos 3.7 3.8 3.8 3.7 3.4 3.5 3.7
Magallanes y Antartica 1.1 1.1 1.1 1.2 1.5 1.5 1.4
Maule 4.4 4.0 3.8 3.8 4.4 4.0 4.1
O'Higgins 3.0 3.2 3.0 3.3 3.4 3.4 3.3
Santiago 61.2 61.3 61.2 60.3 59.5 60.3 59.3
Tarapaca 2.2 2.1 2.1 2.3 2.3 2.2 2.3
Valparaiso 8.6 8.8 9.3 9.5 9.6 9.1 9.3

Industry and ISIC number
312 Food 27.7 28.4 29.2 30.8 32.2 32.0 32.2
313 Beverages 3.6 3.5 3.2 3.4 3.5 3.2 2.9
314 Tobacco 0.1 0.1 0.1 0.1 0.1 0.1 0.1
321 Textiles 8.7 8.4 8.3 7.8 7.8 7.7 7.8
322 Apparel 7.6 7.5 7.1 6.8 6.3 6.7 6.3
323 Leather products 1.5 1.4 1.4 1.3 1.3 1.2 1.2
324 Footwear 3.2 2.9 2.8 2.8 3.0 3.0 3.0
331 Wood products 9.( 8.5 8.3 8.0 8.0 7.7 7.9
332 Furniture 3.6 3.6 3.5 3.2 2.8 2.7 2.7
341 Paper 1.2 1.3 1.2 1.2 1.2 1.4 1.3
342 Printing 4.2 4.3 4.2 4.4 4.2 3.8 3.8
351 Industrial chemicals 1.1 1.1 1.2 1.2 1.2 1.3 1.4
352 Other chemicals 2.9 3.1 3.3 3.3 3.4 3.4 3.4
353 Petroleum refining 0.2 0.2 0.2 0.2 0.2 0.2 0.0
354 Petroleum derivatives 0.1 0.1 0.2 0.2 0.2 0.2 0.4
355 Rubber products 1.1 1.3 1.2 1.2 1.2 1.3 1.3
356 Plastics 2.9 3.1 3.1 3.2 3.4 3.7 3.7
361 Ceramics 0.2 0.2 0.2 0.2 0.3 0.3 0.3
362 Glass 0.6 0.5 0.6 0.5 0.5 0.5 0.5
369 Nonmetallic minerals 2.3 2.6 2.6 2.5 2.5 2.5 2.7
371 Iron and steel 1.1 0.9 0.9 0.8 0.9 0.7 0.7

(Table conztinzues onZ the following page.)
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Table 9.1 (continued)

Characteristic 1979 1980 1981 1982 1983 1984 1985

372 Nonferrous metals 0.6 0.6 0.6 0.6 0.5 0.5 0.6
381 Metal products 7.9 8.4 8.5 8.1 7.7 8.2 8.1
382 Nonelectrical machinery 2.9 2.6 3.0 3.1 3.0 3.0 2.9
383 Electrical machinery 1.5 1.4 1.3 1.3 1.3 1.3 1.3
384 Transport equipment 2.6 2.3 2.3 2.1 2.1 1.9 2.0
385 Professional equipment 0.3 0.1 0.3 0.3 0.1 0.3 0.4
390 Other manufacturing 1.3 1.2 1.3 1.2 1.0 1.1 1.2

Source: Author's calculations based on survey data from the National Institute of Statistics.

Even though more plants were exiting than were entering manufac-
turing, during the prosperous years preceding the 1982 crisis, total fac-
tor productivity was growing at a respectable pace (see table 9.2 and fig-
ure 4.1). This positive association between growth of productivity and
net exit is unusual and may reflect a shakedown that eliminated ineffi-
cient producers. 4 During the recession years of 1982-83 and the nascent
recovery years of 1984-85, both total factor productivity and net entry
became procyclical, as might be expected. But considering the dramatic
swings that occurred in output during the 1980s, measurements of total
factor productivity should not be given undue weight, since much of the
increase may reflect changing rates of capacity utilization.5

Entry Patterns

Entry rates include both new entrants-start-up plants and plants newly
expanded to at least ten employees, bringing them into the data base for
the first time-and switching plants-plants that simply changed prod-
uct line (see the appendix for details). For the manufacturing industry as
a whole, new plants entered at a rate of about 4 percent in a typical year,
with rates spiking in 1983-84 after beginning to rise in 1982-83 (see
table 9.3). Curiously, only the 1983-84 figure looks "normal" when
placed beside comparable statistics for Colombia (see chapter 10) and
the United States (Dunne, Roberts, and Samuelson 1988); rates for all
other years look very low. New plants averaged about one-fourth the
size of incumbent plants, but the relative size of the two groups varied
considerably over time.

Plants that switched industries were, as expected, typically closer in
size to incumbents than were new entrants. But, like new entrants, their
relative size was unstable, falling from three-quarters the size of incum-
bents in 1981 to less than a third in 1982. This volatility apparently
reflects a more rapid decline in output for switching plants than for
incumbents at the onset of the recession. The switches may have been



Table 9.2 Growth in Productivity, Otutput, and Import Penetration in Chile, 1980-81 to 1984-85
(percentages

Productivity grouth (TFP5) Growth in real output (GTGVO5) Growth in import penetration (GIMP)

Industry 1980-SI 1982-83 1984-85 1980-81 1982-83 1984-85 1980-81 1982-83 1984-85

Food 1.5 0.9 0.8 7.0 2.9 7.4 1.6 -6.4 -26.5
Beverages -3.8 -1.5 -0.7 -3.2 -5.9 1.6 -1.3 -25.8 -11.3
Tobacco -11.( -8.3 5.5 -5.3 -14.4 -4.6 -35.8 -36.3 -43.0
Textiles 8.5 -4.9 2.1 0.8 -5.3 8.8 22.1 -16.9 -2.9
Apparel 3.2 -4.6 5.8 7.7 -11.2 16.0 26.9 -26.2 -9.7
Leather products 10.1 -10.2 2.1 14.8 -11.9 3.0 28.4 -67.6 25.4
Footwear 7.2 -8.0 2.6 9.1 -3.5 7.7 57.3 -67.5 -20.5
Wood products -3.1 1.9 8.4 1.1 -8.0 20.4 34.1 -45.8 -10.7
Furniture -4.7 -7.8 -0.5 0.5 -25.9 12.6 41.8 -72.9 -6.6
Paper -15.2 7.8 -0.3 11.7 5.7 3.6 -5.3 -11.3 -6.1

t'Q Printing 4.4 -25.0 -1.9 -9.2 -22.5 -6.8 -0.4 -1().1 9.5
° Industrial chemicals 3.4 3.0 -1.4 -14.5 11.6 14.4 11.7 -0.3 -0.9

Other chemicals 5.9 -6.5 -0.8 7.2 -8.9 2.9 0.0 2.3 0.9
Petroleum refining 8.1 -4.1 -0.2 3.2 -5.7 -2.9 44.1 13.9 -39.3
Petroleum derivatives 0.7 -15.9 11.2 27.5 -18.3 82.7 -15.4 -58.5 -26.4
Rubber products -().5 0.2 2.8 -1.0 -8.4 14.0 19.9 1.0 -2.5
Plastics 4.2 -12.4 7.8 13.7 -21.5 14.6 22.4 -5.9 -14.0
Ceramics 21.1 -23.1 -0.3 -9.2 -21.1 -9.6 74.1 -59.3 -18.0
Glass 3.6 -2.5 10.6 3.7 -10.5 17.8 15.0 -14.0 3.0
Nonmetallic minerals 11.6 -21.9 3.3 14.7 -22.6 6.3 -1.3 -5.3 -0.1
Iron and steel 9.1 -14.9 1.4 -32.3 -22.1 -0.2 13.1 -19.1 23.7
Nonferrous metals 3.1 1.3 -3.5 12.5 12.5 -4.0 -10.8 -31.2 6.0
Metal products 4.7 -8.2 -1.2 5.8 -11.2 5.3 16.3 -0.6 5.3
Nonelectrical machinery 3.8 -3.5 4.0 25.1 -31.3 17.2 -0.6 -5.0 10.1
Electrical machinery 21.5 -26.9 1 1.9 -22.2 -36.0 15.3 8.4 -1.0 0.9
Transport equipment 9.4 -12.9 2.7 23.4 -54.8 22.5 9.0 -5.9 -1.4
Professional equipment 2.0 -5.8 -2.0 23.5 -15.8 -14.8 -0.9 -1.5 2.2
Other manufacturing -7.0 16.9 -24.3 5.5 -25.6 3.1 6.2 -2.8 -4.1

Average 3.6 -7.0 1.7 5.6 -13.9 10.1 16.2 -2.0 -5.6

Sonrce: Author's calculations based on survey data from the National Institute of Statistics.



Table 9.3 Aggregate Entry and Exit in the Manufacturing Sector in Chile, 1979-85
(percentages)

Entry or exit statistic 1979-80 1980-81 1981-82 1982-83 1983-84 1984-85

Entry rates (ER)
All entrants 9.5 7.1 7.5 9.6 15.0 6.0
New entrants 4.0 4.1 4.3 6.7 13.2 4.3
Switching plants 5.5 3.0 3.2 2.9 1.7 1.8

Entrants' share of output {ESH1)
All entrants 6.2 4.1 2.3 2.9 3.8 2.5
New entrants 1.2 1.6 1.2 2.1 2.7 1.0
Switching plants 5.0 2.5 1.1 0.7 1.0 1.5

Entrants' relative size (ERS)
All entrants 56.8 51.1 26.6 25.6 23.3 39.1
New entrants 25.9 35.2 23.8 28.0 19.4 22.5
Switching plants 82.6 75.0 32.3 23.2 60.4 82.3

Fxit rates (XR)
All existing plants 18.2 15.3 15.5 15.9 10.8 7.1
Plants disappearing in the next year 12.7 12.3 12.3 13.0 9.1 5.3
Plants switching to another three-digit industry 5.5 3.0 3.2 2.9 1.7 1.8

Exiting plants' share of output (XSII)
All existing plants 9.7 5.6 3.8 3.9 2.3 2.5
Plants disappearing in the next year 4.4 3.5 2.4 3.1 1.4 0.9
Plants switching to another three-digit industry 5.3 2.1 1.4 0.7 1.0 1.6

Exiting plants' relative size (XRS)
All cxisting plants 48.4 32.9 21.4 21.3 19.7 33.9
Plants disappearing in the next year 31.8 25.7 17.2 21.8 13.9 16.7
Plants switching to another three-digit industry 96.4 69.9 43.7 24.0 55.3 89.8

Note: Plant switching is defined at the three-digit level of industrial classification.
Source: Author's calcularions based on survey data from the National Institute of Statistics.
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induced partly by a rapid decline in demand for the products of the
switching plants. The fraction of plants that switched industries declined
almost continuously during the sample period, perhaps reflecting a set-
tling down of entrepreneurs into a stable mix of products following the
reform years.6

Several simple regressions using entry rates decomposed into plants
that switched industries and those that entered as new plants reveal dif-
ferences between the two groups of producers (table 9.4, models 3
and 4).7 Most of the explained variation in entry is due to switching
plants. The sign of the coefficients for new and switching plants is the
same, but the value is generally larger for switching plants. Also, the
downward trend in gross entry rates in 1979-8 1 was essentially a down-
ward trend in switching plants. The rates for new plants were generally
as high during 1981-85 as they were in 1980, higher after controlling for
factors such as growth in output. This confirms the impression given by
aggregate entry rates that plants were settling into a stable product mix
by the mid-1980s. Finally, all the significant industry-level effects are for
switching firms, not new entrants.

Entrants' share of output reflects the interaction of entry rates and rel-
ative size. The high entry rates in 1983 and 1984 more than offset the
drop in average size of entrants, causing the market share of new
entrants to rise above 2 percent in those years. This finding suggests that
new, small firms were an unusually significant part of the driving force
behind Chile's industrial recovery in the mid-1980s.

Exit Patterns

Exit rates were well above entry rates for 1979-82, which explains the
large drop in the total number of plants during this period. Exiting plants
also accounted for a larger share of output than entering plants in those
four years, so the patterns of turnover tended to shrink net output. Net
output shrank not because exiting plants were bigger than entering
plants-in fact they were smaller in all years for which comparisons can
be made-but rather because so many plants exited. That many small
exiting plants were replaced by a few large plants implies that turnover
increased the average scale of production.

The regressions also show that plants exiting one industry to enter
another are less predictable than plants leaving manufacturing entirely.
The rate of plant disappearance is negatively correlated with growth in
output, and the correlation is strong enough for the F-statistic to be sig-
nificant at any reasonable confidence level.8 The switching plants that
exited, however, are completely unpredictable. So although we can pre-
dict which sectors attract switching plants, we cannot predict the sector
from which switching plants will exit.



Table 9.4 Regression Coefficients with Entry Rate and Exit Rate as the Dependent Variable

Entry rate Exit rate

Model 1 Model 2 Model .3 Model 4 Model I Model 2 Model .3 Model 4
Variable (gross) (gross) (new) (switching) (gross) (gross) (dying) (switching)

Indepenident variable
Intercept (0.189 (0.078)( 0.113 (0.02)' 0.012 (0.051) 0.176 (0.064)' 0.256 (0.118)* 0.180 (0.025)* 0.157 (0.055)t 0.099 ((.091)
G'T'G VO 0.149 (0.029)( 0.209 (0.026)' 0.042 (0.019)- 0.106 (0.023)V -0.032 (0.042) -0.030 (0.037) -0.049 (0.019)* 0.017 (0.032)
H -1.036 (0.228)- 0.025 (0.033) -0.057 (0.149) -0.979 (0.186)- -0.768 ()0.376); -0.093 (0.044)- -0.480 (0.174)- -0.288 (0.288)
IMP 0.062 (0.095) 0.086 (0.024)- ().060 (0.062) 0.00)2 (0.078) -0.024 (0.145) 0.004 (0.032) 0.006 (0.067) -0.030 (0.112)
KQRS -0.016 (0.052) 0.001 (0.02) -0.009 (0.034) -0.007 (0.042) -0.051 (0.08) -0.024 (0.026) -0.053 (0.037) 0.001 (0.062)

°° Year dummy variable
198i 0.053 (0.019)( -0.060 (0.021)* -0.023 (0.013) -0.030 (0.016) 0.010 (0.027) 0.0()6 (0.026) 0.007 (0.012) 0.003 (0.021)
1982 ().001 (0.02) 0.012 (0.022) 0.01(J (0.013) -0.009 ((0.016) (0.023 (0.028) 0.1)20 (0.027) 0.017 (0.013) 0.006 (0.021)
1983 -0.032 (0.02) -((.044 (0.021)' 0.017 (0.013) -0.049 (0.016)- -0.048 (0.027) -().055 (0.026) -0.023 (0.013) -0.026 (0.021)
1984 -0.011 (0.02)- -0.019 (0.0)21) (0.074 (0.013)t -0.086 (0.016)* -0.072 (0.027)* -0.071 (0.027)>- -0.059 (0.012)- -0.014 (0.021)
1985 0.074 (0.019)( -0.078 (0.021).: -0.020 (0.012) -0.0(54 (0.016)" - - -

Industry dummy variable
Food 0.0(91 (0.07) - 0.041 (0(.045) -(0.132 (0.0S7)*> -0.120 (0.107) - -0.033 (0.049) -0.087 (0.082)
Beverages -(0,51 (0.074) - 0.038 (0.048) -0.089 (0.061) -0.540 (0.114) - 0.025 (0.053) -0.078 (((.088)
Tobacco 0.901 (0.208)( - 0.143 (0.135) 0.758 (0.170) * 0.521 (0.342) - 0.348 (0.1S8)* 0.173 (0.262)
l'extiles 0.056 ((0.056) - 0.0(22 (0.036) -0.078 (0.046) -0.046 (0.086) - 0.002 (0.04(0) -0.048 (0.066)
Apparel -0.055 (0.066) - (0.031 (0.043) -0.086 (0.054) -0.050 (0.1) - -0.002 (0.046) -0.047 (0.077)
Leather products -0.037 (0.069) - 0.024 (0.0(45) -0.061 (0.056) -0.035 (0.104) - 0.028 (0.0)48) -0.063 (0.080)
Footwear -0.1(27 (0.072) - 0.040 (((.047) -0.067 (0.059) -0.057 (0.108) - 0.004 (().050) -0.061 (0.0(83)
Wood products -0.020 (0.078) - 0.072 (0.051) -0.091 ((0.064) -0.003 (0.124) - 0.071 (0.057) -0.075 (0.095)
Furniture 0.022 (0.072) - 0.053 (0.047) -0.031 (0.059) 0.034 (0.11) - 0.074 (0.051) -0.040 (0.085)
Paper 0.037 (0.075) - 0.043 (0.049) 0.021 (0.061) 0.027 (0.121) - 0.060 (0.056) -0.033 (0.093)



Printng 0.014 (0.069) - 0.026 10.045) -0.012 (0.057) -0.020 (0.108) - 0.032 (0.050) -0.052 (0.083)
Itndtustrtal chemicals -0.060 (0.041) - -0.011 (0.0)27) 0.005 (0.034) -0.035 (0.062) - -0.039 (0.029) 0.004 (0.048)
Other chemicals -0.070 (0.064) - 0.002 (0.042) -0.073 (0.052) -0.117 (0.098) - -0.064 (0.045) -0.053 (0.075)
Petroleurm refining 0.320 (0.113)C - 0.018 (0.074) 0.302 (0.093)' 0.264 (0.178) - 0.088 (0.0)82) 0.176 (0.136)
Petroleunm

derivatives 0.388 (0.092)' - 0.013 (0.060) 0.375 (0.075)%' 0.141 (0.154) - 0.072 (0.071) 0.069 (0.118)
Rubber products 0.097 (0.061) - 0.023 (0.040) 0.074 ((.050) 0.037 (0.096) - 0.032 (0.045) 0.005 (0.074)
Plastics 0.007 (0.0)67) - 0.051 (0.0)43) -0.058 (().()55) -0.066 ((0.102) - -0.024 (0.047) -(0.043 (0.078)
(Ceramics 0.393 (0.092) - 0.065 (0.060) 0.328 (0.075)* 0.237 (0.145) - 0,150 ()0.067' 0.087 )0,.tt)
Glass ().173 (0.081)' - (1.010 (0.053) ().163 (0.066)' (.144 (0.136) - 0.112 (0.063) 0.032 ((0.104)
Nonmetallic

minerals 0.049 (10.082) - 0.067 ((0.053) -0.017 ((0.067) 0.03.3 (0.13) - 0.1(85 (0.060) -0.052 (0.099)
Iron and steel 0.289 (0.081)* - 0.025 (0.053) 0.264 (0.066)V 0.213 (0.128) - 0.077 (0.059) 0.138 (0.098)
Nonferrous metals 0.158 (0.08) - 0.013 (0.052) 0.142 (0.065)' 0.084 (0.124) - 0.001 (0.057) 0.082 (0.095)
Metal products -0.018 (0.057) (1.031 (0.037) -0.049 (0.046) -0.033 (0.087) - -0.009 (0.04(0) -0.024 (0.067)
Nonelectrical

machinery 0.061 (0.041) - -0.004 ((0.027) 0.065 (0.034) 0.046 (0.063) - 0.003 (0.029) 0.043 (0.048)
Flecttscal machinesy 0.020 ((1.041) - 0.008 0.)) 0.028 (.033) 0.012 (0.062) - -0.1)15 (0.029) (1.027 (0.047(
Transport

equipment 0.068 (0.044) - 0.0002 (0.029) 0.068 (0.036) 0.057 (0.065) - 0.034 (0.030) 0.022 (0.050)
Professional

equipmenit 0.074 (0.048) - -0.0(06 (0.031) 0.1)80 (0.039)' 0.1)24 (0.071) - -0.025 (0.033) 0.048 (0.05.5)
Dependent mean 0.1(8 0.11)8 0.(155 0.1)54 (0.136 ().136 0.090 0.047
e.' 0.005 0.006 0.002 0.003 0.0()9 0.(1)(9 (0.002 0.005
R2 0.456 0.326 0.371 0.520 0.128 0.133 0.518 (1.077
F-statistic 4.895 9.958 3.732 6.02- 1.584 3.666 5.261 1.329

- Not available.
Significant at the 5 percent level.

Note: GTCVO is real output growtth, H is the Herfinidahl index of industry concentration), IMP is the import penetratioin rate, and KQR is the industry capital-
output ratio. Numbers in parentheses are stanidard errors.

Source: Author's calculatioiis based on 1979-85 survey data from Chile's National Institute of Statistics.
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Survival Patterns

The chances for survival can be reasonably expected to differ for recent
entrants to the market and for older firms. On the one hand, given the
adjustment costs of retooling a plant, recent entrants may enjoy more
flexibility in reacting to the new rules of the game. On the other hand,
older firms have survived more trials, and a process of natural selection
should have eliminated many of the poor performers among them.

Following a typical pattern, the market share of firms already in
place in 1979 gradually declined over the sample period (see table 9.5;
Roberts, in chapter 10, finds the same pattern for Colombia; Dunne,
Roberts, and Samuelson 1988 find it for the United States). Surprisingly,
however, the pattern does not hold for cohorts that entered during 1983
and 1984.

Plants in both cohorts started small, but the 1983 entrants grew faster
than others, so part of their increase in market share was due to rapid
growth in output. Also, although younger cohorts typically have lower
year-to-year survival rates than older ones (Dunne, Roberts, and Samuel-
son 1988; Evans 1987), plants entering in 1983 and 1984 survived the
first year with unusually high frequency.9 (The 1981 cohort also bad
unusually good survival skills.)

What explains these high rates of survival? One possibility is that the
new economic regime was firmly in place by the I 980s, so entrants
during this decade were able to invest in activities that were to be pro-
moted in coming years (such as exportable goods based on natural re-
sources). Another is that conditions were so harsh during the recession,
especially in 1982 and 1983, that only the most promising ventures were
initiated in those years. In support of this view that selectivity took place
at the portal, recall that entry rates were remarkably low during all sam-
ple years except 1984.

Conclusion

Extremely low rates of entry in the Chilean manufacturing sector during
the first half of the 1980s, coupled with more typical exit rates (compa-
rable to those of Colombia), indicate that a major shakedown occurred
in manufacturing. Plants that entered in 1983 and 1984 grew so rapidly
that their market share expanded relative to that of older cohorts-per-
haps because new plants were not burdened with the financial problems
afflicting firms already in the market."' As expected, both entering and
exiting plants tended to be much smaller than their incumbent counter-
parts. But, entering plants were larger than the exiting plants they
replaced, so turnover increased average scale. Finally, when output
growth and other factors are controlled for, the amount of industry-level
switching among continuing plants shows a clear downward trend in the
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Table 9.5 Share of Otutput, Relative Size, and Survival Rates of
Entering Plants in Chile, 1979-85
(percentages)

Cohort 1979 1980 1981 1982 1983 1984 1985

Share of manutfacturing output
Pre-1980 plants 1.0 93.8 91.3 90.2 87.7 84.3 81.9
1980 entrants n.a. 6.2 4.6 3.9 3.8 3.1 3.1
1981 entrants n.a. n.a. 4.1 3.6 3.5 2.9 3.0
1982 entrants n.a. n.a. n.a. 2.3 2.1 2.2 1.9
1983 entrants n.a. n.a. n.a. n.a. 2.9 3.7 3.8
1984 entrants n.a. n.a. n.a. n.a. n.a. 3.8 3.8
1985 entrants n.a. n.a. n.a. n.a. n.a. n.a. 2.5

Size of surviving plants relative to that of all manzufactui ring plants
Pre-1980 plants 1.0 10.2 10.8 11.3 11.8 12.9 13.0
1980 entrants n.a. 59.5 58.3 57.4 69.0 68.2 72.9
1981 entrants n.a. n.a. 53.1 67.4 76.6 76.7 81.0
1982 entrants n.a. n.a. n.a. 28.3 40.9 53.3 52.0
1983 entrants n.a. n.a. n.a. n.a. 27.8 49.2 56.9
1984 entrants n.a. n.a. n.a. n.a. n.a. 26.1 30.3
1985 entrants n.a. n.a. n.a. n.a. n.a. n.a. 40.6

Year-to-year cohort survit'al rates
Pre-1980 plants 1.0 81.8 86.4 87.1 87.4 91.9 95.1
1980 entrants n.a. 1.0 7(0.4 77.8 77.2 86.3 92.0
1981 entrants n.a. n.a. 1.0 63.6 81.2 86.6 94.0
1982 entrants n.a. n.a. n.a. 1.0 60.0 81.3 88.2
1983 entrants n.a. n.a. n.a. n.a. 1.0 76.2 88.1
1984 entrants n.a. n.a. n.a. n.a. n.a. 1.0 87.1
1985 entrants n.a. n.a. n.a. n.a. n.a. n.a. 1.0

n.a. Not applicable.
Note: Entry is to industries at the three-digit level of industrial classification.
Sotrce: Author's calculations based On survey data from the National Institute of

Statistics.

1980s, suggesting that producers were settling into a stable mix of prod-
ucts by 1984-85. Switching plants appear to have moved fairly pre-
dictably to sectors with high output growth and low concentration, but
sectors of origin for switching plants are completely unpredictable.

Competition

The analysis thus far sugests that Chile's trade liberalization and other
reforms systematically shifted resources among sectors. It remains to
investigate whether, once these reforms were accomplished, producers
still enjoyed market power in some manufacturing industries. This sec-
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tion analyzes the issue using the models of price-cost margins summa-
rized in chapter 8.

Price-Cost Margins at the Industry Level

Estimates of price-cost margins in Chilean manufacturing industries
show that time and especially industry effects are very important (table
9.6). With dummy sets for industry (DI) and time (DT) included, the
adjusted R 2 is about 0.85. Without the industry dummies, it is 0.28.
Although the year effects appear higher late in the sample period, none
of the coefficients for the time dummy variables is significantly different
from 0, indicating that the trend toward increasing margins is mild.

The significance of industry dummies calls into question the validity of
cross-industry regression models that explain markups. To the extent that
industry dummies are correlated with the explanatory variables appear-
ing in these models, the results are subject to omitted variable bias. For
example, the role of capital-output ratios (KQ) depends strongly on
whether industry effects are included. If industry effects are left out,
capital-output ratios have positive and significant coefficients. If industry
effects are controlled, temporal variation in capital intensity is not signif-
icantly related to fluctuations in price-cost margins within industries.

The role of import penetration (IMP) also depends on industry effects.
A significant negative association between import penetration and price-
cost margins emerges when industry effects are not controlled for, but
when they are, the association becomes positive and marginally signifi-
cant. There is more to the story. If industry effects are ignored and an
interaction term is added between the industry structure term (H) and
import penetration, then import penetration appears to reduce margins
more in industries that are relatively concentrated. This result is familiar
from previous studies (Jacquemin, de Ghellinck, and Huveneers 1980;
Pugel 1980) and is typically interpreted as providing support for the
import-discipline hypothesis." The result disappears, however, if indus-
try effects are controlled for. If anything, import penetration then tends
to increase margins most in relatively concentrated industries. This find-
ing implies that omitted factors such as entry barriers correlate with both
price-cost margins and import penetration rates but are eliminated as a
source of bias when industry effects are taken into account.

The effect of industrial concentration on margins appears to be posi-
tive, regardless of the specification used. This result squares with many
other studies of the determinants of price-cost margins, with or without
import penetration variables. The association is much weaker in this
study, however, when industry effects are controlled for. Also, when
the interaction term between concentration and import penetration is
included, the effect of concentration on price-cost margins becomes



Table 9.6 Regression Estimates with Industry-Based Price-Cost Margin as the Dependent Variable
Variable Model 1 Model 2 Model .3 Model 4

Independent variable
Intercept 0.231 (0.046)* 0.333 (0.074)V 0.26 (0.026)- 0.236 (0.029)('
if 0.367 (0.135)^ 0.184 (0.167) 0.312 (0.041):1 0.397 (0.050)*
IMP () 114 (0.057)* -0.032 (0.117) -0.093 (0.029)' 0.026 (0.078)
KOR -0.048 (0.032) -0.029 (0.048) 0.08.3 (0.025)y 0.111 (0.037)*
H IMP n.a. 0.531 (0.286) n.a. -0.692 (0.234);'
KQR IMP n.a. -0.074 (0.12) n.a. -0.073 (0.157)

Year dummy variable
1980 -0.007 (0.013) -0.005 (0.013) -0.003 (0.028) -0.004 (0.028)
1981 0.001 (0.014) 0.004 (0.014) 0.018 (0.028) 0.022 (0.028)
1982 0.018 (0.013) 0.024 (0.0(14) 0.015 (0.028) 0.010 (0.028)
1983 0.013 (0.013) 0.015 (0.013) 0.003 (0.028) -0.003 (0.028)
1984 0.020 (0.013) 0.023 (0.013) 0.026 (0.028) 0.021 (0.028)
1985 0.026 (0.013)* 0.027 (0.013):' 0.025 (0.028) 0.020 (0.028)

Industry dummy variable
Food 0.026 (0.042) -0.068 (0.065) n.a. n.a.
Beverages 0.191 (0.045) 0.091 (0.070) n.a. n.a.
Tobacco 0.198 (0.131) 0.249 (0.133) n.a. n.a.
Textiles 0.027 (0.034) -0.035 (0.048) n.a. n.a.
Apparel 0.008 (0.040) -0.071 (0.059) n.a. n.a.
Leather products -0.017 (0.042) -0.101 (0.062) n.a. n.a.
Footwear 0.064 (0.044) -0.0)23 (0.065) n.a. n.a.
Wood products 0.127 (0.047) 0.014 (0.077) n.a. n.a.
Furniture 0.049 (0.044) -0.042 (0.066) n.a. n.a.

(Table continues on the followiing page.)



Table 9.6 (continued)

Variable Model 1 Model 2 Model 3 Model 4

Industry dummy variable (continued)
Paper 0.194 (0.045) 0.109 (0.064) a. n.a.
Printing 0.128 (0.043) 0.047 (0.061) n.a. n.a.
Industrial chemicals 0.048 (0.026) 0.037 (0.027) n.a. n.a.
Other chenricals 0.142 (0.039) 0.066 (0.057) n.a. n.a.
Petroleum refining -0.257 (0.074) -0.290 (0.076)^' ma. n.a.
Petroleum derivatives -0.098 (0.057) -0.150 (0.M63)- n.a. n.a.
Rubber products -0.030 (0.040) -0.085 (0.049) n.a. n.a.
Plastics 0.054 (0.041) -0.034 (0.062) n.a. na.
Ccramics -0.084 (0.056) -0.139 (0.063)' n.a. n.a.
Glass 0.116 (0.049) 0.068 (0.055) n.a. n.a.
Nonmetallic minerals 0.204 ().049) ().111 (0.071) n.a. n.a.

4. Iron and steel -0.085 (0.0)53) -0.143 (0.061) n.a. n.a.
Nonferrous metals 0.128 (0.051) 0.049 (0.067) n.a. n.a.
Metal products 0.031 (0.035) -0.033 (0.049) n.a. n.a.
Nonelectric machinery -0.203 (0.026) -0.203 (0.026)* n.a. n.a.
Electric machinery -0.020 (0.026) -0.022 (0.026) n.a. na.
Transport equipment -(0.096 (0.028) -0.116 (0.031)' n.a. n.a.
Professional equipment -0.057 (0.029) -0.052 (0.03) n.a. n.a.

Dependent mean 0.333 0.333 0.333 0.333
cr 2 0.002 0.002 0.011 0.011
R2 0.847 0.848 0.276 0.302
F-statistic 30.973 29.725 9.271 8.665

n.a. Not applicable.
" Significant at the 5 percent level.
Note: H is the lierfindahl index of industry concentration, IMP is the import penetration rate, and KQR is the industry capital-output ratio. Because the

results are insensitive to the capital stock measure used, results are reported for only one measure. Numbers in parenthescs are standard errors.
Source: Author's calculations based on survey 1979-85 data from Chile's National Institute of Statistics.
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insignificant. Here, too, the omission of industrial characteristics appears
to be a significant part of the explanation for the oft-observed associa-
tion between concentration and margins.

In short, there is little evidence that foreign competition disciplines
market power in Chile. Although imports do tend to concentrate in in-
dustries with low margins, there is no evidence that allowing additional
imports into a specific industry would affect these margins. It may be
that the industrial sector is so competitive that intraindustry variations
in import penetration are irrelevant. Less plausibly, these results may
mean that market structures are not competitive and that imports do not
affect market power. The plant-level analysis provides some evidence in
support of the first interpretation.

Price-Cost Margins at the Plant Level

When price-cost margins are used to measure performance, any cross-
plant variation may be due to industrywide effects or to plant-specific
market shares. Schmalensee (1985) has argued that if industry effects are
statistically insignificant, it is likely that markets are basically competi-
tive. (Any correlation between market shares and profits can be ex-
plained by arguing that the most efficient firms are the most profitable
and so have probably grown the fastest.) But if industry effects are
empirically important, market structure-the ability of firms to restrict
competition-is probablv part of the explanation.

Unlike in the industry-level regressions, capital-output ratios account
for most of the explained variation at the plant level (see table 9.7).
When KQ and KQ2 are omitted from the model, the R2 drops from
0.447 to 0.002 in the regression with pooled data. Similarly, it drops to
0.065, 0.019, 0.005, and 0.278 for the subsamples including proprietor-
ships, partnerships, corporations, and public enterprises, respectively.
More often than not, coefficients on KQ and KQ2 are negative, suggest-
ing that temporal variation in output induces this strong association.
(Recall that output appears in the numerator of the price-cost margin
and the denominator of the capital-output ratio.)

In the regression with pooled data, industry dummy coefficients are
significantly different from one another (the F-value is 19.38), but their
exclusion only reduces R2 by 0.013, to 0.434. This result stands in con-
trast to findings for the United States that industry effects account for
"at least 75 percent of the variation of industry rates of return on
assets" (Schmalensee 1985, p. 349). According to Schmalensee's logic,
Chile's industrial sector appears to be more competitive than its U.S.
counterpart. 12 Similar results emerge when each type of Chilean business
is analyzed separately. This surprising finding challenges the commonly
held belief that small product markets and poorly developed financial



Table 9.7 Regression Coefficients with Plant-Level Price-Cost Margin (PCM) as the Dependent Variable

Variable All plants Proprietorships Partnerships Corporations Public enterprises

Independent variable
S 2.469 (0.248)* 37.077 (4.464)( 6.177 (0.794)( 0.931 (0.178)' 74.561 (39.219)
S S -3.225 (0.432) -799.839 (140.583)( -24.253 (5.841);' -1.024 (0.286): -2,176.01))

(1,162.608)
IMP 0.009 (0.053) 0.034 (0.112) 0.064 (0.058) -0.094 (0.057) -0.551 (9.243)
IMP S -1.434 (0.415)` -10.769 (11.814) -1.343 (1.194) -0.544 (0.303) 80.903 (115.212)
KQ 0.031 (0.002)( -0.087 (0.005)^ -0.034 (0.003)* -0.036 (0.003)* -0.889 (0.299)
KQ KQ -0.001 (0.000° ) 0.002 (0.000') -0.002 (0.000)* 0.000 (0.0(0) (0.109 (0.050)*

Year dummy variable
1980 0.042 (0.009) 0.004 (0.013) 0.017 (0.011) 0.015 (0.013) -0.038 (0.542)

1981 0.030 (0.10)' -0.027 (0.014) -0.001 ((.011) -0.005 (0.013) -0.078 (0.472)
1982 0.016 (0.010) -0.047 (0.016)' -0.018 (0.012) 0.025 (0.014) -0.856 (0.612)
1983 0.017 (0.010) -0.058 (0.01. 5( -0.015 (0.012) -0.006 (0.013) -0.756 (0.499)
1984 0.025 (0.010):. -0.047 (0.016)* -0.019 (0.012) -0.025 (0.014) -0.655 (0.556)
1985 0.040 (0.010)* -0.033 (0.016)* -0.004 (0.012) -0.028 (0.01 3) -0.574 (0.558)

Dependent mean 0.230 (0.154 0.233 0.326 -0.169

R2 0.447 0.115 0.814 0.1(1 0.865
R2 without industry dummies 0.434 0.060 0.807 0.052 0.500
F-test

H0: industry dummies are the same 19.38* 13.46* 15.685 8.93 12.195
Ho: model has no explanatory power 458.36* 18.95* 1,168.00%' 12.94* 7.91*

Significant at the 5 percent level.
Note: IMP is the import penetration rate, KQ is the plant-level capital-output raino, and H is the Herfindahl index of industry concentration. Numbers in

parentheses are standard errors. Ihe number of observations is 22,174 for all plants, 5,451 for proprietorships, 10,167 for partnerships, 4,553 for corpora-
tions, and 35 for public enterprises. Data are for 1979-85.

Source: Chile's National Institute of Statistics.
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markets enhance the monopoly power of industrialists in developing
countries.

Although the effects of market share are not strong, they are signifi-
cant."3 Generally, increases in share improve price-cost margins, but at a
decreasing rate. The association between margins and market share is at
least as strong among proprietorships and limited partnerships as it is
among corporations, even though the former tend to be the smaller com-
panies. The findings may reflect cost heterogeneity rather than market
power. For example, firms with high marginal costs have low price-cost
margins and capture small market shares in a Cournot equilibrium
(Roberts and Tybout 1991). An identical pattern emerges in the study of
Colombia (chapter 10).

Import penetration appears to have an insignificant influence on price-
cost margins for all types of business organization, a finding consistent
with the industry-level analysis of margins once industry effects are con-
trolled for. This result casts doubt on the conjecture that variations in the
market power of industries are associated with variations in their degree
of exposure to international competition. Overall, the results also cast
doubt on the notion that Chilean industries are generally not very com-
petitive yet are not influenced by import competition. Indeed, the find-
ings suggest that Chilean manufacturing industries may be more com-
petitive than U.S. industries. A tentative conclusion is that most sectors
are sufficiently free of entry barriers or sufficiently exposed to foreign
competition to eliminate significant monopoly profits, regardless of the
level of imports.

Conclusions

Overall, the patterns of entry and exit reported here suggest that the
Chilean industrial sector underwent a process of rationalization during
the first half of the 1980s. Exposed to substantial new import competi-
tion with the dismantling of trade barriers in the late 197 0s, the sector
was then buffeted by a severe recession and widespread insolvency in the
first years of the 1980s. The number of plants in operation dropped
rapidly, as entry rates fell and exit rates did not. An unusually large por-
tion of plants that remained active switched their product lines. Entering
plants, though fewer, were larger than exiting plants, so scale efficiency
may have improved somewhat.' 4 Plants were attracted to industries
experiencing rapid growth in output but did not necessarily leave indus-
tries experiencing slow growth.

The now smaller industrial sector responded positively to government
rescue efforts, including debt relief measures, business tax reductions,
devaluations, and other measures. New firms that entered in the earlv
stages of the recovery, though small, were unusually dynamic and cap-
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tured an increasing share of the domestic market. Switching between
industries by continuing plants declined noticeably as the recovery pro-
gressed, suggesting the culmination of a process of rationalization.

Industries with high rates of import penetration appear to have been
relatively competitive, with relatively high entry rates (suggesting the
absence of entry barriers) and relatively low price-cost margins. How-
ever, there is no intraindustry correlation between import penetration
and entry rates or margins, so it cannot be inferred that further trade lib-
eralization would have reduced further the market power of domestic
firms. Neither does it appear that import penetration was closely related
to the size of entrants relative to incumbents.

Competition was apparently strong in Chile. Dummy variables for
industry do not help much to predict plants' margins, given their market
shares, as they do in studies for other countries. By Schmalensee's (1985)
logic, this suggests that productive resources freely gravitated to high-
return activities, equating the marginal product of capital across sectors.
If this interpretation is correct, the absence of a correlation between
import penetration and price-cost margins within industries need not
imply that the import-discipline hypothesis is wrong. Rather, it may sim-
ply mean that, at the margin, there was little market power to discipline.

Appendix: Data Preparation

Annual plant-level data for 1979-85 on all manufacturing plants with at
least ten workers were provided for this study by Chile's National Insti-
tute of Statistics. These data include various production, employment,
overhead, investment, intermediate input, and balance sheet variables.

A Description of the Methodology

To distinguish plants that were in the data base in 1979 from plants that
appeared in 1980, 1981, and so on, plants were assigned year-of-entry
codes. Then the various entry and exit statistics defined in table 9A.1
were constructed. These statistics describe movement into or out of the
data base, which includes only firms with at least ten workers. A plant
appearing in the data base for the first time may have entered either by
expanding its employment to ten or more workers or by undertaking
"green field" construction (building a new plant as opposed to renovat-
ing or expanding an existing plant). There is also a third possibility for
plants appearing in a particular industry for the first time: they may sim-
ply have switched product line. The first two types of entrants are
referred to as new entrants and the third is referred to as switching
plants. Together, entry rates for the two groups constitute the gross entry
rate for an industry.
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Table 9A._ Definition of Entry- and Exit-Related Variables

V,ariable Definition

NE(f, t) Number of plants that enter industry j in year t;
calculated as the number of plants that newly
enter industry j in year t plus the number of
plants that operate in industry i in year t -I

and switch to industry j in year t

NE,,(j, t) Number of plants that newly enter industry / in
year t

NE,(j, t) Number of plants that operate in industry t in
year t - I and switch to industry j in year t

NX(j. t - 1) Number of plants that exit industry j between
year t - 1; calculated as the number of plants
that exit industry j between year t - 1 and do
not enter another industry in year t plus the
number of plants that exit industry j between
year t - I and t and enter industry i in year I

Nxj, t - 1) Number of plants that exit industry j between
year t - I and t and disappear in year t (that
is, do not enter another industry in year t)

NX,(j, t - 1) Number of plants that exit industry i between
year t - I and t but switch to another industry
i in year t

NT(j, t) Total number of plants in operation in industry i
in year t

QE(j, t) Total output of plants that enter industry j in
year t

QE,(j, t) Total output of plants that newly enter industry j
in year t

QE,(i, t) Total output of plants that switch to industry f in
year t

QX(j, t - I) Total output of plants that exit industry i
between year t - I and t

QX 8(j, t - I) Total output of plants that exit industry j
between year t - 1 and t and disappear in
year t

QX)(, t - 1) Total output of plants that exit industry i
year t - I and t and switch to industry i in
year t

QT(j, t) Total output of all plants in operation in industry
in year t

Entry / exit ratio
NE(t)INT(t - 1) Aggregate entry rate
NE (t)lNT( - 1) Aggregate new entry rate
NE/(t)INT(t - I) Aggregate switching entry rate
NX(t - l)INT(t - 1) Aggregate exit rate
NXd(t - I)INT(t - 1) Aggregate disappearing exit rate

(Table continues on the following page.)
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Table 9A.1 (continued)

Variable Definition

Entry/exit ratio (continued)
NX(t - 1)/NT(t - 1) Aggregate switching exit rate
QE(t)IQT(t) Market share of entrants
QEn(t)/QT(t) Market share of new entrants
QE,(t)IQT(t) Market share of entrants that are switching
QX(t - 1)/NT(t - 1) Market share of exiting plants
QXd(t - 1)/NT(t - 1) Market share of exiting plants that are

disappearing
QX (t - I )/NT(t - 1) Market share of exiting plants that are switching

Size ratio
QE(t) / NE(t)

[QT(t)- QE(tjl[NT() NE(t Average size of entrants relative to
[QT(t) - QE(t)]/[NT(t) - NE(t)] incumbents

QEn(t) / NE,(t)
[QT(t) - QE,(t)]/[NT(t) - NEJ (t)] Average size of new entrants relative to in-[nT(t~ n QE~(t)]/[NT(t) NE~cumbents and entrants that are switching

QE,(t)INE,(t)

[T(t) - QE (t)]/I[NT(t) - NE (t) I Average size of entrants that are switching
[T(t) - QE~(t)]/[NT(t) - NE~(trelative to incumbents and new entrants

QX(t - I)INX(t - 1)
Average size of all

[QT(t - 1) - QX(t -llI[NT(t - 1) - NX(t - 1)] exiting plants relative
to continuing plants

QXd(t - 1)INXAt - 1) Average size of exiting

[QT(t - 1) -QX 4(t - l)/[NT(t - 1) - NX,(t - 1)] plants that are dis-
appearing relative to
continuing plants and
exiting plants that are
switching

QX(t - I)INX,(t -) Average size of exiting

[QT(t - 1) - QX(t - I)]/[NT(t - I) - NXs(t - 1)] plants that are
switching relative to
continuing plants and
exiting plants
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Standardizing Variables across Census Years

There were several inconsistencies in the original definitions of variables
from one year to the next. For example, certain components of gross
investment were omitted in all observations in 1979. These types of
problems were uncovered through identity checks and were corrected by
recalculating relevant variables. Identity checks also revealed a handful
of randomly scattered inconsistencies that could not be explained as
changes in definition. Observations exhibiting this type of problem were
excluded from calculations and regressions.

Identifying Entering and Exiting Plants

The original data base consisted of seven annual cross-sectional files. On
the basis of plant identification codes and standard industrial codes for
each observation, the files were merged into a single-panel data base
sorted by plant, year, and type of product. The intertemporal pattern of
missing values for each plant was then used as the basis for the analysis
of plant-level entry, exit, and switching. Finally, data on patterns of
ownership (based on 1985) were merged with the sorted data base and
used to analyze the behavior of multiplant firms.

Putting Data in Constant Prices

The data include both stock variables (like fixed capital), which are
observed at a point in time, and flow variables (like total sales), which
are recorded on a continuous basis. If inflation is substantial, stock and
flow variables cannot be mixed, because flow variables are valued
roughly at an annual average price and stock variables are valued at an
end (or beginning) of year price. To convert from year-end to annual
average prices, each stock variable was multiplied by the ratio of an
annual average price index to a year-end price index, based on industry-
specific output prices. Since Chilean accounting norms require that firms
express their capital stocks and inventories in year-end prices, adjust-
ment for further bias in stock variables-as would be necessary with
first-in, first-out accounting, for example-was unnecessary. After all
variables were expressed in mid-year prices, the data were put in con-
stant 1979 prices using industry-specific price deflators.

The following expression was used to impute year-end prices for 1978
and 1985, since only average annual price indexes are available for each
industry:"

(9A.1) PE,t = (P,, P, )I/ 2

where PE,, is year-end price in industry j in year t, P,t is mid-year price in
industry j in year t, and P,t + l is mid-year price in industry j in year t + 1.
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Constructing Capital Stock Variables

There are two problems with the reported capital stock figures. First,
they were reported as part of plants' balance sheets, and balance sheet
data were collected only for 1980 and 1981. For most firms, seven years
of data on fixed investment and depreciation could be combined with
1980 or 1981 stock values to construct capital stock series. That could
not be done, however, for plants that entered between 1982 and 1985.

The second problem concerns depreciation. Both data on investment
and data on capital stock were reported by type of asset: buildings,
machinery, and vehicles.'6 Identity checks revealed that each type of cap-
ital asset was expressed in gross terms in balance sheets and had not been
adjusted for depreciation. Moreover, the accumulated depreciation fig-
ures had not been decomposed by type of asset, so that had to be esti-
mated. This was done on the basis of current depreciation figures, which
were observable by type of asset in each sample year. For the ith plant
and the mth type of asset, cumulative depreciation on base year (to =
1980 or 1981) capital stock (CUM """ ) was imputed as a fraction of total
cumulative depreciation at the ith plant, CUMit.:

(9A.2) CUMDEim, - A B'I CUMDi,, 

Here Djmt is the current depreciation in asset m in year t for plant i, Bi=
X 49- 7 9 XI' DL is total depreciation for plant i from 1979 to 1985,
Aim = =9s7, Ding is total depreciation in asset m from 1979 to 1985 for
plant i. For plants for which total cumulative depreciation data were miss-
ing for the base year, CUMDiLO, a total depreciation had to be imputed
based on a regression of total CUMDi,O on gross base capital stock, Kit,.
The regression was fit using all plants for which both variables are
observable:

5

(9A.3) CUMD i,t = 130 + 3mKimt,
m=l

so for the plants with missing data, equation 9A.2 becomes

(9A.4) CUMD A= ,. + .. ti

The imputed accumulated depreciation for each type of fixed asset in the
base years (1980 and 1981) was subtracted from the associated gross
stocks to get net base year stocks for each plant. Then annual data on
plants' investment and depreciation were used to construct the series of
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net capital stock using the perpetual-inventory method."7 This involved
accumulating capital forward for 1982-85 and backward for 1979,
using the following equation:

(9A.5) Kin, =( (- Anl)Ki,,, _l ( p ) + lImt .

Here K,mt is net capital stock in asset m at the end of year t for plant i,
A,,, is the assumed rate of economic depreciation for asset m, I,nt is gross
investment in asset m by plant i in year t, and Pt is the general industry
(mid-year) price index in year t. Assumed annual rates of economic
depreciation of 5 percent for buildings, 10 percent for machinery, and 20
percent for vehicles were used instead of book values. Once the capital
stock series were constructed in mid-year prices, they were put in con-
stant prices.

For some plants, capital stock values were missing for 1980 but were
available for 1981. If 1980 were used as the unique base year, capital
stock values would have been missing for these plants, so two sets of net
capital stock variables were constructed, one based on 1980 and one on
1981. Similarly, two sets of gross capital stock variables were con-
structed. This construction followed the same logic as that for net capi-
tal stock except that K1,, in the base year was the reported gross capital
stock, not adjusted for depreciation.

Thus five different capital stock concepts were potentially available for
use: K1 equals plant-level net capital stock (1980 = base year), K) equals
plant-level net capital stock (1981 = base year), K 3 equals plant-level
gross capital stock (1980 = base year), K4 equals plant-level gross capi-
tal stock (1981 = base year), and K, equals plant-level mixed capital
stock (1980 or 1981 = base year).' 1

The number of plants for which data on capital stock could be con-
structed naturally depended on the concept of capital stock that was
used. The following table summarizes these figures:

Nuimber of Percentage of
Capital stock concept observlations total observations

K1 21,861 65
K, 22,586 68
K3 28,156 84
K4 27,515 82
K' 19,985 60

An examination of the ratio of capital to value added in two sample
industries showed ratios lower than expected. This is apparently because
plants rented some of their assets: zero values were found for certain cat-
egories of assets, especially buildings. Excluding those plants yielded an
aggregate ratio of capital to value added that appears reasonable and
exhibits no time trend.
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Series for capital stock were particularly important in the analysis of
productivity reported in this chapter, in Liu 1993, and in chapter 4. In
addition to choice of base year and depreciation rate, it was necessary to
deal with plants that were missing figures for capital stock in some years.
The convention chosen was to leave plants out of the analysis entirely if
they did not have a complete series of capital stock for the seven-year
sample period. For this chapter, figures for total factor productivity were
thus constructed for each industry and year by aggregating Ks figures
over all plants with complete data for all years. Other series of total fac-
tor productivity were constructed using K1, K2, K3, and K4. Here, how-
ever, aggregations were done over all plants with complete data in the
current year, so some fluctuations in capital (as well as output and
employment) reflected entry and exit. The results from K1 through K4

were qualitatively similar.

Notes

1. This section draws on Corbo 1985, Galvez and Tybout 1985, and World
Bank 1989.

2. The appreciation was a consequence of the government's attempt to stabi-
lize prices by keeping the rate of devaluation below the rate of inflation (see, for
example, Corbo 1985).

3. This analysis is based on plant-level industrial survey data collected for the
period 1979-85 by Chile's National Institute of Statistics. In principle, the data
cover all plants with at least ten workers.

4. For more detailed analyses of the shakedown process in Chile, see chapter
4; Liu 1993; Tybout, de Melo, and Corbo 1991.

5. In the short run, it is costly to adjust capital stocks, so per unit payments to
owners of capital need not equal the value of capital's marginal product. But the
weight assigned to capital in calculations of total factor productivity is only jus-
tified when such an equality holds. In particular, when an industry has excess
capacity (and thus is not at minimum average cost), the weight assigned to the
growth of capital stock is too large, and the implied growth rate of total factor
productivity is too small. See chapter 3 for further details and references.

6. The same result emerges if one examines switches between four-digit
industries.

7. Each is regressed on industry characteristics that vary through time, time
dummies, and industry dummies. The sum of coefficient estimates across models
3 and 4 yields the vector of coefficients for the gross entrv rate regression of
model 1. An analogous relationship holds for disaggregate versus gross exit rates.

8. Although this correlation squares with intuition, it does not emerge in the
other countries studied by this project.

9. Young firms also typically have higher growth rates (see, for example, Evans
1987). However, these higher growth rates are rarely sufficient to offset the
relatively high failure rates of young firms, so the market share of young cohorts
typically falls.

10. This occurred despite higher failure rates among young plants, a feature
typical of cohort analysis in other countries.
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11. In an analysis of Chilean industrial census data, de Melo and Urata (1986)
find only weak support for this effect.

12. Schmalensee's dependent variable is operating earnings over assets, so this
comparison is not strictly correct. To make the model more comparable, price-
cost margins were replaced with operating earnings over the real value of capital
stocks, and the exercise was repeated, omitting KQ and KQ2 from the right-hand
side. Then R2 in the model with industry dummies is only 0.0069, and this falls
to 0.0036 when industry dummies are excluded. (The associated F-statistic for
the null that industry effects do not matter is 2.80.) So qualitatively the conclu-
sion holds up, but it is weaker with the alternative measure of profitability.

13. A word of caution on statistical tests is in order. Because the data are from
a panel survey, it is likely that there is plant-specific serial correlation in the dis-
turbance term, but no correction was made. Although this does not destroy the
consistency of coefficient estimators, it biases ordinary least squares estimators
for standard errors.

14. See, however, chapter 4, which finds that the productivity gains were
small.

15. Annual average (mid-year) price indexes, P, , for each industry were
obtained from the Central Bank of Chile. Because these figures begin in 1979, it
was necessary to impute a year-end price for 1978 and 1985 for each industry.
This was done by assuming that each industry experienced inflation during 1978
at the rate of increase in the wholesale price index over the periods year-end
1978 to mid-1979 and mid-1985 to year-end 1985.

16. A fourth type of asset is reported in balance sheets-other fixed assets-
but this was not part of the breakdown of investment. Treatment of this incon-
sistency is discussed later.

17. Figures on gross investment in 'other fixed assets" were not included in
the raw data. The base year value of net stocks of "other fixed assets" was thus
carried over to other years, assuming no new investment, after adjusting for
changes in price. This procedure does not bias the figures for total capital stock
if the "other" category is distributed across types of reported investment.

18. If, for a given plant, a capital stock series could be constructed using either
1980 or 1981 as a base vear, 1980 was chosen. Capital stock series for plants
with only one viable base year were, of course, constructed using the available
data. For KS, unlike for K1 through K4, only plants with complete data on capi-
tal stock for all seven sample years were included.
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Colombia, 1977-85:
Producer Turnover, Margins,

and Trade Exposure

MarkJ. Roberts

T his chapter uses a panel of plant-level data to examine the indus-
trial structure and market performance of Colombia's manufac-
turing sector for 1977-85. In summarizing market structure we

focus on both the cross-sectional distributions of plant characteristics
and the dynamic patterns of plant entry, growth, and exit over time. A
unique strength of the panel data is that they allow us to follow cohorts
of entering plants and to quantify the patterns of growth and failure as
each cohort ages. In examining market performance we focus on varia-
tion in price-cost margins at the plant level. During the period covered
by our data, Colombia underwent a liberalization and then a tightening
of trade restrictions. A common theme throughout the chapter is the
effect of these changes in the trade environment on market structure and
producer performance.

Trade Policy in Colombia

From the late 1960s through the mid-1970s, Colombia gradually re-
duced import restrictions and increased the emphasis on exports. Be-
tween 1967 and 1975, real gross domestic product grew at an average
annual rate of 6.3 percent, and manufacturing grew at an even more
impressive 8.6 percent (World Bank 1991, table 1.2). The volume of
exports expanded at about 6.1 percent a year. The volume of imports
was erratic from year to year, but average growth between 1967 and
1975 was 8.4 percent a year (Garcia Garcia 1991).

227
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Based on historical standards, the latter half of the 1970s was charac-
terized by a fairly liberal trade environment. Quantitative restrictions
were continually reduced as commodities were shifted from restricted or
prior licensing categories to free import categories. This shift reached its
high point in 1980, when approximately 69 percent of all commodities
did not require import licenses (World Bank 1991, table 2.1). Nominal
tariffs were reduced sharply from an average of 46 percent in 1973 to
31.8 percent in 1974 and then continued to fall gradually to reach 26.9
percent in 1980.

Throughout the late 1970s, soaring world prices for coffee and heavy
foreign borrowing contributed to large inflows of foreign exchange. A
declining real exchange rate hurt the growth of exports and increased
domestic pressure to slow import liberalization. This contributed to the
decision to reverse trade liberalization in 1981. In that year, only 36 per-
cent of all commodities were classified in the free import category, and
the number of products subject to quantitative restrictions continued
to rise through 1984. By that time, only 0.5 percent of all commodities
could be freely imported, 83 percent required licenses, and 16.5 percent
were prohibited. Nominal tariffs were also increased, as the government
shifted toward strengthening the protection from imports in 1982. The
average nominal tariff equaled 33.7 percent in 1983. This substantial
increase in import restrictions was again loosened significantly in 1985,
but not enough to return them to 1980 levels. The basic system of export
promotion established in 1967 remained in place throughout this period,
however. Overall, Colombia's trade policy was largely a decision on how
tightly to restrict imports, so the change in import penetration over time
is likely to reflect the change in policy regime.

The shifts in trade policy in the late 1970s and early 1980s coincided
with changes in output of the manufacturing sector and growth in pro-
ductivity. Real growth in sectoral output averaged almost 8 percent a
year from 1977 to 1980 for the manufacturing industries (see table
10.1), while growth of sectoral productivity averaged -0.7 percent.
Growth of output and productivity declined to -1.3 and -2.6 percent,
respectively, over 1980-83 but recovered after 1983.

In summary, the time period covered by this study captures the end of
a period of gradual trade liberalization and output growth (1977-80)
followed by considerably slower growth and increased import protection
(1980-83). Although output grew after 1983, further progress to liber-
alize import restrictions did not occur until after the sample period.
When compared with Chile (chapter 9), Colombia was characterized by
a more stable macroeconomic environment and a more protectionist
trade regime.
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Table 10.1 Average Annual Growth in Productivity and Real Output,
Colombia, 1977-85
(percentages)

Productivity growth (MInTFP) Real output grouwth (AlnQ)

Industry 1977-80 1980-83 1983-85 1977-80 1980-8.3 1983-85

Food -3.3 -1.3 7.3 7.3 2.4 11.8
Food-miscellaneous -6.3 -4.2 5.1 3.6 2.0 14.1
Beverages 1.8 -5.5 4.0 11.7 1.6 6.4
Tobacco -11.5 -5.4 0.1 2.7 3.7 9.6
Textiles -3.8 -5.7 3.9 -0.1 -12.3 10.2
Apparel 7.2 -0.9 5.7 9.5 -3.1 8.4
Leather products 3.6 -0.5 -5.4 4.1 -5.1 5.7
Footwear 4.5 -4.1 -0.4 11.9 1.1 1.3
Wood products -3.8 -3.2 -0.6 6.1 7.1 -3.7
Furniture 7.1 -7.5 7.1 9.3 -7.6 7.3
Paper -1.7 -5.5 4.6 4.0 -1.9 13.8
Printing -9.5 -5.5 -14.3 -1.0 2.7 -15.0
Industrial chemicals 4.3 -1.5 1.9 9.9 2.7 13.6
Other chemicals -1.8 -0.4 -0.4 8.7 -1.9 10.3
Petroleum -15.6 -6.8 -11.5 23.4 -2.4 11.3
Rubber products -4.0 0.2 5.0 1.2 -5.2 10.3
Plastics -2.5 -0.3 -10.3 15.8 2.6 2.8
Ceramics 7.6 -8.5 2.6 14.3 -7.9 11.4
Glass 3.1 0.1 3.2 11.0 0.8 -0.9
Nonmetallic minerals 9.2 -3.4 1.1 14.3 2.4 6.2
Iron and steel -8.9 -1.2 -7.2 -4.2 11.3 -2.0
Nonferrous metals -11.3 4.5 -7.1 -1().8 -0.7 -0.3
Metal products -2.5 -2.4 1.6 5.6 -5.6 6.1
Nonelectrical

machinery 8.0 3.4 -14.3 8.6 3.1 -16.7
Electrical machinery 0.2 -3.8 1.1 14.0 -5.6 5.3
Transport equipment 1.5 -3.2 -5.0 8.4 -12.8 3.5
Professional equipment 6.6 0.9 8.7 26.5 -0.5 15.9
Other manufacturing 2.0 -0.8 11.1 5.4 -6.6 21.2
Average -0.7 -2.6 -0.1 7.7 -1.3 6.0

Note: Growth in total factor productivity was calculated using the Tornqvist index
defined in chapter 3.

Source: Author's calculations based on industrial survey data from DANE.

Characteristics of Manufacturing Plants

The data set analyzed in this study was constructed from the census of
Colombian manufacturing plants for 1977-85, which was collected by
the Departamento Administrativo Nacional de Estadistica (DANE). The
census covers all plants in the manufacturing sector for 1977-82; after
1982, it covers only plants with ten or more employees. During the years
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of complete coverage, the number of plants increased from 6,679 to
7,067. During the years of partial coverage, the number of plants varied
from 6,249 to 6,406 (see table 10.2).

Plant heterogeneity can be summarized in several dimensions. Accord-
ing to the size of plants-measured as the number of employees-the dis-
tribution of plants was skewed toward a large group of small plants and
was fairly stable over time. On average over the six years from 1977 to
1982, plants with fewer than fifty employees accounted for approxi-
mately 70 percent of all plants. The age distribution of plants indicates
that the median age was approximately ten years, with between 20 and
25 percent of all plants being older than twenty years. The geographic
distribution of plants was fairly concentrated, with approximately one-
third of manufacturing plants in Bogota, 20 percent in Medellin, and 10
percent in Cali. Three categories of ownership-proprietorship, limited
partnership, and corporation-accounted for more than 90 percent of all
plants in each year, with partnerships representing approximately two-
thirds of that total. Over time, the share of limited partnerships and cor-
porations increased, largely at the expense of proprietorships. 1

Finally, the sectoral distribution of manufacturing plants was con-
centrated, with four industries-food processing, textiles, apparel, and
metal products-accounting for approximately 44 percent of all manu-
facturing plants in each year. In general, there was little change over time
in the distribution of plants across industries.

Patterns of Entry and Exit

The average annual entry rate for new plants for 1977-85 was 12.2 per-
cent, with annual rates varying from a low of 8.7 percent in 1980-81 to
a high of 14.9 percent in 1984-85 (see table 10.3; see the appendix for
a discussion of how the longitudinal data set was constructed). 2 Entering
plants tended to be smaller than incumbent plants, a fact reflected in
their share of output, which averaged 4.9 percent for the period, with a
high of 9.8 percent in 1978-79 and a low of 3.7 percent in 1983-84.
With an average size only 39.2 percent of that of incumbent plants,
entrants had a share in manufacturing output that was less than their
share in the total number of plants.

Exit rates varied from 12.9 percent in 1979-80 to 8.3 percent in
1981-82, with an average of 11.1 percent for the period. Like entering
plants, exiting plants tended to be small, averaging about 39 percent of
the size of surviving plants. On average, exiting plants accounted for
approximately 4.7 percent of the value of annual manufacturing output
over 1977-85.

Few time-series patterns emerge in the entry and exit variables at the
aggregate level that are contemporaneous with changes in trade policy.



Table 10.2 Distribution of Plant Characteristics, Colombia, 1977-85
(percentage share of each category in the total number of plants unless otherwise specified)

Characteristics 1977 1978 1979 1980 1981 1982 1983 1984 1985

Number of plants 6,679 6,625 6,765 6,850 6,792 7,067 6,249 6,258 6,406

Number of employees
0-9 11.4 1 1.5 12.0 12.0 12.3 1 3.7 - - 1.3
10-49 59.3 57.9 57.6 58.6 58.0 59.0 68.7 69.0 69.7
5(-99 14.1 14.4 14.4 13.6 14.2 13.6 15.1 15.2 14.4
100-199 7.8 8.4 8.2 8.2 8.0 7.9 8.8 8.3 7.6
200 or more 7.4 7.8 7.9 7.5 7.4 6.8 7.4 7.5 7.1

Age (years)
0-2 11.0 9.8 10.1 10.7 9.8 10.4 11.1 10.7 10.1
3-5 17.2 16.1 15.7 13.7 13.7 14.4 14.9 13.7 13.6
6-10 25.5 26.0 24.7 24.6 23.0) 21.5 20.6 21.4 20.6
11-20 26.4 27.0 27.9 29.3 30.4 30.4 29.0) 29.4 30.3
21 or more 19.9 21.0 21.4 21.6 22.9 23.3 24.4 24.8 25.4

Metropolitan area
Barranquilla 6.9 7.0 7.2 7.6 7.2 7.1 7.0 6.7 6.5
Bogota 33.8 34.2 33.5 32.8 32.5 31.8 32.5 32.9 33.1
Bucaramanaga 6.3 6.5 6.2 6.3 6.4 6.1 5.2 5.8 5.3
Cali 10.6 10.5 10.5 1(0.7 10.9 11.3 11.4 11.0 11.3
Cartagena 1.6 10.4 1.4 1.3 1.3 1.2 1.3 1.6 1.6
Manizales 1.8 1.7 10.1 1.7 1.7 1.7 1.5 1.5 1.5
Medellin 17.6 18.0 17.0 19.6 19.9 21.2 23.2 22.6 22.6
Pereira 3.4 3.3 3.1 3.0 2.9 2.8 2.5 2.4 2.6
Other 17.9 17.0 17.4 16.9 17.2 16.7 15.3 15.4 15.4

(Table continues on the followzng page.)



Table 10.2 (continued)

Characteristics 1977 1978 1979 1980 1981 1982 1983 1984 198.5

Type of business
Collective 1.4 1.4 1.0 1.0 1.0 0.8 0.7 0.6 0.5
Cooperative 0.6 0.6 0.3 0.2 0.3 0.3 0.4 0.4 0.4
Corporation 11.9 12.2 12.2 12.1 11.9 11.7 13.7 14.4 15.0

ui De facto corporation 3.2 3.2 2.8 2.4 2.3 2.3 1.5 1.5 1.3
Joint partnership 0.7 0.7 0.8 1.0 1.1 1.6 1.7 1.8 2.0
Joint stock company 1.( 1.0 0.9 0.9 1.0 1.0 1.0 0.9 0.8
Limited partnership 5.57 56.5 58.8 59.9 61.3 62.0 65.6 65.7 65.9
Official entity 1.0 0.9 0.6 0.6 0.6 0.6 0.6 0.6 0.6
Proprietorship 24.1 23.2 21.8 21.0 19.9 19.3 14.3 13.6 12.8

[siC code and industry
311 Food 15.7 15.1 15.1 14.8 14.8 14.7 14.4 14.6 14.4
312 Food-miscellaneous 2.9 2.9 2.9 3.0 3.0 2.9 2.8 2.8 2.7
313 Beverages 1.9 1.9 2.0 1.9 1.9 2.0 2.0 2.0 1.9
314 Tobacco 0.6 0.5 0.4 0.4 0.3 0.3 0.3 0.2 0.2
321 Textiles 7.5 7.5 7.5 7.3 7.2 6.8 7.0 6.8 6.9
322 Apparel 1().8 11.1 11.2 12.2 12.9 13.6 14.5 14.8 15.3
323 Leather products 1.6 1.6 1.5 1.6 1.5 1.5 1.4 1.5 1.4



324 Footwear 3.1 3.0 3.1 3.2 3.2 3.7 3.4 3.6 3.6
331 Wood products 3.1 2.9 2.8 2.8 2.7 2.9 2.8 2.7 2.6
332 Furniture 3.1 3.2 3.1 3.0 2.9 3.2 2.9 2.7 2.6
341 Paper 2.2 2.1 2.2 2.1 2.1 2.1 2.1 2.3 2.1
342 Printing 5.2 5.2 5.2 5.2 5.4 5.4 5.4 5.4 5.3
351 Industrial chemicals 1.6 1.6 1.6 1.4 1.5 1.6 1.7 1.8 1.8
352 Other chemicals 4.4 4.5 4.4 4.4 4.2 4.2 4.3 4.2 4.4
354 Petroleum derivatives 0.1 0.3 0.3 0.3 0.3 0.3 0.3 0.4 0.3
355 Rubber products 1.2 1.3 1.3 1.3 1.3 1.3 1.3 1.2 1.1
356 Plastics 2.9 3.1 3.1 3.5 3.5 3.8 4.1 4.3 4.5
361 Ceramics 0.6 0.7 0.7 0.6 0.6 0.5 0.4 0.4 0.4
362 Glass 0.8 0.8 0.8 0.7 0.8 0.8 0.7 0.7 0.8
369 Nonmetallic minerals 5.1 4.8 5.( 4.9 4.8 4.9 4.7 4.6 4.5
371 Iron and steel 1.0 0.8 0.9 0.8 0.8 0.8 0.8 0.8 0.9
372 Nonferrous metals 0.6 0.6 0.6 0.6 0.5 0.5 0.4 0.4 0.4
381 Metal products 9.0 9.4 9.7 9.2 9.0 8.9 8.8 8.1 7.9
382 Nonelectrical machinerv 4.4 4.6 4.7 4.8 4.9 4.4 4.3 4.4 4.7
383 Electrical machinery 3.0 3.1 3.0 3.1 2.9 2.8 2.9 2.8 2.8
384 Transport equipment 3.5 3.4 3.4 3.5 3.3 3.4 3.2 3.2 3.2
385 Professional equipment 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9
390 Other manufacturing 2.7 2.6 2.6 2.5 2.4 2.2 2.0 2.2 2.1

- Not available.
Source: Author's calculations based on industrial survey data from DANE.



Table 10.3 Aggregate Entry and Exit in the Manufacturing Sector, Colombia, 1977-8.5
(percentages)

Entry or exit statistic 1977-78 1978-79 1979-80 1980-81 1981-82 1982-83 1983-84 1984-85

Entry rate (ER) 10.8 12.6 14.1 8.7 12.4 11.9 12.2 14.9

Entcring firms' sharc of output (ESH) 4.5 9.8 5.6 5.0 4.0 3.7 2.9 4.0

Entcring firms' relative size (ERS) 38.5 77.8 36.5 54.2 31.3 29.4 21.5 24.5

Exit rate (XR) 11.6 10.5 12.9 9.6 8.3 a 12.0 12.6

Exiting firms' sharc of output (XSH) 3.6 5.9 8.9 6.3 3.6 a 2.6 3.7

Exiting firms' relative size (XRS) 28.8 53.6 66.4 64.0 41.0 a 20.0 27.1

Pearson correlations between entry and
exit rates across industries -0.106 0.507 0.666 0.404 0.436 a 0.455 0.585

a. Exit variables were not calculated for 1983 because of a reduction in survey coverage.
Source: Author's calculations based on survey data from DANE.
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The only observable difference in these variables between the years of
gradual trade liberalization (1977-81) and the years of increased trade
restrictions (1981-85) is that entering firms were smaller in size and had
smaller shares of output than incumbents in 1981-85 than in 1977-81.
Entrants were about one-quarter the size of incumbents in 1981-85 and
about half their size in 1977-81. With no significant difference in the
average rate of entry between the two time periods, the difference in size
was thus reflected in a lower average market share for entrants in the sec-
ond period. One possible explanation is that trade restrictions allowed
small, relatively inefficient producers to remain in operation. Another is
that industrial composition within manufacturing had changed.

Entry cohorts reveal several patterns in their share of manufacturing
output over time (see table 10.4). For virtually all observations, the mar-
ket share of an entering cohort declined systematically in each year fol-
lowing entry, declining on average from 4.9 percent the first year to 3.3
percent the fourth year. The decline was more substantial for the 1978
and 1979 cohorts than for later entrants, perhaps reflecting the reduction
of import competition in the 1980s, when quantitative restrictions were
tighter and tariffs higher.3

The decline in the market share of each cohort over time was the result
of two potentially conflicting forces: changes in the size of surviving
members of the cohort and the exit of plants from the cohort. In general,
the average size of each cohort's surviving plants relative to the average
size of all plants increased as the cohort aged, indicating that a higher
proportion of the older cohorts was concentrated in the upper tail of the
distribution of plant size.4

Year-to-year survival rates increased as plants aged, rising from 79.4
percent after the first year to 85.8 percent after two years and to 86.8
percent after three years.' The survival rate stabilized at around 87 per-
cent a year once plants were more than three years old. In each year, sur-
vival rates were higher for the oldest group of plants than for all later
entrants, which is expected, because the oldest plants also tended to be
the largest.6 Overall, the high attrition rate for young cohorts con-
tributed to the decline in their market share as they aged.

Several patterns emerge from an examination of average rates of
entry and exit by manufacturing industry over three time periods:
1977-80, 1980-83, and 1983-85 (table 10.5). Average entry and exit
rates fell between the first two periods, which coincided with periods of
trade liberalization and increased import restrictions, and then rose in
the third period. The decline in the average rate of entry between the
first two periods affected twenty-two of the twenty-eight industries,
with twenty-three industries experiencing a subsequent rise. Similarly,
twenty industries experienced a decline in the rate of exit between
1977-80 and 1980-83, and the same number experienced an increase



Table 10.4 Share of Manufacturing Output, Average Size of Firms, and Survival Rates of Entry Cohorts,
Colombia, 1977-85
(percentages)

Cohort 1977 1978 1979 1980 1981 1982 1983 1984 1985

Share of manufacturing output
1977 plants 100.0 95.5 87.2 87.0 83.2 79.6 77.0 74.9 72.1
1978 entrants n.a. 4.5 3.0 2.5 2.6 2.4 2.2 2.0 2.0
1979 entrants n.a. n.a. 9.8 4.8 4.2 4.1 3.6 3.4 3.3
1980 entrants n.a. n.a. n.a. 5.6 4.9 4.8 4.5 4.3 4.2
1981 entrants n.a. n.a. n.a. n.a. 5.0 5.0 4.6 4.7 4.6
1982 entrants n.a. n.a. n.a. n.a. n.a. 4.0 4.4 4.0 3.7
1983 entrants n.a. n.a. n.a. n.a. n.a. n.a. 3.7 3.7 3.4
1984 entrants n.a. n.a. n.a. n.a. n.a. n.a. n.a. 2.9 2.6
1985 entrants n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. 4.0

Size of surviving plants relative
to that of all manufacturing plants

1977 plants 100.0 107.2 109.7 124.1 127.6 136.4 145.2 154.9 166.1
1978 entrants n.a. 41.3 36.2 37.9 42.9 45.8 49.2 53.8 60.2
1979 entrants n.a. n.a. 79.9 52.8 53.3 61.3 65.3 71.6 78.5



1980 entrants n.a. n.a. n.a. 40.1 41.3 47.1 53.6 59.2 68.7
1981 entrants n.a. n.a. n.a. n.a. 56.5 66.4 70.1 86.3 98.1
1982 entrants n.a. n.a. n.a. n.a. n.a. 34.1 42.8 45.4 50.5
1983 entrants n.a. n.a. n.a. n.a. n.a. n.a. 32.0 39.6 42.3
1984 entrants n.a. n.a. n.a. n.a. n.a. n.a. n.a. 23.7 32.2
1985 entrants n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. 27.5

Year-to-year cohort survival rates
1977 plants 100.( 88.4 99.1 89.3 92.2 93.1 a 99.1 92.0
1978 entrants n.a. 10(.0 77.2 83.4 90.5 90.1 a 85.2 89.6
1979 entrants n.a. n.a. 100.0 75.6 85.6 87.8 a 87.1 91.4
1980 entrants n.a. n.a. n.a. 100.0 84.3 89.2 a 86.7 86.8
1981 entrants n.a. n.a. n.a. n.a. 100.0 89.6 a 84.0 88.2
1982 entrants n.a. n.a. n.a. n.a. n.a. 100.0 a 83.9 84.8
1983 entrants n.a. n.a. n.a. n.a. n.a. n.a. 100.( 80.7 87.1
1984 entrants n.a. n.a. n.a. n.a. n.a. n.a. n.a. 100.0 68.8
1985 entrants n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. 100.0

n.a. Not applicable.
a. Not reported because of a reduction in survey coverage.
Source: Aurbor's calculations based on survey data from DANE.



Table 10.5 Average Annual Entry, Exit, and Growvth Rate of Plants, by Industry, Colombia, 1977-85
(percentages)

Entry rate Exit rate Growth rate of surviving plants

Industry 1977-80 1980-8.3 1983-85 1977-80 1980-83 1983-85 1977-80 1980-83 1983-85

Food 10.0 9.9 12.4 11.3 8.8 11.3 4.6 1.4 11.3
Food-miscellaneous 9.1 10.1 8.9 7.4 8.6 8.9 3.8 5.3 10.6
Beverages 6.7 4.9 4.4 5.4 6.0 5.6 6.9 0.7 -1.4
Tobacco 8.6 6.0 6.5 22.5 14.0 12.9 -17.0 2.0 10.8
Textiles 1l3.0 8.4 12.6 12.3 11.2 11.7 -3.8 -4.9 8.3
Apparel 20.2 18.5 18.3 15.0 10.4 14.8 6.0 -2.0 2.8
Leather products 17.8 9.9 20.2 18.7 10.3 12.9 0.8 1.6 3.1
Footwear 16.0 21.2 19.5 14.6 13.5 15.0 5.9 1.3 1.4
Wood products 11.0 15.1 16.5 13.5 11.5 18.6 3.5 2.8 -4.9
Furniture 15.0 15. 17.4 16.9 10.6 19.6 1.8 -7.4 10.7
Paper 11.0 5.2 9.4 9.8 2.8 7.6 -0.6 -2.0 11.2

9 Printing 11.4 9.8 14.3 10.6 6.4 13.0 -0.7 -1.1 -6.3
oo Industrial chemicals 10.8 9.7 10.5 9.5 8.9 7.2 5.0 0.7 11.9

Other chemicals 8.0 5.5 9.0 7.4 5.5 7.3 7.5 -0.9 8.5
Petroleum 13.2 5.3 8.2 0.0 12.2 7.5 -1.4 0.9 8.9
Rubber products 10.6 11.4 6.9 7.5 8.0 12.5 -1.0 -2.6 7.7
Plastics 16.7 11.7 20.1 12.0 8.2 14.0 6.8 4.7 -0.5
Ceramics 13.4 8.3 12.8 13.4 14.1 10.9 13.1 -8.2 9.9
Glass 8.1 11.7 12.6 10.6 12.7 6.8 8.0 2.2 2.4
Nonmetallic minerals 11.2 9.5 11.6 11.8 8.4 12.6 12.4 0.1 10.6
Iron and steel 11.7 9.1 13.4 11.6 11.8 9.7 -7.0 11.5 -4.3
Nonferrous metals 8.1 3.9 9.3 7.9 8.7 12.8 -12.4 0.1 0.2
Metal products 12.7 8.8 11.1 11.3 8.3 14.3 -1.8 -3.9 6.2
Nonelectrical machinery 10.7 4.1 13.3 7.7 7.4 9.9 12.3 -1.5 -10.4
Electrical machinery 9.5 4.7 10.5 8.4 6.8 9.9 6.6 -4.0 4.0
Transport equipment 12.0 10.5 11.5 11.9 9.5 10.2 6.4 -14.0 0.5
Professional equipment 16.5 4.9 13.7 12.4 6.5 11.1 11.1 2.0 14.4
Other manufacturing 12.4 8.1 14.2 13.7 9.3 12.3 4.9 3.6 20.6

Average 12.0 9.3 12.5 11.3 9.3 11.4 2.9 -0.4 5.3

Source: Author's calculations based on industrial survey data from DANF.
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in 1983-85. Overall, then, the time period effects in the data appear to
be strong.

Aggregate rates of entry and exit in each time period are quite similar,
with periods of high entry also being periods of high exit. This pattern
also holds at the industry level. Except for 1978, the simple correlation
between entry and exit rates across industries in the same year is gener-
ally large and positive. The large positive values indicate that industries
with higher rates of entry tended to have high rates of exit, a finding
common in other studies. 7 This suggests that industry-specific factors
related to technology, such as sunk entry costs, rather than fluctuations
in demand are primarily responsible for the observed patterns of entry
and exit. It implies that industries can be categorized by their rate of
turnover: high turnover is associated with high rates of entry and exit,
while low turnover is associated with low rates.

The average growth rate of surviving plants in each industry tends to
reflect the general trends in growth of the manufacturing sector. The
average growth rate for surviving plants during 1980-83 was less than
that during 1977-80 in twenty-five of the twenty-eight industries (table
10.5). This pattern reverses itself in 1983-85, when the rate was higher
than in 1980-83 in twenty-three industries.

The results of the regression analysis of the entry variables are re-
ported in table 10.6.8 The model was estimated separately for each of
two time periods, 1977-82 and 1983-85, because of the change in cov-
erage of the manufacturing surveys.

For the 1977-82 period, output growth and the industry-level
Herfindahl index are both positively and significantly correlated with
plant-level entry rates. Import penetration has a negative but statistically
insignificant effect on entry rates, and capital intensity has no effect.
Over the 1983-85 period, none of the explanatory variables is signifi-
cantly correlated with entry rate. Overall, the regression results indicate
that, once industry and year are controlled for, there is no robust rela-
tionship between the structure or demand variables of the industry and
the rate of plant entry.

The results on exit rates are similar. Growth of industry-level output,
the structure variables, and import penetration are not significantly cor-
related with exit rates in a systematic way after industry and time effects
are controlled for.

One robust result uncovered in exit studies of industrial countries is
that the probability that a producer wilL fail declines systematically as
its size and age increase.9 Thus failure is concentrated among smaller,
younger producers. To examine if this is true of Colombian manufac-
turing plants, we examined patterns of failure across size and age cate-
gories. The quartiles of each industry's distribution of plant size were
identified, and the plants within each quartile were divided into three age
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Table 10.6 Regression Coefficients with Entry Rate (ER) and Exit
Rate (XR) as the Dependent Variable, Colombia, 1977-85

Entry rate Exit rate

Variable 1977-82 1983-85 1977-82 1983-85

Independent variable
Intercept 0.097 (0.034)*' 0.091 (0.065) 0.096 (0.033)* 0.049 (0.043)
AInQ 0.128 (0.023)* -0.042 (0.086) 0.012 (0.022) -0.020 (0.056)
H 0.406 (0.128)' 0.195 (0.431) -0.146 (0.123) -0.211 (0.281)
IMP -0.039 (0.116) -0.292 (0.350) 0.090 (0.111) 0.173 (0.228)
KQ 0.001 (0.039) 0.125 (0.077) -0.007 (0.038) 0.117 (0.050):-

Year dummy variable
1977-78 -0.022 (0.017) n.a. 0.036 (0.0166)' n.a.
1978-79 -0.006 (0.014) n.a. 0.012 (0.014) n.a.
1979-80 0.024 (0.012)* n.a. 0.044 (0.012)- n.a.
1980-81 -0.036 (0.010)* n.a. 0.020 (0.010)* n.a.
1983-84 -0.004 (0.010) -0.010 (0.007)

Mean dependent
variable 0.109 0.125 0.105 0.115

cr2 0.001 0.001 ().001 0.001
R2 0.540 0.505 0.459 0.661
F-statistic 5.668 2.755 4.366 4.343

n.a. Not applicable.
S Significant at the ox = 5 percent level.

Note: H is the Herfindahl index of industry concentration, IMP is import penetration,
and KQ is capital intensity. Industry dummy variables were not reported. Numbers in
parentheses are standard errors.

Source: Author's calculations based on survey data from DANF.

categories; zero to four years old, five to ten years old, and more than
ten years old. In effect, each plant in industry i in year t was assigned to
one of twelve categories based on its size and age. The exit rate from
each of these twelve size-age categories for industry i in year t was cal-
culated as the number of plants that did not survive until year t + 1 as a
proportion of the total number of plants in the category in year t.

The regression results reported in table 10.7 summarize the variation
in exit rates using a set of eleven dummy variables to distinguish the
twelve size-age classes. The excluded or base category is for the oldest
plants in the largest quartile of the size distribution.

The dummy variable coefficients are all positive and virtually all sta-
tistically significant, indicating that, relative to the largest, oldest plants
in an industry, smaller, younger plants have higher exit rates. More in-
teresting, the coefficients indicate that, within each size quartile, the exit
rate declines monotonically with age and that, within each age group,
the exit rate declines with increases in size.'°
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Table 10.7 Regression Coefficients with Exit Rate (ER) as the
Dependent Variable, Colombia, 1977-85

Variable 1977-82 1983-85

Independent variable
Intercept 0.041 (0.039) 0.030 (0.082)
AlnQ 0.012 (0.032) -0.037 (0.116)
H 0.207 (0.297) 0.689 (0.667)
IMP 0.130 (0.124) -0.097 (0.466)
KQ 0.018 (0.039) 0.052 (0.095)
Size = 1, age = 1 0.142 (0.015)' 0.262 (0.026)*
Size = 2, age = 1 0.131 (0.015)'- 0.145 (0.027) -
Size = 3, age = 1 0.114 (0.016)* 0.137 (0.029)(
Size = 4, age = 1 0.144 (0.018)( 0.172 (0.032)(
Size = 1, age = 2 0.105 (0.014)* 0.205 (0.025) *
Size = 2, age = 2 0.072 (0.015)( 0.120 (0.027)(
Size = 3, age = 2 0.072 (0.015);' 0.099 (0.028)(
Size = 4, age = 2 0.084 (0.0 177) 0.077 (0.032)(
Size = 1, age = 3 0.095 (0.014)' 0.196 (0.025)*
Size = 2, age = 3 0.054 (0.144)- 0.058 (0.026) 6

Size = 3, age = 3 0.042 (0.015)* 0.045 (0.027)

Year dummy variable
1977-78 0.042 (0.017)^- n.a.
1978-79 0.024 (0.015) n.a.
1979-80 0.045 (0.012): n.a.
1980-81 0.018 (0.011) n.a.
1983-84 -0.008 (0.013) n.a.

Mean dependent variable 0.158 0.191
&^r2 0.010 0.013

R2 0.363 0.435
F-statistic 14.304 8.409

n.a. Not applicable.
* Significant at the a = 5 percent level.
Note: H is the Herfindahl index of industry concentration, IMP is import penetration,

and KQ is capital intensitv. Industrv dummy variables were not reported. Numbers in
parentheses are standard errors.

Source: Author's calculations based on survey data from DANF.

To examine if this pattern of size-age differential is sensitive to the
level of industry-level import penetration, the eleven size-age dummy
variables were interacted with the level of import penetration. These
results, which are not reported in the tables, indicate that an increase in
import penetration raises the exit rate of the larger plants (third and
fourth quartiles) in the younger age categories relative to that of the
largest and oldest plants. There is no statistical evidence that an increase
in import penetration affects the exit rate of smaller plants. This is con-
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sistent with the view that larger producers are the most likely to compete
directly with imports.

Overall, the industry-level patterns suggest that time-series variations
in structural or demand conditions are not highly correlated with entry
or exit rates. Within industries, however, patterns of failure do reflect
variations in plant size and age that are similar to those reported for
industrial countries.

Performance, Market Structure, and Trade

This section looks at variations in industry-level performance and in the
performance of plants within individual industries. In particular, the
analysis considers the relationship between measures of performance and
the extent of import penetration into the domestic market. Several pat-
terns are evident in the key industry-level variables that were analyzed:
concentration, import penetration rate, capital-output ratio, and price-
cost margin for each industry (table 10.8).

The average price-cost margin for the manufacturing sector exhibits a
distinct downward trend over time, with much of the decline occurring
in 1982, the middle of the sample period, followed by a period of stabi-
lization or reversal. The margins also differ across industries, with the
differences becoming most pronounced in the middle of the sample
period. The simple correlation of industry-level price-cost margins is
0.513 between 1977 and 1981 and 0.759 between 1981 and 1985, sug-
gesting that the level of price-cost margins and the ranking of industries
fluctuate more in the earlier than in the later period. The earlier period
coincides with the end of the trade liberalization that began in 1967. The
later period corresponds to a time of more restrictive import controls
and declining manufacturing exports.

The Herfindahl index for industry-level concentration shows substan-
tial variation across industries in each year and less variation within
industries over time. The size distribution of plants within an industry
tends to change very slowly over time, whereas at any given time, the
mix of large and small plants can vary significantly across industries.
High values of the Herfindahl index tend to indicate a larger dispersion
in plant sizes within an industry.

The import penetration rate shows substantial differences across
industries and over time. The rate is consistently high for some indus-
tries, most of which produce durable goods. Consistently high rates of
import penetration are found in industrial chemicals, iron and steel, non-
ferrous metals, electrical and nonelectrical machinery, and transport and
professional equipment. Moderate rates are found for paper products,
printing, other chemicals, and metal products. The lowest rates are in the



Table 10.8 Industrial Structure and Performance Variables for Selected Years, Colombia, 1977-85
Price-cost margin (PCM) Herfindahl index (H) Import penetration (IMP) Capital-output ratio (KQ)

Industry 1977 1981 1985 1977 1981 1985 1977 1981 198.5 1977 1981 1985

Food 0.155 0.172 0.210 0.007 0.008 0.008 0.066 0.087 0.039 0.396 0.556 0.525
Food-miscellaneous 0.192 0.200 0.170 0.026 0.027 0.025 0.036 0.025 0.031 0.193 0.400 0.455
Beverages 0.487 0.440 0.381 0.036 0.044 0.036 0.014 0.020 0.015 0.302 0.575 0.609
Tobacco 0.645 0.287 0.344 0.268 0.223 0.282 0.032 0.125 0.031 0.225 0.626 0.912
Textiles 0.316 0.235 0.243 0.043 0.046 0.048 0.022 0.038 0.023 0.459 1.143 1.423
Apparel 0.249 0.177 0.144 0.012 0.012 0.013 0.020 0.029 0.030 0.275 0.392 0.387
Leather products 0.205 0.154 0.080 0.067 0.071 0.094 0.011 0.024 0.016 0.292 0.535 0.615
Footwear 0.230 0.197 0.142 0.059 0.052 0.053 0.006 0.008 0.013 0.296 0.418 0.596
Wood products 0.364 0.301 0.244 0.144 0.115 0.131 0.062 0.089 0.035 0.514 1.058 1.828
Furniture 0.227 0.151 0.128 0.037 0.025 0.028 0.017 0.016 0.004 0.487 0.735 0.842
Paper 0.361 0.188 0.182 0.106 0.062 0.062 0.137 0.197 0.166 0.389 0.663 0.726
Printing 0.316 0.279 0.241 0.060 0.069 0.060 0.127 0.114 0.108 0.671 1.350 2.798

NJ Industrial chemicals 0.242 0.205 0.189 0.052 0.060 0.046 0.408 0.405 0.420 0.721 1.073 0.897
w Other chemicals 0.341 0.297 0.240 0.023 0.029 0.025 0.152 0.158 0.158 0.194 0.345 0.307

Petroleum 0.523 0.219 0.230 0.501 0.276 0.285 0.027 0.052 0.035 0.130 0.292 0.635
Rubber products 0.295 0.205 0.236 0.167 0.153 0.179 0.077 0.118 0.084 0.209 0.358 0.398
Plastics 0.274 0.153 0.145 0.031 0.032 0.026 0.024 0.027 0.022 0.620 1.242 1.380
Ceramics 0.231 0.216 0.259 0.142 0.157 0.150 0.040 0.043 0.022 0.612 1.044 1.588
Glass 0.266 0.232 0.307 0.100 0.096 0.205 0.096 0.135 0.060 0.318 0.650 0.737
Nonmetallic minerals 0.268 0.244 0.310 0.037 0.031 0.032 0.088 0.033 0.029 1.580 1.760 2.680
Iron and steel 0.235 0.188 0.173 0.138 0.113 0.108 0.318 0.421 0.486 0.609 1.063 3.804
Nonferrous metals 0.235 0.232 0.231 0.187 0.204 0.223 0.459 0.555 0.510 0.170 0.395 0.516
Metal products 0.348 0.196 0.175 0.021 0.014 0.017 0.087 0.215 0.143 0.355 0.746 0.830
Nonelectrical machinery 0.268 0.181 0.174 0.026 0.029 0.036 0.703 0.779 0.676 0.303 0.358 0.479
Electrical machinery 0.300 0.263 0.212 0.031 0.036 0.031 0.364 0.416 0.328 0.265 0.383 0.486
Transport equipment 0.220 0.142 0.073 0.135 0.117 0.108 0.338 0.445 0.356 0.550 0.604 0.795
Professional equipment 0.262 0.311 0.337 0.067 0.212 0.221 0.705 0.619 0.567 0.367 0.304 0.305
Other manufacturing 0.360 0.325 0.309 0.043 0.069 0.049 0.136 0.144 0.060 0.289 0.441 0.507

Average 0.301 0.228 0.218 0.092 0.085 0.092 0.163 0.191 0.160 0.421 0.697 1.000

Source: Author's calculations based on industrial survey data from DANE.
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nondurable goods industries: beverages, textiles, apparel, leather goods,
and footwear. Import penetration rates rose between 1977 and 1981 and
then fell between 1981 and 1985, a pattern common among manufac-
turing industries. This reflects changes in the real exchange rate and the
tightening of quantitative import restrictions in 1981. Twenty-five indus-
tries experienced an increase in import penetration between 1977 and
1981, and twenty-three experienced a decrease between 1981 and 1985.
Cross-industry differences in import penetration rates indicate that
Colombia did not have a major group of domestic producers in many
industries. These differences are unlikely to reflect differences in trade
policies across sectors alone but are more likely to reflect fundamental
differences in resource endowments. The time-series variation in import
penetration within each sector, however, does roughly parallel changes
in Colombia's trade policy. This suggests that time-series, rather than
cross-sectional, variations are most useful in identifying the effects of
trade policy on market performance.

While capital-output ratios rose over time for virtually all industries,
many industries with the lowest capital-output ratios in 1977 (other
chemicals, apparel, and rubber) and several with the highest (iron and
steel, other nonmetal products, ceramics and porcelain, and plastics)
maintained their relative positions in 1985. Some industries commonly
viewed as capital-intensive in industrial countries, such as industrial
chemicals, transportation equipment, and petroleum derivatives, are not
among the highly capital-intensive industries in Colombia, suggesting
that producers in these industries use technologies different from those
of their counterparts in industrial countries.

Price-Cost Margins at the Industry Level

Regression results show that price-cost margins rise with an increase in
the industry-level Herfindahl index and fall with an increase in import
penetration (table 10.9, model 1). In particular, a rise in the share of
imports in total sales is associated with a statistically significant decline
in the price-cost margin. This result is consistent with an increase in the
competitiveness of the domestic industry as the rate of import penetra-
tion rises. Capital intensity has no significant effect on the margin.

The year effects-a measure of the difference in price-cost margin rel-
ative to 1977-are generally negative and increase over time, reflecting
the downward trend in margins. The industry effects-a measure of the
difference in price-cost margins relative to the miscellaneous manufac-
turing category-vary substantially across industries, reflecting differ-
ences in both capital intensity and profitability.

To see whether import penetration has a more pronounced effect on
margins in highly concentrated, capital-intensive industries, a second



Table 10.9 Regression Coefficients with Price-Cost Margin (PCM) as the Dependent Variable, Colombia

Variable Model I Model 2 Model 3 Model 4

Independent variable
Intercept 0.342 (0.018)t 0.334 (0.020)) 0.277 (0.017)' ( 0.253 (0.018)*
H 0.921 (0.105)' 1.069 (0.127)* 0.352 (0.064)% 0.436 (0.080)-
IMP -0.178 (0.087)' -0.164 (0.105) -0.058 (0.025)( 0.065 (0.048)
KQ -0.000 (0.009) -0.001 (0.016) -0.001 (0.001) 0.028 (0.014)-
H IMP n.a. -0.740 (0.356)' n.a. -0.452 (0.316)
KQ.IMP n.a. -0.021 (0.043) n.a. -0.136 (0.047)

Year dummy variable
1978 -0.003 (0.010) 0.001 (0.010) -0.006 (0.021) -0.005 (0.021)
1979 0.007 (0.010) 0.001 (0.010) -0.002 (0.021) -0.003 (0.021)
1980 -0.040 (0.011)' -0.034 (0.011)' -0.050 (0.021)^ -0.051 (0.021)*
1981 -0.059 (0.011)' -0.052 (0.011)' -0.067 (0.021)* -0.069 (0.021)*
1982 -0.062 (0.017)' -0.056 (0.012)* -0.075 (0.021)* -0.076 (0.02 1)*
1983 -0.082 ()0.012) -0.074 (0.013):' -0.086 (0.022)' -0.090 (0.021)^
1984 -0.079 (0.011)' -0.072 (0.012)* -0.082 (0.021)'- -0.086 (0.021)'^
1985 -0.081 (0.011)* -0.075 (0.012)* -0.082 (0.021)* -0.085 (0.021)*

Industry dummy variable
Food -0.120 ()0.020) -0.116 (0.020)) n.a. n.a.
Food-miscellaneous -0.131 (0.020)* -0.129 (0.021)* n.a. n.a.
Beverages 0.111 (0.020)* 0.111 (0.021)* n.a. n.a.
Tobacco -0.089 (0.026)* -0.106 (0.021)' n.a. n.a.
Textiles -0.066 (0.020)* -0.061 (0.021)* n.a. n.a.
Apparel -0.119 (0.020)' -0.109 (0.021)' n.a. n.a.
Leather products -0.206 (0.020)( -0.211 (0.020)* n.a. n.a.
Footwear -0.144 (0.020)* -0.146 (0.020)' n.a. n.a.

(Table continiues on the following page.)



Table 10.9 (continued)

Variable Model I Model 2 Model 3 Model 4

Industry dummy variable (continued)
Wood products -0.094 (0.021)t -0.098 (0.022)%' n.a. n.a.
Furniture -0.148 (0.021)' -0.144 (0.021)* n.a. n.a.
Paper -0.099 (0. 018)- -0.097 (0.019)- n.a. n.a.
Printing -0.066 (0.020)( -0.061 (0.021)( n.a. n.a.
Industrial chemicals -0.052 (0.030) -0.048 (0.031) n.a. n.a.
Other chemicals 0.008 (0.018) 0.009 (0.018) n.a. n.a.
Petroleum -0.286 (0.029) -0.317 (0.032)* n.a. n.a.
Rubber products -0.207 (0.021):' -0.210 (0.021)' n.a. n.a.
Plastics -0.125 (0.021)( -0.118 (0.02-1)- n.a. n.a.
Ceramics -0.181 (0.021):' -0.189 (0.022)( n.a. n.a.
Glass -0.137 (0.019)' -0.144 (0.020)* n.a. n.a.
Nonmetallic minerals -0.041 (0.024) -0.029 (0.027) n.a. n.a.

O,\ Iron and steel -0.150 (0.033)* -0.136 (0.034)( n.a. n.a.
Nonferrous metals -0.164 (0.045)* -0.135 (0.050)( n.a. n.a.
Metal products -0.065 (0.018):' -0.119 (0.052)- n.a. n.a.
Nonelectrical machinery 0.019 (0.054) 0.022 (0.059) n.a. n.a.
Electrical machinery -0.006 (0.029) -0.005 (0.031) n.a. n.a.
Transport equipment -0.206 (0.031)' -0.198 (0.032)* n.a. n.a.
Professional equipment -0.032 (0.051) -0.006 (0.056) n.a. n.a.

Dependent mean 0.247 0.247 0.247 0.247
r2 0.0014 0.0014 0.0061 0.0060
R 2 0.820 0.822 0.227 0.253
F-statistic 31.056 29.949 7.705 7.541

n.a. Not applicable.
Significant at the 5 percent level.

Note: H is the Herfindahl index of industry concentration, IMP is import penetration, and KQ is capital intensity. Numbers in parentheses are standard
errors.

Source: Author's calculations based on 1977-85 survey data from DANE.
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regression permits the effect of a change in import penetration to vary
with the dispersion of plant size and capital intensity of the industry
(model 2). Under these conditions, an increase in the share of imports
reduces margins across all industries, but the largest and only statistically
significant reduction occurs in highly concentrated industries. The coef-
ficient on the interaction term between import penetration and industrial
structure is negative and statistically significant, implying that the reduc-
tion in the price-cost margin that is associated with an increase in the
share of imports occurs in the most highly concentrated industries.
Again, this result is consistent with an increase in the degree of competi-
tion following an increase in import penetration. 1 '

The results change markedly when the industry effects are not taken
into account (models 3 and 4). Comparing the results with those for
models that include the industry dummy variables (models 1 and 2)
reveals that variables like capital intensity or import penetration, which
differ more significantly across industries than over time, may act as
proxies for industry effects in the cross-sectional regressions. Without
the industry dummy variables, the results show no significant effect on
price-cost margins for import penetration but show a significant, positive
role for capital intensity, an effect that diminishes when import penetra-
tion rises. This differs substantially from the finding in model 2, which
takes industry effects into account, that capital intensity has no effect on
margins but that imports reduce margins in highly concentrated indus-
tries. The difference appears to arise because the industry dummy vari-
ables control for a host of industry-specific differences like capital inten-
sity that are poorly controlled for without the dummies.

Overall, the results reveal significant differences in price-cost margins
that persist across industries. The margins are systematically higher in
highly concentrated industries, although increasing import penetration
reduces the margins. Once industry fixed effects are controlled for, cap-
ital intensity appears to have no additional effect on margins. Finally,
there is a systematic decline in the margins over time. These results are
consistent with the view that imports introduce additional competitive
pressure, whose strongest effects are felt in industries with the highest
concentration of plant sizes.

Price-Cost Margin Correlations at the Plant Level

Price-cost margins are also found to be correlated with import penetra-
tion at the plant level (table 10.10). The results for the specification that
includes all manufacturing plants show that a plant's price-cost margin
falls as the rate of import penetration rises. The negative and significant
coefficient on the interaction term between import penetration and mar-
ket share indicates that an increase in import penetration has a larger



Table 10.10 Regression Coefficients for Type of Plant with Price-Cost Margin (PCM) as the Dependent Variable, Colombia

Variable All plants Proprietorships Partnerships Corporations

Independent variable
Intercept 0.255 (0.014)* 0.256 (0.016)* 0.244 (0.009)* 0.303 (0.099)*
S 1.507 (0.182)' 2.784 (1.93) 2.839 (0.377)- 1.163 (0.511)*
S2 -2.327 (0.549)' -54.935 (64.854) -15.428 (2.786)* -1.341 (1.418)
IMP -0.063 (0.063) -0.127 (0.069) -0.073 (0.041) 0.024 (0.349)
IMP S -1.081 (0.402)- 16.486 (6.969)' -1.539 (0.828)* -1.070 (1.089)
KQ -0.530 (0.035)* -0.291 (0.054) - -0.576 (0.025)- -0.592 (0.151)*
KQ2 0.048 (0.009)* 0.076 (0.018)* 0.045 (0.008)# 0.052 (0.031)

Year dummy variable
1978 -0.005 (0.007) -0.001 (0.007) -0.002 (0.005) -0.019 (0.037)
1979 -0.008 (0.007) 0.008 (0.007) 0.008 (0.005) -0.083 (0.037)*
1980 -0.014 (0.007) -0.010 (0.007) -0.011 (0.005)' -0.024 (0.038)

'41 1981 -0.014 (0.007) -0.010 (0.007) -0.014 (0.005)' -0.014 (0.038)
1982 -0.032 (0.007)t -0.032 (0.007)4 -0.030 (0.005)* -0.036 (0.038)
1983 -0.038 (0.007)* -0.040 (0.007);' -0.037 (0.005)x -0.034 (0.038)
1984 -0.042 (0.007)' -0.046 (0.007)* -0.038 (0.005)* -0.051 (0.037)
1985 -0.031 (0. 007)X -0.039 (0.008)* -0.032 (0.005)' -0.015 (0.036)

Industry dummy variable
Food -0.074 (0.013)- -0.073 (0.014)* -0.070 (0.008)X -0.105 (0.091)
Food-miscellaneous -0.064 (0.016)* -0.099 (0.017)* -0.054 (0.011)* -0.088 (0.101)
Beverages 0.092 (0.018)X -0.006 (0.037) 0.021 (0.015) 0.093 (0.099)
Tobacco -0.009 (0.030) -0.063 (0.023)X- -0.039 (0.041) 0.008 (0.123)
Textiles -0.034 (0.014)' -0.076 (0.017)X -0.027 (0.009)y -0.038 (0.098)
Apparel -0.049 (0.014)* -0.044 (0.015)* -0.044 (0.009)* -0.096 (0.104)
Leather products -0.061 (0.019)* -0.044 (0.020);' -0.056 (0.012)*' -0.110 (0.119)
Footwear -0.039 (0.016)* -0.027 (0.016) -0.049 (0.011)* -0.084 (0.133)



Wood products -0.055 (0.015)# -0.049 (0.016)* -0.054 (0.010)* -0.088 (0.109)
Furniture -0.064 (0.017)* -0.023 (0.017) -0.082 (0.011)* -0.074 (0.133)
Paper -0.034 (0.015)* -0.064 (0.023)* -0.031 (0.010)* -0.058 (0.095)
Printing 0.016 (0.013) -0.012 (0.014) 0.033 (0.008)* -0.030 (0.097)
Industrial chemicals 0.078 (0.024)* 0.065 (0.035) 0.035 (0.017)* 0.463 (0.131)
Other chemicals 0.040 (0.013)* -0.013 (0.017) 0.037 (0.009)* 0.030 (0.089)
Petroleum -0.060 (0.032) -0.239 (0.059)* -0.043 (0.020)* -0.167 (0.233)
Rubber products -0.033 (0.018) 0.029 (0.022) -0.018 (0.012) -0.132 (0.107)
Plastics -0.004 (0.016) -0.037 (0.021) 0.003 (0.010) -0.023 (0.105)
Ceramics -0.067 (0.025)* -0.079 (0.022)* -0.054 (0.018)* -0.096 (0.141)
Glass -0.032 (0.021) -0.041 (0.027) -0.028 (0.014)* -0.057 (0.117)
Nonmetallic minerals 0.003 (0.015) -0.027 (0.016) 0.009 (0.010) -0.009 (0.096)
Iron and steel -0.024 (0.026) 0.019 (0.029) -0.024 (0.018) -0.073 (0.139)
Nonferrous metals 0.012 (0.035) 0.024 (0.044) 0.017 (0.022) -0.052 (0.195)
Metal products -0.031 (0.012)* -0.044 (0.014)* -0.027 (0.008) -0.027 (0.090)
Nonelectrical machinery 0.026 (0.039) 0.061 (0.042) 0.034 (0.025) -0.041 (0.225)
Electrical machinery -0.033 (0.021) 0.034 (0.025) 0.009 (0.014) -0.213 (0.127)
Transport equipment -0.010 (0.021) 0.001 (0.024) 0.004 (0.014) -0.087 (0.130)
Professional equipment 0.041 (0.038) 0.063 (0.045) 0.046 (0.024) -0.049 (0.221)

Dependent mean 0.193 0.185 0.184 0.235
&2 0.137 0.026 0.040 0.636

R2 0.014 0.049 0.056 0.012

F-tests
Ho: industry dummies are equal 16.57* 7.31 42.62 2.08*
H,: all coefficients equal 0 25.77* 10.95* 49.32* 2.57*

* Significant at the 5 percent level.
Note: S is market share, IMP is import penetration, and KQ is capital intensity. Numbers in parentheses are standard errors. Data are for 51,340 plants,

8,843 proprietorships, 33,962 partnerships, and 8,533 corporations.
Source: Author's calculations based on 1977-85 survey data from DANF.
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negative effect on the margins of relatively large plants. This may reflect
the fact that larger domestic producers have products that compete most
directly with imports, while smaller producers have specialized products
for which imports substitute less easily. The results also indicate that the
plant's market share varies significantly with the price-cost margin, while
the coefficient on the squared market share is negative and significant.
Together, these results indicate that price-cost margins rise with an
increase in plant size, but at a diminishing rate. This finding is consistent
with a diminution of the differences in efficiency across producers as
plants increase in size. Overall, then, margins are higher for large plants
in an industry, and imports are negatively correlated with margins, par-
ticularly for larger plants.12

Firms in an industry are often a diverse mix of individual proprietor-
ships, small partnerships, and large corporations, including multina-
tional corporations, and adjustments in trade policy are unlikely to affect
all types of producers in the same way. Regression results for all three
types of plant ownership show that an increase in the plant's market
share increases the plant's price-cost margin, but at a decreasing rate
(table 10.10). Both first- and second-order effects are significant for
limited partnerships, the largest group of plants. Only the first-order
effect is significant for corporations, and neither effect is significant for
proprietorships.

An increase in import penetration affects the three types of plants quite
differently. Increased import penetration reduces the margins of large
plants owned by partnerships and corporations, but neither effect is sta-
tistically significant. In the case of proprietorships, import penetration
has no significant effect on price-cost margins. Thus the finding from the
regressions for all plants that import penetration reduces margins the
most among larger plants seems to characterize only limited partner-
ships. For plants owned by corporations, price-cost margins are particu-
larly insensitive to import penetration.

The model does the poorest job of explaining the variation in price-
cost margins for the plants owned by corporations. For this group, few
of the parameters are significant, and, contrary to the findings for the
other groups, there is very little significant variation in margins across
industries. These results suggest that import penetration does not affect
all plants equally, raising the possibility that changes in the mix of pro-
ducers may be an important outcome of trade adjustment.

Summary

Import penetration is correlated with price-cost margins at both the
plant and industry level of analysis. In the industry-level analysis, im-
ports reduce margins most substantially in highly concentrated indus-
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tries. But there is significant heterogeneity in the size of plants and type
of ownership, and the plant-level analysis shows that imports have a dif-
ferential effect on the margins of large and small plants. They do not sim-
ply increase the level of market competition and lower the margins of all
producers in the industry. Imports act to reduce margins, particularly for
plants owned by limited partnerships. (These plants account for approx-
imately 60 percent of the manufacturing plants in any year.) This sug-
gests that plants differ in their efficiency and that import penetration
may reduce the level of rents being earned by the larger producers within
an ownership category. If differences in efficiency across plants are
important, then estimates of the effects of the trade environment on mar-
ket performance must recognize that trade policies may alter the mix of
producers within an industry.

Conclusions

Patterns of producer turnover in Colombia do not differ markedly from
those found for industrial countries. The relatively high rates of entry
and exit, the small size of entering and exiting plants, lower failure rates
as plants age and grow, and positive cross-sectional correlation between
industry-level rates of entry and exit are all patterns that have been iden-
tified for industrial countries.

Another finding that matches the results found for industrial countries
is that import penetration is strongly correlated with plant- and indus-
try-level performance, with the strength of the relationship varying with
industrial structure. Import penetration is negatively correlated with
industry- and plant-level price-cost margins, the largest effect coming in
more highly concentrated industries. These findings are consistent with
the notion that import competition helps to reduce noncompetitive out-
comes in domestic markets, although of course, the mechanism through
which this occurs is not identified.

Above all, this analysis exposes the broad heterogeneity among pro-
ducers within individual industries. Understanding that the response to
changes in economic conditions may also vary across producers is an
important step in analyzing aggregate and sectoral responses to a chang-
ing economic environment in developing countries.

Appendix: Data Preparation

Plant-level data for 1977-85 were obtained from an annual census of
manufacturing plants conducted by Colombia's Departamento Adminis-
trativo Nacional de Estadistica. The data were provided as separate
annual cross sections, and plant observations were not linked over time.
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The first task was to match individual plant observations across years so
that longitudinal analysis could be conducted.

Constructing the Longitudinal Data Set

Constructing the longitudinal data set required locating the data for each
manufacturing plant in each of the yearly cross-sectional data sets by
identifying variables that are specific to individual plants and remain
unchanged over time. Plant characteristics used in the matching process
are the initial year of operation, the metropolitan area and section of the
country (available only for 1981-85) in which the plant is located, and
the four-digit industrial classification to which the plant is assigned. The
first three variables do not change over time for a given plant and are
very valuable in the matching process. The possibility that the industry
may change over time was taken into account in the matching process.

By themselves, these plant characteristics, or discrete identifying vari-
ables, are insufficient to produce unique matches across adjoining years,
particularly in regions with a large number of manufacturing plants. Two
additional sets of continuous identifying variables were used to identify
plants uniquely across adjacent years: end- and beginning-of-year inven-
tories for a plant, a plant's flow of investment over the year, and the end-
of-year book value of capital. In all cases, only nonzero values of the con-
tinuous variables were used in order to assure that matches are unique.

The matching process began with the 1984 and 1985 data sets and
worked back to 1977 and 1978 in a four-step process. Thus, for exam-
ple, a plant's end-of-year inventories in the 1984 data were matched with
the beginning-of-year inventories in the 1985 data for four variables (fin-
ished goods, raw materials, goods in progress, and total inventory). For
the six capital variables, the end-of-year book value of capital in 1984,
say, was marched with a constructed beginning-of-year book value of
capital in 1985 (reported end-of-year book value in 1985 minus the
gross flow of investment in 1985 plus depreciation in 1985 plus the book
value of assets sold in 1985). The measures of beginning- and end-of-
year capital stocks were constructed for structures, equipment, land,
transportation equipment, office equipment, and total stocks.

One limitation of this procedure is that matching is performed only
across adjacent years. Any errors in the three discrete variables-initial
year of plant operation, section of the country, or area of the country-
will lead to a failure to identify a continuing plant. Matching across non-
adjacent years might permit some additional continuing plants to be
identified, but there are no continuous variables that can be used to
match the plants across nonadjacent years.

The number of plant matches found at each stage of this process is
summarized for each pair of years in table 10A.1. The first row reports



Table l OA.1 Number of Plant Matches in Colombia, 1977-85 

Variable 1977-78 1978-79 1979-80 1980-81 1981-82 1982-83 1983-84 1984-8.5

Minimum number of possible matches
(N,, N, + 1) 6,625 6,625 6,765 6,792 6,792 6,249 6,249 6,258

Number of matches on industry, initial
year, section, area, and continuous
variables

Inventory variable
Finished goods 3,186 3,915 1,782 3,781 3,853 3,552 3,595 3,474
Raw materials 1,775 1,743 1,744 1,521 1,555 1,314 1,290 1,330
Goods in progress 68 81 415 39 41 23 22 34
Total 49 45 35 30) 20 17 17 33

Capital variable (book values)
Structures 383 370 918 377 209 175 160 171
Equipment 37 2S 227 12 197 147 144 lS0
Land 28 26 126 7 10 7 3 16
Transportation equipment 23 IS 128 6 6 4 3 4
Office equipment 25 17 170 11 13 9 5 7
Total 5 6 21 2 2 i 0 4

Total number of matches 5,577 5,523 5,566 5,786 5,906 5,249 5,239 5,223
Total when all continuous variables equal 0 19 17 20 1s 13 13 11 10

(Table continups on1 thje follouwng page.)



Table I OA.1 (continued) ___

Variable 1977-78 1978-79 1979-80 1980-81 1981-82 1982-83 1983-84 1984-85

Number of matches when industry switches
are permitted

Inventory variable
Finished goods 171 228 88 259 208 178 166 158

Raw materials 100 120 93 86 70 54 62 55

Goods in progress 4 6 29 3 2 2 1 0

Total 2 5 3 7 1 1 1 0

Capital variable (book values) 17 21 45 27 8 6 5 7

Structures 2 1 6 2 13 6 4 8

Equipment 3 3 12 0 0 ' I 2

Land 3 3 12 1 1 1 0 0

Transportation equipment 5 3 18 5 6 11 9 8

Office equipment 1 2 2 1 0 1 0 1

Total 308 392 308 391 309 261 249 239

Total number of matches 5,904 5,932 5,892 6,195 6,228 5,523 5,499 5,472

Share of minimum number of possible
matches (percentages) 89.1 89.5 87.1 91.2 91.7 88.4 88.0 87.4

Source: Author's calculations based on survey data from DANE.
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the minimum number of plants in each of the two years in question. This
is the maximum number of plant matches that are possible between the
two years. This is followed by the number of matches on the four dis-
crete matching variables plus each of the continuous variables. Two pat-
terns are of interest. First, most matches occur on the first continuous
variable used: finished goods inventories. This is not unexpected, since
the set of nonmatched plants is largest at this point, and the number of
plants with zero values for this variable is relatively small. The second
pattern is an increase in the number of matches as the capital variables
are applied in the matching. This result is expected if some plants do not
report inventories consistently over time but do report book value of
capital stocks consistently.

Next, table 10A.1 reports the additional matches when the industry
matching requirement is dropped. When plants are not required to
remain in the same four-digit industrial classification, approximately
300 additional matches are made, or about 5 percent of the plants oper-
ating each year.

Constructing Perpetual-Inventory Capital Stocks

The construction of perpetual-inventory capital stocks for each three-
digit manufacturing industry began with capital stock and investment
data for each of four classes of assets: buildings and structures, machin-
ery and equipment, transportation equipment, and land. The capital
stock of asset class k at the end of year t for industry j is denoted as Kk

and was constructed as

(lOA.1) Kk = Ik + (1 - 8k) Kk

where I,kt is the real flow of new investment of asset type k in industry j
in year t, 8k is a depreciation rate for asset type k, and Kk 1 is the pre-
vious year's capital stock of asset type k in industry j.

The real flow of new investment for each type of asset was constructed
by deflating the flow of investment by a price index for new investments
of type k. The flow of investment was constructed by summing the plant-
level investment flows over all plants. Investment in asset type k is the
sum of purchases of new and used assets and production of the asset for
own use minus the sale of assets.

The price indexes for structures, machinery and equipment, and trans-
portation equipment were constructed as the ratio of the current and
constant unit (peso) flows of investment for the whole economy (Central
Bank 1988, tables 7.1.5 and 7.1.6). The gross domestic product deflator
was used as the price index for the fourth type of asset: land.

The rate of depreciation for each type of asset was assumed to be con-
stant over time as follows: 5 percent for structures, 10 percent for
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machinery and equipment, 20 percent for transportation equipment, and
0 percent for land, which was assumed not to depreciate.

To construct a measure of the capital stock for each industry for 1977,
the initial year of the data, the 1977 end-of-year book value of each type
of asset was deflated by the value of the 1977 asset price index. Simply
beginning the perpetual-inventory calculations in a year well before
1977-a better approach-was not possible because no data on the flow
of investment are available prior to 1977. The procedure used to con-
struct the 1977 figures for capital stock introduces two biases that work
in opposite directions. First, the book value for 1977 does not include
depreciation on the assets over their lifetime, so it tends to overvalue cap-
ital stock even if the price of investment goods does not change. Second,
the price of new investment goods generally rises over time, so deflating
the 1977 book value by the 1977 price of new investment goods is, in
effect, based on a price that is too high, which tends to undervalue the
capital stock. This bias would be present even if there was no deprecia-
tion of the assets over their lifetimes. Because there are both depreciation
of the existing capital stock and inflation in the price of new investment
goods, both of these biases are present in the constructed 1977 figures
for capital stock.

Constructing Industry-Level Output Price Indexes

For 1981 through 1985, each manufacturing plant reported both its
nominal and its real value of production. For all establishments in the
same three-digit industry, the implicit output price index (ratio of nomi-
nal to real value of production) used to deflate the nominal value of pro-
duction is identical. This indicates that the real value of a plant's pro-
duction is constructed by deflating the nominal value of production by a
three-digit industry-level output price index, so for 1981 through 1985,
these implicit output price indexes are used as the industry-level output
price indexes.

For 1977 through 1980, plants did not report the real value of estab-
lishment production, and so industry-level price indexes reported in
Colombia estadistica 1986 (DANE 1986) are used instead. A problem,
however, is that DANE reports price indexes for only twenty industries,
grouping together some of the twenty-nine industries at the three-digit
level of isic classification:

DANE industry isic: code
Food 311, 312
Beverages 313
Tobacco 314
Textiles 321
Clothing and shoes 322, 324
Leather goods except shoes 323
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Wood and cork 331
Wood furniture 332
Paper and paper products 341
Printing and publishing 342
Chemicals 351, 352
Petroleum derivatives 354, 353
Rubber products 355, 356
Nonmetallic minerals 361, 362, 369
Metals 371, 372
Metal products 381
Nonelectrical machinery 382
Electrical machinery 383
Transport equipment 384
Other manufacturing 385, 390

For the industries with a one-to-one match, the 198 1-85 output price
indexes reported are identical to those constructed as described above,
which verifies that these are the industry deflators used to construct real
production data reported by firms in 1981-85. For the aggregate indus-
tries, price indexes for 1981-85 lie within the range of constructed prices
for the constituent three-digit industries, indicating that DANE's aggre-
gates are weighted averages. We have been unable to uncover the exact
set of weights used.

To construct output prices for the twenty-eight three-digit industries
for 1977-80, we used the year-to-year growth rates of the prices
reported by DANE to extend the 1981 industry-level prices, constructed
from plant-level data, back to 1977. The industry-level prices for all
aggregate industries in the Estadistica series were assumed to grow at the
same rate. The growth rate of the price series for aggregate k between
1980 and 1981 was

(10A.2) gk80 81 = InP'81 - InPt,0

(where ptk is the aggregate price index for year t). The 1980 output price
index for three-digit industry j, included in aggregate k, was constructed
as pk = exp(lnP,1 g- gkoxl). The 1981 price index for industry j was con-
structed using the plant-level data reported above. The process was
repeated for each year back to 1977.

Notes

The first section of the chapter, on Colombia's trade policy, is based on World
Bank 1991 and Garcia Garcia 1991.

1. This trend appears to be exaggerated by the change in coverage of small
plants beginning in 1983, although it is also evident in 1977-82 and 1983-85.

2. The entry rate for 1982-83 was calculated as the number of new plants pre-
sent in 1983 divided by the number of plants with ten or more employees in
1982, in order to account for the change in survey coverage in the two years.
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3. Although the share of any one cohort of entering plants in manufacturing
output was fairly modest, the cumulative effect of multiple cohorts of entrants
was more substantial. The market share of the plants in operation in 1977
declined consistently over time as entry occurred, so that by 1985, their share
had declined to 72 percent.

4. This increase in average size could have occurred either because the surviv-
ing plants grew or because the failing plants were smaller than the surviving
plants.

5. Survival rates are not reported for 1983 because of the reduction in survey
coverage. Market shares after 1982 are also biased downward, but not seriously,
because the plants omitted in 1983, 1984, and 1985 were very small. Similarly,
the average sizes reported in the last three years are biased upward by the omis-
sion of the smallest plants, but the continued increase in the average size over
time should not be affected significantly.

6. Several studies using U.S. data have found a similar pattern (Evans 1987a
and 1987b; Dunne, Roberts, and Samuelson 1988 and 1989).

7. Geroski (1991) and Geroski and Schwalbach (1991) review entry studies in
a number of countries; Dunne and Roberts (1991) document this pattern in U.S.
data.

8. The regressions reported in table 10.6 all include industry dummy variables.
In each case, between three and five of the twenty-seven industry dummy vari-
able coefficients are significantly different from 0. The only systematic patterns
in these coefficients are a significantly lower rate of entry and exit for industry
313 (beverages) and a significantly lower rate of exit for industry 341 (paper
products). Both comparisons are relative to industry 390 (miscellaneous manu-
facturing).

9. The decline in exit rates as size increases, holding age fixed, and as age
increases, holding size fixed, are reported for U.S. manufacturing plants in
Dunne, Roberts, and Samuelson 1988.

10. The only exception to this pattern is that plants in the largest quartile have
higher exit rates than plants in the third size quartile when they are in the
youngest age category. This occurs in both time periods.

11. Domowitz, Hubbard, and Peterson (1986) report the same result using a
set of panel data for U.S. manufacturing industries. Theirs is one of the few stud-
ies to control for fixed industry effects, as in models 1 and 2 reported here.

12. The explained variation in the plant-level margin regression is extremely
low (K2 is 0.014) indicating substantial variation in the within-industry margin.

References

Central Bank. 1988. Revista (June). Bogota.
DANE (Departamento Administrativo Nacional de Estadistica). Various years.

Colombia estadistica. Bogoti.

Domowitz, lan, R. Glenn Hubbard, and Bruce C. Peterson. 1986. "Business
Cycles and the Relationship between Concentration and Price-Cost Margins."
Rand journal of Economics 17 (1): 1-17.

Dunne, Timothy, and Mark J. Roberts. 1991. "Variation in Producer Turnover
across U.S. Manufacturing Industries." In Paul A. Geroski and Joachim
Schwalbach, eds., Entry and Market Contestability. Oxford: Basil Blackwell.



COLOMBIA: PRODUCER TURNOVER, MARGINS, AND ITRADE 259

Dunne, Timothy, Mark J. Roberts, and Larry Samuelson. 1988. "Patterns of
Firm Entry and Exit in U.S. Manufacturing Industries." Rand Journal of
Economics 19 (4): 495-515.

- . 1989. '"The Growth and Failure of U.S. Manufacturing Plants." Quar-
terly Journal of Economics 104 (4): 671-98.

Evans, David S. 1987a. "The Relationship between Firm Growth, Size, and Age:
Estimates for 100 Manufacturing Industries." Journal of Industrial Econom-
ics 35 (4): 567-82.

. 1987b. "Tests of Alternative Theories of Firm Growth." Journal of
Political Economy 95 (August): 657-74.

Garcia Garcia, Jorge. 1991. "Colombia." In Demetris Papageorgiou, Michael
Michaely, and Armeane M. Choksi, eds., Liberalizing Foreign Trade, vol. 4,
The Experience of Brazil, Colombia, and Peru. Cambridge, Mass.: Basil Black-
well.

Geroski, Paul A. 1991. Market Dynamics and Entry. Oxford: Basil Blackwell.
Geroski, Paul A., and Joachim Schwalbach, eds. 1991. Entry and Market Con-

testability. Oxford: Basil Blackwell.
World Bank. 1991. Colombia: Industrial Competition and Performance. Wash-

ington, D.C.



Mexico, 1985-90:
Trade Liberalization,
Market Structure, and

Manufacturing Performance

Jean-Marie Grether

S everal elements make the Mexican case study especially interesting.
One is the dramatic nature of the trade liberalization of the mid-
1980s following decades of policies based on import substitution.

Another is the timing of the reforms, which fall squarely in the middle of
the sample period, neatly splitting the before- and after-reform periods
in half. Also, detailed annual data are available on tariffs, nontariff bar-
riers, and effective protection, permitting analysis of their association
with various measures of performance in the manufacturing industries.
The main issue considered here is whether the removal of protection, fol-
lowing decades of import-substitution policies, reduced the profitability
and market power of domestic plants. Perhaps more strongly than any
of the other case studies, the case of Mexico supports the hypothesis of
import discipline, which posits that price-cost margins fall as protection
is removed. (Because the data do not cover the smaller plants in each
industry, patterns of entry and exit could not be examined.)

Recent Macroeconomic and Trade Policies

After two decades of sustained growth averaging more than 6 percent a
year, the Mexican economy entered a period of stagflation in the mid-
1980s, with the growth rate falling to 0.1 percent and inflation averag-
ing 90 percent. Extreme fiscal laxity and excessive foreign borrowing led

260
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to the debt crisis of 1982, and the new government of Miguel De la
Madrid (1983-88) was forced to adopt a hard-core program of fiscal
retrenchment. Even that was inadequate, however, to prevent another
crisis in 1986, as world oil prices collapsed and interest payments on the
domestic debt soared with surging inflation. Together with the ensuing
debt-reduction agreements and the wage and price freezes negotiated
under two pactos, macroeconomic stabilization and austerity measures
finally brought the public deficit and the inflation rate down to accept-
able levels after 1988.'

Complementing the stabilization effort were major structural reforms,
gradually introduced starting in 1985. Major initiatives included privati-
zation of state-owned companies, deregulation of financial markets, lib-
eralization of foreign investment regulations, and a complete reorienta-
tion of trade policy.

The change in trade policy was perhaps the most dramatic. Tradition-
ally, trade policy had been Mexico's means of correcting balance of pay-
ments problems. Thus, the relative economic openness of the late 1970s
gave way to dramatic restrictions in 1982 to cope with the shortage of
foreign exchange. Along with a sharp devaluation and foreign exchange
controls, all imports were subject to import licensing. Few changes
occurred until 1985, when for the first time, trade liberalization mea-
sures were implemented despite a continuing external payments con-
straint. Import licensing was relaxed for most intermediate inputs and
capital goods, which accounted for about half of all imports. To avoid
an immediate boom in imports, the authorities also kept the peso under-
valued, increased tariff rates slightly, and introduced new reference
prices for customs valuation (see table 11.1).

Mexico initiated a first round of tariff reductions in April 1986, drop-
ping the average rate from 29 to 24 percent and reducing dispersion as
well. The procompetitive effects of this reform were softened by real
devaluations. But an upsurge in inflation in 1987 generated concerns
about this exchange rate policy. To contain inflationary pressure from
imports, the government reversed its policy of keeping the peso under-
valued and accelerated the tariff reduction. In December 1987, tariffs
were cut by half, approaching the levels applied by most industrial coun-
tries, and the last reference prices were eliminated.

Mexican export policy had traditionally been less restrictive than its
import policy. To encourage exports, regulations were relaxed even
more during the 1980s. Taxes on exports were reduced in 1984 to 0.6
percent, and the coverage of export permits was cut back at the end of
1987 to 24.8 percent of exports, most of them agricultural goods with
controlled prices or products subject to international agreements. The
liberalization of imports and the undervaluation of the peso also helped
to boost exports. Other incentives were also offered, including simplified



Table 11.1 Import Protection for Manufacturing Industries in Mexico, 1985-90
(percentages)

1985 1986 1987 1988 1989 1990

Indicator June December June December June December June December June December June December

Tariffs (ad valorem)
Maximum 10(.( 100.0 45.0 45.0 40.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0

Averagea 23.5 28.5 24.0 24.5 22.7 11.8 11.0 10.2 12.6 12.5 12.5 12.4

Dispersion 25.6 25.3 18.1 17.9 15.8 7.8 8.0 7.8 5.7 6.2 6.2 6.4

Coverage of import
ON licenses" 92.2 47.1 46.9 39.8 35.8 25.4 23.2 22.1 22.1 20.3 19.9 17.9

S Coverage of reference
pricesb 18.7 25.4 19.6 18.7 13.4 0.6 0.0 0.0 0.0 0.0 0.0 (.()

Index of real exchange
rate (1970 = 100)' 95.9 128.2 151.5 170.6 173.7 171.2 138.2 131.6 124.9 127.4 121.7 122.7

a. Weighted by production; does not include the uniformii 5 percent surcharge that was abolished in December 1987.

b. Average share of commodity categories subject to import licensing or reference prices, as a percentage of the value of the category's production.

c. Calculated by the Bank of Mexico on the basis of a world current price index estimated over 133 countries; an increase means a real depreciation of the

Mexican peso.
Source: Ten Kate and de Mateo VentLrini 1989; SECoFi data; Bank of Mexico 1991.
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procedures, improved access to credit, and exemptions from tariffs and
restrictions on imported inputs.2

Exports were also favored by reorienting industrial policy away from
protection and fiscal incentives, policies that had been designed to pro-
mote local integration and the development of domestic manufacturing.
These industrial programs were reduced drastically, and export promo-
tion and price competitiveness received greater emphasis. Only a few
priority industries were kept under special promotion programs, and
domestic content requirements were gradually replaced by export targets
(Ros 1992).

In short, Mexico liberalized its trade regime rapidly and dramatically.
The liberalization process was more or less complete by the end of 1987,
although the impact on the flow of imports remained softened somewhat
by management of the exchange rate. All these changes helped to pro-
mote exports. In terms of both import penetration rates and export rates,
the manufacturing sector was substantially more open as a consequence.

Price-Cost Margins and Trade

Prior to the Mexican liberalization, trade accounted for a small share of
manufacturing production in most industries (the ratios of imports over
domestic consumption and of exports over domestic production were
both below 10 percent on average). Further, manufacturing firms num-
bered in the tens of thousands and must have imposed some degree of
competitive pressure on one another. Ex ante, therefore, one might not
have expected the new policies to have brought much pricing discipline
to bear. This section investigates whether discernible changes in price-
cost markups indeed accompanied the shift toward outward orientation,
using equations 8.5 and 8.6 from chapter 8.

Both equations were adapted to the rich Mexican data base by replac-
ing import penetration rates with two direct measures of commercial
policy. One is the share of total industrial output that falls into com-
modity categories subject to import licenses (QUOT). The second is a
production-weighted average official tariff rate (MTAR). 3 The measures
are not available for 1984, but they are preferable to import penetration
rates because they describe trade policy directly and are less likely to
introduce simultaneity bias in the results.

Data on price-cost margins, capital stocks, output levels, and industry-
level concentration are based on a panel of roughly 2,800 Mexican manu-
facturing plants (after excluding suspicious and incomplete observations).
This sample was collected by Mexico's National Institute of Statistics,
Geography, and Information (INEGI) and covers the period 1984-90. It is
not representative; rather it covers the larger plants in each industry and
exhibits very little entry and exit. Data on protection are industry-level
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tariff rates and license coverage ratios provided by the Secretary of Inter-
national Commerce and Industrial Development (SECOFI). Both sources of
data are summarized in the appendix to this chapter.

Industry-Leviel Analysis of Margins

We begin by analyzing the behavior of price-cost margins at the industry
level, using variables constructed by aggregating across individual pro-
ducers. (Table 11A.4 summarizes the data for the years 1985, 1988, and
1990.) Regression results are reported separately for each type of protec-
tive instrument to highlight differences between them (see tables 11.2 and
11.3). Models 1 and 2, which include dummy variables for industry,
explain the temporal variation within each industry; models 3 and 4, with-
out the industry variables, basically explain the variation between sectors.4

As Tybout finds for Chile (chapter 9) and Roberts for Colombia
(chapter 10), an important part of the explanatory power comes from
industry effects (the adjusted R

2 more than doubles from model 3 to
model 1). This outcome may reflect sector-specific industrial policy,
entry barriers, or technological differences not captured by the other
explanatory variables. The time dummies for 1987 and 1988 are positive
and significant when industry effects are controlled for, which is consis-
tent with the increase in profitability preceding the anti-inflationary
agreements (see Ize 1990). A fall in price-cost margins for 1989 and
1990 could reflect appreciation of the real exchange rate and the accel-
eration of structural reforms by the new administration.

The coefficient of the capital-output ratio has the expected positive
sign when industry dummy variables are left out, but the sign turns neg-
ative when industry effects are controlled for (although the coefficient is
significant only when the average tariff variable MTAR is used). Since
only temporal variation is picked up in the model with the industry
variables, this result may reflect underutilization of capacity during the
recession, which prevailed for most of the sample period. Installed capi-
tal was not used to its full capacity, so variations in output (and profits)
occurred without affecting the capital stock in the same proportion. The
coefficient of the concentration index is positive, confirming a higher
rate of profit in more concentrated industries, both across sectors and
through time.'

The coefficient of import licenses is positive and significant in model 3
(table 11.2), confirming Roberts's finding for Colombia that less pro-
tected sectors seem to behave more competitively. In model 1, however,
the impact is not significant, suggesting that differences in the level of
protection across sectors are more important than variation over time.
But adding interaction terms (in models 2 and 4) reveals a more complex
picture. Even if the net impact of import licenses is not significant in
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explaining temporal variation, the interaction term for import licenses
and industry-level concentration is positive and significant. Thus firms
located in the most concentrated industries are more likely to experience
a reduction in margins when protection is removed. In other words, a
reduction in import license requirements does not affect profitability as
much in an industry that is already quite competitive as in one charac-
terized by a small number of firms.

The results are similar for the regressions using the average tariff rate
variable, but the ability of the models to explain cross-industry variation
is cut roughly in half (table 11.3). When both measures of protection are
included in the regressions of model 2 (not reported), the global signifi-
cance of the terms that include the tariff variable is weaker (F-statistic of
4.46) than that of the terms that include the import license variable
(F-statistic of 8.26). These findings are consistent with the standard ana-
lytical result from trade theory that nontariff barriers have more to do
with creating market power than do tariff rates.

Briefly, the main finding is that with lower protection comes lower
profitability in Mexican manufacturing plants, corroborating the import-
discipline hypothesis. This relationship is clearly established across sec-
tors, particularly for quantitative restrictions, and somewhat less so
across time, with trade liberalization seeming to affect only the most
concentrated sectors. The probable explanation is that firms must have a
certain amount of market power before they can be induced to behave
more competitively-an explanation that is explored below.

Plant-Level Analysis of Margins

To examine intrasectoral variation in margins, we use plant-level models
based on Schmalensee 1985 (see table 11.4). These explain only a small
fraction of plant-level variation in price-cost margin when the entire
sample is included in the regression (the adjusted R2 is 0.07). This is not
an uncommon outcome of regressions performed on large micro data
sets. Besides, the model is globally significant, as the F-statistic indicates.
Year dummy variables are all significantly positive until 1989, confirm-
ing the downward trend in profitability during the last two years of the
sample period.

Both market share effects and industry dummy variables are signifi-
cant at the plant level. A rise in market share increases the price-cost
margin of the individual plant, but at a decreasing rate, and many of the
industry dummies differ significantly from 0. The null hypothesis that
the market share effects are not significant is always rejected at the 5 per-
cent level (F-statistics are 109.28 using the import license variable
QUOT and 84.22 using the average tariff variable MTAR), and the same
is true for industry effects (F-statistics of 39.91 and 40.17, respectively).

(Text contiuzies on p. 272.)



Table 11.2 Regression Estimates at the Industry Level with Price-Cost Margin (PCM) as the Dependent Variable
and Import License Coverage (QUOT) as the Indicator of Protection, Mexico

Variable Model 1 Model 2 Model 3 Model 4

Independent variable
Intercept 0.343 (0.012)- 0.345 (0.011)^ 0.152 (0.028)* 0.234 (0.046)*-
H 0.224 (0.075)' 0.185 (0.071)* 0.279 (0.106):' -0.278 (0.105)'
QUOT 0.011 ((.009) -0.010 (0.013) 0.261 (0.032):' -0.059 (0.050)
KQ -0.033 (0.020) -0.033 (0.019)( 0.215 (0.029)* 0.148 (0.026)(

1-J H QUOT n.a. 0.284 (0.068)- n.a. 1.664 (0.199)*
KQ QUOT n.a. 0.008 (0.016) n.a. 0.188 (0.068)*

Year dummy variable
1985 0.003 (0.009) 0.003 (0.008) -0.185 (0.038)* -0.093 (0.033)-
1986 0.001 (0.005) 0.001 (0.005) -0.049 (0.029) -0.021 (0.023)
1987 0.016 (0.005)^ 0.016 (0.005)* -0.018 (0.029) -0.001 (0.023)
1988 0.023 (0.005)* 0.023 (0.005)*' -0.007 (0.028) -0.002 (0.022)
1989 0.005 (0.005) 0.005 (0.004) -0.003 (0.028) -0.001 (0.022)

Industry dummy variable
Food -0.125 (0.011)' -0.121 (0.010)* n.a. n.a.
Beverages 0.127 (0.011) - 0.128 (0.010)* n.a. n.a.
Tobacco 0.359 (0.019)* 0.311 (0.021); n.a. n.a.
Textiles -0.075 (0.011)* -0.075 (0.010)' n.a. n.a.
Apparel -0.043 (0.010)* -0.039 (0.009)* n.a. n.a.
Shoes -0.073 (0.012)( -0.083 (0.011)t n.a. n.a.



Wood products and furniture -0.069 (0.010)' -0.068 (0.009)V n.a. n.a.

Paper and publishing -0.100 ((.010)* -0.100 (0.010)* n.a. n.a.

Chemicals 0.047 (0.010)) 0.048 (0.010)( n.a. n.a,

Regenerated oils 0.002 (0.012) -0.012 (0.012) n.a. n.a.

Plastics and rubber products -0.032 (0.010)* -0.032 (0.009)* n.a. n.a.

Glass 0.065 (0.014)' 0.064 (0.014)* n.a. n.a.

Cement products 0.168 (0.025)* 0.166 (0.024)' n.a. n.a.

Other nonmetal products 0.068 (0.013)V 0.068 (0.012)t n.a. n.a.

Iron and steel -0.136 (0.010)* -0.137 (0.010)' n.a. n.a.

Nonferrous metal -0.215 (0.021)( -0.210 (0.020) - n.a. n.a.

Metal products -0.054 (0.010)* -0.054 (0.009)% n.a. n.a.

Nonelectrical machinery -0.053 (0.009)* -0.052 (0.008)* n.a. n.a.

Electrical machinery -0.045 (0.009)' -0.043 (0.009)* n.a. n.a.

Transport equipment -0.121 (0.010)( -0.119 (0.010). n.a. n.a.

Dependent mean 0.338 0.338 0.338 0.338
072 )0.0002 0.0002 0.0084 0.0051

Adjusted R2 0.985 0.987 0.458 0.668

F-statistic 292.63 317.48 14.19 26.176

n.a. Not applicable.
" Significant at the 5 percent level.
Note: iI is the Herfindahl index of industry concentration, QUOT is the share of total industrial output that falls into categories subject to Import licens-

ing, and KQ is the capital-output ratio. Numbers in parentheses are standard errors.
Souirce: Author's calculations based on 1984-90 data from Bank of Mexico and INEGI.



Table 11.3 Regression Estimates at the Industry Level with Price-Cost Margin as the Dependent Variable
and Average Tariff Rate (MTAR) as the Indicator of Protection, Mexico

Variable Model I Model 2 Model 3 Model 4

Independent variable
Intercept 0.343 (0.012)' 0.366 (0.015)' 0.139 (0.036)^ 0.266 (0.052)'
HI 0.224 (0.077)* 0.162 (0.088)* 0.526 (0.121)# -0.346 (0.245)
MTAR 0.010 (0.026) -0.088 (0.044)* 0.400 (0.104)* -0.168 (0.216)
KQ -0.038 (0.021)* -0.066 (0.022)* 0.156 (0.033)* 0.064 (0.059)

t-i H MTAR n.a. 0.277 (0.173) n.a. 3.704 (0.925)'
OC) KQ MTAR n.a. 0.131 (0.052)* n.a. 0.437 (0.274)

Year dummy variable
1985 0.009 (0.007) 0.011 (0.007) -0.056 (0.039) -0.043 (0.033)*
1986 0.002 (0.007) 0.003 (0.007) -0.051 (0.038) -0.042 (0.023)
1987 0.016 (0.006)1 0.017 (0.006)' -0.033 (0.037) -0.025 (0.023)
1988 0.024 ()0.005)* 0.025 (0.005)# 0.007 (0.034) 0.009 (0.022)
1989 0.005 (0.005) 0.005 (0.005) -0.001 (0.033) -0.001 (0.022)

Industry dummy variable
Food -0.123 (0.011)' -0.128 (0.010):' n.a. n.a.
Beverages 0.130 (0.010)' 0.127 (0.010)' n.a. n.a.
Tobacco 0.368 (0.018)% 0.361 (0.017)- n.a. n.a.
Textiles -0.073 (0.011)* -0.075 (0.010):' n.a. n.a.
Apparel -0.041 (0.009)* -0.038 (0.009)* n.a. n.a.
Shoes -0.071 (0.012)* -0.074 (0.012)* n.a. n.a.



Wood products and furniture -0.067 (0.01 0)* -0.068 (0.010)* n.a. n.a.
Paper and publishing -(.098 (0.011)# -0.1(0 (0.011), n.a. n.a.
Chemicals 0.050 (0.011), 0.047 (0.011);' n.a. n.a.
Regenerated oils 0.011 (0.012) 0.005 (0.013) n.a. n.a.
Plastics and rubber products -0.031 (0.009)* -0.032 (0.009)* n.a. n.a.
Glass 0.067 (0.014)* 0.060 (0.015)* n.a. n.a.
Cement products 0.175 (0.027) * 0.183 (0.027)* n.a. n.a.
Other nonmetal products 0.03 1 (0.013)' 0.069 (0.013)' n.a. n.a.
Iron and steel -0.134 (0.0 12)* -0.136 (0.012)* n.a. n.a.
Nonferrous metal -0.215 (0.022)* -0.215 (0. 022) n.a. n.a.
Metal products -0.053 (0.010)) -0.055 (0.010)' n.a. n.a.
Nonelectrical machinery -0.053 (0.009), -0.055 (0.009)Y n.a. n.a.
Electrical machinery -0.044 (0.009) -0.045 (0.009)'- n.a. n.a.
Transport equipment -0.117 (0.0 09)- -0.118 (0.009)' n.a. n.a.

Dependent mean 0.338 0.338 0.338 0.338
(J2 )0.0002 0.0002 0.01-17 0.0104
Adjusted R2 0.985 0.986 0.244 0.328
l-statistic 288.81 286.21 6.03 7.09

n.a. Not applicable.
- Significant at the 5 percent level.
Note: H is the Herfindahl index of industry-level concentration, MTAR is a production-weighted average official tariff rate, and KQ is the captial-output

ratio. Numbers in parentheses are standard errors.
Source: Author's calculations based on 1984-90 data from Bank of Mexico and INEGI.



Table 11.4 Regression Estimates at the Plant Level with Price-Cost Margin (PCM) as the Dependent Variable
and QUOT or MTAR as the Indicator of Protection, Mexico

All plants Plant quintile with largest market share
Variable QUOT MTAR QUOT MTAR

Independent variable
Intercept 0.235 (0.016)* 0.237 (0.018)1 0.271 (0.016)- 0.278 (0.019)*
Market share 2.991 (0.205)- 2.569 (0.251)1 1.108 (0.154)1 0.890 (0.183)1
Share Share -6.395 (0.509)* 6.376 (0.508)* -2.667 (0.3501)* -2.700 (0.349)*
QUOT -0.008 (0.017) n.a. -0.001 (0.020) n.a.

NJ Market share QUOT 0.049 (0.242) n.a. 0.334 (0.162)1 n.a.
MTAR n.a. -0.020 (0.044) n.a. -0.050 (0.052)
Market share MTAR n.a. 1.969 (0775)1 n.a. 1.538 (0.522)1

Year dummy variable
1985 0.034 (0.016)1 0.028 (0.011); 0.017 (0.019) 0.025 (0.014)1
1986 0.026 (0.009):' 0.024 (0.010):' 0.008 (0.011) 0.011 (0.013)
1987 0.032 (0.008)' 0.031 (0.010)1 0.018 (0.010)1 0.021 (0.012)1
1988 0.034 (0.007)1 0.034 (0.0071) 0.014 (0.009) 0.014 (0.009)
1989 0.011 (0.007) 0.011 (0.007) -0.000 (0.009) -0.000 (0.009)

Industry dummy variable
Food -0.089 (0.016):' -0.090 (0.017) -0.050 (0.018)1 -0.049 (0.019)*
Beverages 0.087 (0.018)1 0.087 (0.018)' 0.127 (0.018)^ 0.133 (0.018)1
Tobacco 0.222 (0.052)1- 0.194 (0.047)1 0.307 (0.038)1 0.324 (0.031)*
Textiles -0.061 (0.017)1 -0.059 (0.017)* -0.037 (0.017)* -0.034 (0.017):'
Apparel -0.052 (0.0181) -0.052 (0.017)* -0.014 (0.018) -0.009 (0.018)



Shoes -0.123 (0.021)( -0.124 (0.021)' -0.040 (0.020)' -0.037 (0.020)*
Wood products and furniture -0.070 (0.019)X -0.070 (0.019)* -0.065 (0.017) -0.062 (0.017);*
Paper and publishing -0.028 (0.017) -0.027 (0.018) -0.059 (0.018)*> -0.058 (0.019)(
Chemicals 0.071 (0.016)* 0.072 (0.017)%' 0.078 (0.018)'- 0.080 (0.01X8)
Regenerated oils -0.048 (0.034) -0.032 (0.034) -0.003 (0.028) 0.032 (0.028)
Plastics and rubber products -0.018 (0.017) -0.017 (0.017) 0.014 (0.018) 0.016 (0.019)
Glass -0.006 (0.028) -0.009 (0.028) 0.044 (0.019)' 0.043 (0.019)
Cement products 0.049 (0.027)" 0.055 (0.028)( 0.113 (0.019)( 0.114 (0.021)*
Other nonmetal products -0.017 (0.018) -0.016 (0.018) 0.080 ((.018)^' 0.082 (0.018)
Iron and steel -(0.109 (0.020))' -0.106 (0.020)( -0.084 (0.020)* -0.083 (0.021)'
Nonferrous metal -0.046 (0.027) * -0.042 (0.028) -0.039 (0.022)* -0.039 (0.022)V
Metal products -0.043 (0.017); -0.041 (0.018)( 0.026 (0.018) 0.027 (0.018)
Nonelectric machinery -0.028 (0.017) -0.027 (0.018) 0.014 (0.018) 0.015 (0.019)
Electrical machinerv -0.055 (0.017)* -0.053 (0.017)X 0.008 (0.0)17) 0.010 (0.017)
Transport equipment -0.109 (0.019)( -0.111 (0.018)* -0.115 (0.021)* -0.11() (0.019)'%

Dependent mean 0.242 0.242 0.314 0.314
02 0.072 0.072 0.024 0.024
Adjusted R2 0.070 0.070 0.207 0.208
F-statistic 43.72 43.95 30.98 31.17
Sample size 16,473 16,473 3,334 3,334

n.a. Not applicable.
' Significant at the 5 perccnt level.
Note: QUOT is the share of total industrial output that falls into categories subject to import licensing; MTAR is a production-weighted average official

tariff rate. Numbers in parentheses are standard errors.
Sozurce: Author's calculation based on 1984-90 data from Bank of Mexico and i.NEGI.
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Unlike Schmalensee's findings for U.S. manufacturing, market share
effects for Mexican industries are not only significant but also have
strong explanatory power. Starting from the naive model with only time
dummies, the increase in the adjusted R2 following inclusion of market
share or industry effects is fairly comparable (+0.024 and +0.055,
respectively). This result suggests that in the Mexican case, although the
variation in price-cost margin at the plant level does depend on industry-
level differences in the degree of competition, it is also correlated with
plant-level differences in efficiency. These results are similar to those for
Colombia (chapter 10) but differ from those for Chile (chapter 9), which
find markets to be basically competitive.

For protective instruments, the only significant impact is from the
interaction term between average tariff rate and a plant's market share.
This is not surprising, given that the import-discipline effect at the sector
level has already been shown to be strongest in the most concentrated
industries (tables 11.2 and 11.3). A similar outcome would be expected
at the plant level since the Herfindahl index is constructed by aggregat-
ing market shares.6

To pursue further the relation between market power and protection,
plants are sorted by ascending market share into five groups of equal
size, and regressions are performed separately for each group. As ex-
pected, the impact of protective instruments is stronger in the groups
with the higher market shares. The best explanatory power is obtained
for the fifth quintile (last two columns of table 11.4).7 Price-cost margins
now appear to increase with both measures of protection, and as before,
only the interaction terms are significant, even for the biggest plants.

Finally, of the protective instruments, average tariff seems to have a
stronger impact on price-cost margins than do licensing requirements at
the plant level (when both protective instruments are included in the
same regression, only the average tariff MTAR is significant). The oppo-
site is true at the sector level, a troublesome finding that suggests the
need for careful consideration of the type of theoretical model that may
best explain the collusive behavior of domestic plants.8

Conclusions

Mexico has a relatively large number of producers, and presumably they
impose some degree of competitive pressure on one another. Further,
most of its industries were not very involved in trade prior to the scaling
back of tariffs and license requirements. Nonetheless, empirical evidence
suggests that exposure to foreign competition significantly reduced the
profit rate of Mexican manufacturers. The greater the market power of
an industry, the stronger was the impact of trade liberalization on price-
cost margins.
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Appendix: Data Preparation and Summary Statistics

Data on 3,218 manufacturing plants for the period 1984-90 were col-
lected by Mexico's National Institute of Statistics, Geography, and Infor-
mation (INEGI); these data provide the basis for all inferences regarding
industrial production, profitability, and use of inputs. Within manufac-
turing, INEGI's objective was to cover enough plants to account for 80
percent of cumulative value added-the smaller plants were excluded.9

The original sample provided annual observations on roughly 100
variables. The following variables were used in subsequent calculations.
(All monetary variables were converted to millions of 1980 Mexican
pesos using deflators indicated by superscripts.)

1. Labor force
TWRK Total workers (blue-collar, white-collar, and

nonremunerated workers)
NBHR Work hours logged by blue-collar workers (thousands of

hours)
BSALa Blue-collar salary
WSALa White-collar salary
TLPMa Total labor remunerations (including BSAL and WSAL)

2. Inputs and other expenditures
PMATh Primary materials and auxiliary inputs consumed (including

the use of related inventories)
TMATb Total inputs consumed (including PMAT)
CONTd Expenditures on maquila services
TSRVa Total expenditures on industrial services (including CONT)
RENTa Rent
TNiSa Total expenditures on nonindustrial services (including

RENT)
VELCc Value of electricity consumed

3. Income from sales and other services
GVALd Gross value of products (including net increase of

inventories)

OINMa Income from maquila services

4. Replacement cost of capital (end of year)
MERCe Machinery and equipment
CIRCf Construction and installation
LNRCae Land
TERC9 Transport equipment
OARCF Other fixed assets
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5. Capital produced for own use
MEOUe Machinery and equipment
CIOUf Construction and installation
TEOUg Transport equipment
OAOUh Other fixed assets

6. Industry-level price deflators (superscripts)
a General wholesale price index, annual average
b Primary materials price index, annual average (at a two-digit

national accounts classification level)
c Electricity price index, annual average
d Industrial output price index, annual average (at a four-digit

census classification level)
e, f, g, h Corresponding capital price indexes'°
ae General wholesale price index, end of year

Several variables were created from the original data base. First, effi-
ciency units of labor were calculated as an index of total labor services
used at each plant: LEU = NBHR [1 + (WSAL I BSAL)]. This variable,
used especially in productivity analysis, is based on the assumption that
the wage differential between white- and blue-collar workers is equal to
the productivity differential.

Second, total capital stock at each plant was calculated as the sum of
the replacement cost of its components and the capitalized value of the
rent at an annual discount rate of 10 percent: TKS = (MERC + CIRC +
LNRC + TERC + OARC) + (RENTI 0.10).

Next value added, output, and intermediate inputs for subcontracting
(maquila) work were corrected.1 I The census recorded all primary mate-
rials and output associated with this type of work at the plant that
ordered the job, not the one that actually did the work. Consequently,
the value of production reported by the plant that did the subcontracted
work is below its true value-GVO = GVAL + (MEOU + CIOU +
TEOU + OAO U)-as is the cost of its primary inputs. Further, because
total labor and capital were reported fully, plants heavily engaged in sub-
contracted work often show negative value added-VA = GVO -
(TMAT + VELC). The reverse observations hold for those plants that
ordered subcontracted work.

A corrected value added (CORVA) was therefore obtained for
maquila work by adding the net value of income from maquila services:
CORVA = VA + (OINM - CONT). Of course, the value of output is
biased by the same problem but is more difficult to correct for. One
alternative was to drop from the sample all plants that ordered or sup-
plied subcontracted work. But this would have eliminated half of the
selected plants and substantially reduced the range of the analysis.
Instead, two additional assumptions were made in order to impute fig-
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ures for gross output: the ratio between value added and output and the
ratio between primary materials and total inputs are constant through
time and among plants. Then CORGVO = GVO + b*(OINM -
CONT). The mean value of b was calculated at a two-digit national
accounts classification level (forty-eight industry groups) using the plants
that did not conduct maquila activity and then was used to calculate the
estimated value of CORGVO. This variable was used in all subsequent
calculations except for estimation of the Herfindahl index and the indi-
vidual plant's share, which are intended to reflect the effective share of
the market controlled by each plant.

Finally, given the above variables, corrected intermediate inputs
(CORINT) were constructed as CORINT = CORGVO - COR VA.

Of course, these assumptions are fairly restrictive and, ideally, should
be supported by empirical tests. In this study, they mainly serve to cor-
rect the bias that would otherwise eliminate a significant number of
plants. Over the whole sample finally retained (see the next section), 45
percent of the observations are affected by the ?naquila bias. However,
among those, the share of subcontracted work was usually low, under 10
percent in two-thirds of the cases. Only a small group of 784 observa-
tions (less than 10 percent of the total) relied on subcontracted jobs for
more than 90 percent of their total production.

Finally, three cost measures were constructed: variable costs
(VCOST), fixed costs (FCOST), and total costs (TCOST):

VCOST = (TMAT + VELC) + TLPM
FCOST = TSRV + TNIS + 0.10*(MERC + CIRC + LNRC + TERC +

OARC)
TCOST = VCOST + FCOST

These helped to identify outliers, as discussed below.

Selection of Observations

A rough 15 percent of the 22,442 observations involved were eliminated
by applying the following selection criteria:

* Elimination of missing and zero variables. All observations with miss-
ing or zero values for each of the following variables were immediately
excluded: TWRK, NBHR, BSAL, VA (at current prices), TKS, VCOST,
FCOST, TCOST, GVO, and INT. This eliminated 587 observations.

* Elimination of odd observations. If a key variable (either TWRK,
NBHR, TLPM, GVAL, PMAT, TMAT, or RENT) grew or shrank at
an inordinately rapid pace, the associated observation was excluded.
Such anomalies were considered to reflect errors in entering or record-
ing the data. An additional nineteen observations were eliminated by
this criterion.



Table 1 1A. I Trade and Production Characteristics of Manufacturing Industries in Mexico, 1984-90

Characteristic 1984 1985 1986 1987 1988 1989 1990

Growth rate (percentages) 5.32 7.03 -3.42 3.93 2.95 6.54 5.04
Deviation from predicted rate (percentages)' -4.17 0.68 -4.56 -2.63 -1.61 2.89 6.09
Import penetration rate (percentages) 9 10 9 8 11 14 18
Export share (percentages) 7 6 7 8 8 9 10
Trade share (percentages) 16 17 16 15 19 23 29

Number of plants 2,801 2,816 2,799 2,764 2,738 2,713 2,643
Value added per plant (millions of 1980 pesos) 164.22 182.63 178.12 187.67 197.76 243.23 273.42
Gross output per plant (millions of 1980 pesos) 351.52 392.20 373.07 390.10 400.39 474.28 530.03
Capital stock per plant (millions of 1980 pesos) 216.60 191.38 168.41 186.53 236.10 239.20 247.90
Labor per plant" 944.75 986.75 975.35 984.21 1,035.80) 1,151.10 1,212.81
Labor productivityc 0.36 0.36 0.34 0.35 0.35 0.39 0.40
Capital productivityd 5.69 5.83 6.32 5.79 4.32 4.59 4.60

a. Percentage of deviation from the predicted value of a trend fitted over the 1980-90 period.
b. Thousands of blue-collar equivalent working hours (see the appendix text).
c. Unweighted average of plant-level values of gross output / labor efficiency units.
d. tUnweighted average of plant-level values of gross output / capital stock.
Source: Author's calculations based on Bank of Mexico, various years, INEGI data, and National Bank of Foreign 'I'rade. various years.
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* Elimination of incomizplete series. Plants that were discarded in at least
one year for the reasons mentioned above were discarded for all the
other years as well. This eliminated 1,116 observations.

* Entry and exit. The remaining subset of observations was then sorted
by plant identification code and year. Although the sample is essen-
tially closed, seventeen plants were identified as entrants-all in 1986.
Also 175 exiting plants were identified. Finally, 142 plants were dis-
carded because they entered and exited the sample more than once, or
because they were dormant in more than one year. Dormant plants
were defined as having TWRK, NBHR, BSAL, CORVA, VCOST,
GVO, and INT all missing or equal to 0 but as having TKS, FCOST,
and TCOST strictly positive.

The final sample contained 19,726 observations (about 2,800 per
year) that were used in the rest of the analysis and represented roughly
95 percent of the initial total workers and of the initial corrected value
added.

Trade Statistics

Trade data at the overall manufacturing level (table 1 1A. 1) were taken
from National Bank of Foreign Trade (various years). At the sector level
(table 1 IA.2), data on imports and exports were taken from the Com-
modity Trade data base of the United Nations Statistical Office, which
provides information at a four-digit level of the isIC. Several standard
problems arose in merging these data with INEGI's industrial survey. First,
IsIC codes distinguish products by end use, but INEGI's industrial classifi-
cations distinguish products by production technology. Thus, for exam-
ple, processed and fresh foods are similar in the trade data, but one is an
industrial product and one is an agricultural product in the Mexican sys-
tem. Nonetheless, because detailed product codes are available in INEGI's

data base, it was possible to achieve a reasonable match. Second, the
trade statistics are in dollars, and the (clean) INEGI data base is in 1980
pesos. To avoid large swings in the share of output exported or the share
of consumption imported, the trade data were first put in 1980 dollars
and then converted to pesos at the 1980 exchange rate. Thus fluctuations
in the exchange rate were essentially removed from the series.

Data on commercial policy were provided by Adrian Ten Kate of
SECOFI and were already aggregated according to a classification scheme
compatible with that of the industrial census. These data are summarized
by industry and time period in table 1 IA.3, which clearly demonstrates
that most of the changes in commercial policy took place between 1985
and 1988.
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Table 1 IA.2 Share of Trade and Production by Industrial Sector
in Mexico, 1984
(percentages)

Number of Share of Share of Share of
ISIC code Industry plants total output imports exports

311,312 Food 378 14.5 6.2 10.2
313 Beverages 134 7.4 0.1 1.3
314 Tobacco 7 1.3 0.0 0.0
321 Textiles 190 3.5 1.1 3.4
321,322 Apparel 181 1.4 1.0 2.0
324 Shoes 54 0.8 0.2 0.6
331,332 Wood products

and furniture 82 0.8 0.5 1.2
341,342 Paper and publishing 188 5.1 3.3 1.3
351,352 Chemicals 355 16.0 19.0 12.7
354 Regenerated oils 16 0.4 0.4 2.7
355,356 Plastics and rubber

products 222 3.9 2.5 2.0
362 Glass 23 2.2 0.5 1.9
369 Cement products 26 2.3 0.1 1.2
369 Orher nonmetal

products 129 1.4 0.6 1.1
371 Iron and steel 85 9.0 6.5 4.7
372 Nonferrous metal 23 5.2 2.7 8.5
381 Metal products 160 2.8 5.0 3.5
382 Nonelectrical

machinery 167 2.5 16.5 6.6
383 Electrical machinery 179 6.2 23.2 24.9
384 Transport equipment 146 12.9 10.1 9.3
390,352 Other manufacturing 56 0.5 0.5 1.0

Note: The trade figures relate only to the industrial categories included in the sample
and therefore do not cover the entire range of Mexican imports and exports. Also, the
classifications of the Commodity Trade data do not correspond exactly to the industrial
classifications of the sample firms.

Source: Author's calculations.

Table 1 1A.1 combines INEGI data on production and inputs with data
on trade flows to impute import penetration rates, export shares, and trade
shares. Once again, a clear trend toward increased openness emerges.

Sample Characteristics

Table 11A.1 summarizes the INEGI data by presenting the number of
plants and various indicators of plant size. Except for 1986, average
plant growth was positive, whether measured by output, value added, or
labor. Further analysis reveals that exiting plants were markedly smaller
than incumbents, so increases in the average size of firms partly reflect
plants exiting the panel.12

Average capital stock per plant decreased from 1984 to 1986, proba-
bly as a consequence of physical destruction caused by the earthquake of
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Table I 1A.3 Average Annual Change in Import Protection in Mexico,
1985-90
(percentages)

Change in Change in
import license coverage average tariff

Industry 1985-88 1988-90 1985-88 1988-90

Food -24.5 -0.9 -3.0 0.3
Beverages -32.0 -0.4 -21.8 0.0
Tobacco 0.0 0.0 -10.0 0.0
Textiles -29.5 -0.7 -6.6 0.2
Apparel -33.3 0.0 -9.9 0.0
Shoes -32.6 0.0 -8.6 -0.3
Wood products and furniture -33.3 0.0 -7.2 0.0
Paper and publishing -28.5 -0.3 -7.1 1.8
Chemicals -26.5 -0.5 -5.5 0.7
Regenerated oils -2.4 -0.4 -0.4 1.7
Plastics and rubber products -32.7 0.0 -6.5 -0.6
Glass -32.2 -0.2 -13.0 1.4
Cement products -33.3 0.0 0.0 0.0
Other nonmetal products -30.0 -1.8 -6.9 0.2
Iron and steel -30.2 0.0 -2.1 1.5
Nonferrous metal -24.0 0.0 -3.8 0.8
Metal products -24.0 0.0 -7.1 -0.2
Nonelectrical machinery -25.4 -0.3 -2.0 0.3
Electrical machinery -32.4 0.0 -5.2 0.0
Transport equipment -13.9 -7.0 -7.9 0.6
Other manufacturing industries -30.6 0.0 -11.1 0.2

Souirce: Author's calculations based on data from SE('O[I.

1985 and the low level of net investment during the recession of 1986.
Its upward trend after 1987 is consistent with both the recovery of the
economy and the elimination of the smallest firms-more than 50 per-
cent of the increase in the average capital stock per plant in 1989 and
1990 was due to the exit of small firms.

The only years in which output was clearly above the 1980-90 trend
were 1989 and 1990, while 1984, 1985, and 1987 should be viewed as
recovery years. The import penetration rate (corrected for changes in the
real exchange rate) remained constant over the period until 1988, when
it began to increase markedly, reflecting the delayed effects of liberaliza-
tion. The increase in the export rate was less dramatic, despite favorable
conditions, suggesting that some producers were still relying on the
domestic market rather than on export opportunities. 13

Both labor and capital productivity rose in 1989 and 1990, reflecting
the increase in production. 14 But while labor productivity remained
roughly constant from 1984 through 1988, capital productivity under-
went important changes, increasing until 1986 and then falling sharply.



280 JEAN-MARIE GRETHER

These variations may be due to underutilization of capacity and delays
in replacing obsolescent equipment. 5

Growth of total factor productivity was negative in most industries for
the first part of the sample period, 1985-88, as was growth of output
(see table 11A.4). Regressions (not reported here) confirm that annual
growth of productivity was strongly correlated with annual growth of
output, controlling for characteristics of the industry. This suggests that
the fall in productivity during the initial phase of trade liberalization was
due at least partly to the recession.

Productivity rebounded during the second period at the same time that
real appreciation of the exchange rate heightened competitive pressures.
The rate of productivity expansion in the second period was greater than
the rate of contraction in the first period. So heightened foreign compe-
tition was associated with more than a reduction in price-cost margins;
it coincided with more efficient production. 16

Finally, price-cost margins and other variables that support regres-
sions reported in the text are summarized in table 1 1A.S.

Table 1 IA.4 Average Annual Growth of Productivity and Real
Output in Mexico, 1985-90
(percentages)

Productivity Real output

Industry 1985-88 1988-89 1985-88 1988-90

Food 1.8 6.0 3.7 9.6
Beverages -0.2 2.2 4.1 10.7
Tobacco 0.3 2.8 0.5 14.8
Textiles -6.7 9.4 -6.4 10.0
Apparel -4.6 0.5 -7.4 7.2
Shoes -4.9 1.8 -16.8 9.4
Wood products and furniture -9.9 7.2 -12.9 13.0
Paper and publishing -3.7 4.3 -3.5 6.9
Chemicals -4.0 6.0 -1.1 9.7
Regenerated oils -1.6 -1.7 10.5 5.0
Plastics and rubber products -6.2 2.6 -5.3 6.9
Glass 1.2 9.5 1.9 18.5
Cement products -5.3 2.7 -4.5 6.8
Other nonmetal products -10.4 9.5 -9.8 16.9
Iron and steel -0.1 6.5 -6.5 11.6
Nonferrous metal 4.2 -2.9 0.6 -7.4
Metal products -4.1 6.2 -1.5 14.1
Nonelectrical machinery 2.0 5.9 1.7 11.7
Electrical machinery -2.0 11.4 -3.6 19.5
Transport equipment -1.8 3.5 2.3 21.9
Other manufacturing industries -3.0 6.1 -2.1 13.9

Source. Author's calculations based on data from INEGI and Bank of Mexico.



Table 1 1A.5 Industrial Structure and Performance Variables for Mexico, 1985, 1988, and 1990

Average coverage
Price-cost Average tariff of import Herfitndabl Capital-output

margin (PCM) rate (MTAR) licenses (QUOT) index (H) ratio (KQ)

Industry 19S5 1988 1990 1985 1988 1990 1985 1982 1990 1925 1928 1990 1985 1988 1990

Food 0.212 0.225 0.226 0.203 0.112 0.117 0.945 0.210 0.192 0.007 0.008 0.009 0.258 0.280 0.243
Beverages 0.454 0.477 0.478 0.849 0.196 0.196 0.995 0.034 0.025 0.030 0.036 0.036 0.740 0.708 0.640
Tobacco 0.747 0.767 0.760 0.500 0.200 0.200 1.000 1.000 1.000 0.234 0.253 0.238 0.506 0.499 0.473
Textiles 0.256 0.254 0.253 0.345 0.148 0.151 0.909 0.024 0.010 0.014 0.013 0.014 0.625 0.905 0.701
Apparel 0.309 0.321 0.298 0.498 0.200 0.200 1.000 0.000 0.000 0.022 0.030 0.033 0.305 0.411 0.380
Shoes 0.368 0.332 0.246 0.426 0.168 0.162 0.978 0.000 0.000 0.238 0.153 0.156 0.304 0.491 0.497
Wood products and

furniture 0.273 0.267 0.264 0.387 0.170 0.170 0.999 0.000 0.000 0.028 0.035 0.038 0.502 0.870 0.622
Paper and publishing 0.239 0.248 0.219 0.264 0.051 0.086 0.859 0.005 0.000 0.025 0.025 0.024 0.592 0.818 0.705

s Chemicals 0.384 0.379 0.375 0.291 0.126 0.140 0.820 0.025 0.016 0.010 0.012 0.013 0.583 0.772 0.602
Regenerated oils 0.378 0.385 0.366 0.022 0.011 0.044 0.943 0.872 0.864 0.129 0.131 0.125 0.332 0.377 0.404
Plastics and rubber

products 0.307 0.318 0.313 0.364 0.169 0.158 0.982 0.000 0.000 0.039 0.046 0.042 0.405 0.609 0.565
Glass 0.425 0.408 0.358 0.527 0.138 0.165 0.969 0.003 0.000 0.065 0.079 0.074 0.988 1.013 0.769
Cement products 0.491 0.483 0.463 0.100 0.100 0.100 1.000 0.000 0.000 0.054 0.054 0.055 1.191 1.858 1.688
Other nonmetal products 0.403 0.417 0.391 0.369 0.161 0.165 0.934 0.035 0.000 0.028 0.028 0.027 0.666 1.090 0.831
Iron and steel 0.233 0.234 0.236 0.134 0.072 0.101 0.907 0.000 0.000 0.091 0.077 0.075 0.638 0.759 0.560
Nonferrous metal 0.188 0.206 0.199 0.222 0.109 0.124 0.719 0.000 0.000 0.185 0.336 0.342 0.419 0.451 0.483
Metal products 0.269 0.302 0.281 0.362 0.149 0.145 0.733 0.012 0.011 0.026 0.039 0.035 0.582 0.697 0.534
Nonelectrical machinery 0.300 0.319 0.298 0.210 0.150 0.156 0.798 0.036 0.031 0.032 0.089 0.137 0.439 0.453 0.371
Electrical machinery 0.291 0.325 0.302 0.327 0.172 0.172 0.971 0.000 0.000 0.018 0.032 0.057 0.304 0.391 0.287
Transport equipment 0.233 0.251 0.230 0.390 0.152 0.164 0.992 0.573 0.433 0.047 0.050 0.052 0.256 0.325 0.226
Other manufacturing

industries 0.354 0.374 0.341 0.508 0.176 0.180 0.918 0.000 0.000 0.063 0.059 0.070 0.371 0.492 0.383

Source: Author's calculations based on data from Bank of Mexico and INEGI.
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Notes

The author wishes to thank Francois Bourguignon, Fernando Clavijo, Jaime de
Melo, James Tybout, and Milad Zarin-Nejadan for their support and helpful
comments.

1. The Pacto de Solidaridad Econ6mica (December 1987-December 1988) and
the Pacto para la Estabilidad y el Crecimiento Economico (since January 1989),
negotiated among government, labor, and business organizations, consist mainly
of agreements for price and wage freezes and smooth depreciation of the peso.
For a detailed analysis of the external debt agreement of July 1989, see van
Wijnbergen 1991.

2. This last measure was already part of the favorable treatment that had been
granted to the maquiladora producers after 1965. The maquilas (mainly in the
apparel and automobile industries) import dutv-free components, which are then
processed in Mexico and exported again. Although there is as yet no general
agreement about their impact on the domestic economy, their growing impor-
tance in Mexican manufacturing exports in the 1980s is clear. The production of
maquilas accounted for approximatelv 44 percent of Mexican exports to the
United States in 1987. For a recent survey of the maquiladoras, see Fatemi 1990.

3. The measures of tariff and import license coverage are as calculated by the
Mexican Secretary of International Commerce and Industrial Development
(SECOFI). Adriaan Ten Kate provided recent data on these measures.

4. Between regressions were also run, using the temporal average of each vari-
able. They confirmed the results of models 3 and 4.

5. Regression results involving the concentration proxy must be approached
with caution. Diagnostic tests (studentized residuals, changes in predicted value)
reveal that outliers and influential observations are located mainly in the tobacco
and nonferrous metals industries, which happen to be the most concentrated
ones. However, excluding them from the sample does not affect the main results
of our study, and since there is no obvious economic reason to treat them sepa-
rately, these two industrial groups are kept in the following regressions.

6. There is a strong similarity between the specifications at the sector and plant
levels. In a simple model of Cournot-type oligopoly, Jacquemin (1982) has
shown that the sectoral relationship can be obtained by multiplying the plant-
level equation by the plant's market share and summing over all plants in the
industry.

7. The number of observations for the fifth quintile is slightly greater than one-
fifth of sample firms, because the number of exiting plants was relatively smaller
in this quintile than in others over the sample period.

8. In the simple model in which a domestic monopoly faces competitively sup-
plied imports, quantitative restrictions create more market power than tariffs.
But the result can be different in the case of a collusive domestic oligopoly. For
a recent survey, see Helpman and Krugman 1989.

9. Further comparisons with national accounts data reveal that the coverage
of the original sample varies industry by industry and may be smaller than 80
percent overall.

10. Purchased capital is recorded in end-of-year prices, while capital produced
for own use is expressed in roughly mid-year prices. As the original sample does
not include end-of-year price indexes, interpolation was necessary using geomet-
ric means of mid-year price series.
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11. Contrary to popular usage of this term, in the industrial survey it includes
subcontracting between two domestic firms as well as transactions across the
border.

12. Application of the method of decomposing the growth of size proposed by
Tybout (1992) results in a global exit effect for certain years that explains more
than 30 percent of the increase in size.

13. Ros (1992) shows that during the 1980s the fastest growing exports orig-
inated mainly from sectors under specific industrial programs and from the
maquiladoras. The export performance of the remaining sectors was particularly
vulnerable to economic recovery.

14. The measure of productivity presented in table 11.1 was calculated at the
plant level, a factor that gives more importance to small plants, whose level of
capital productivity is greater than that of larger plants (this relationship has
been checked throughout the sample period). This explains why capital produc-
tivity is markedly larger than the ratio between average output and average cap-
ital stock. Both measures follow approximately the same time pattern.

15. Capital measurement errors may also explain some of the variation, par-
ticularly during the years of high inflation. In valuing end-of-year replacement
costs of capital, surveyed firms can choose between market prices and govern-
ment accounting rules. Furthermore, end-of-year price indexes are not available
and have to be estimated using the mean of the annual average price indexes.
This procedure overstates the value of the end-of-year price index when inflation
is accelerating.

16. Plant-level analysis based on estimated cost functions and production func-
tions confirms that the efficiency of most sectors improved overall during the
sample period (Tybout and Westbrook 1995).
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Morocco, 1984-89:
Trade Liberalization, Exports,

and Industrial Performance
Mona Haddad, Jaime de Melo, and Brendan Horton

U tntil 1983 the Moroccan foreign trade regime was riddled with
import controls, cumbersome administrative procedures for

i exports, and a wide range of tariff duties (up to 400 percent) that
heavily protected domestic industry. In 1983 Morocco began a progres-
sive dismantling of quantitative restrictions, reduction of tariffs, and sim-
plification of administrative procedures, all designed to improve indus-
trial performance by forcing greater competition, exploiting economies
of scale, and improving technical efficiency. This chapter looks for signs
of positive results in the industrial sector, drawing on data from a panel
of Moroccan industrial firms surveyed during 1984-89.

Although the data do not permit a before-and-after analysis of the
effects of trade liberalization on the industrial sector's performance, the
Moroccan case is interesting for at least two reasons. First, the liberal-
ization was gradual rather than sudden, so that it provides an oppor-
tunity to study how industrial performance evolves during gradual liber-
alization. Second, the data set includes exports at the firm level and
information on the number of products produced by firms in 1987, per-
mitting examination of the mix of exports and products, two aspects on
which little evidence has been available.

Changes in the Moroccan Trade Regime

As internal and external disequilibria worsened in the early 1980s, the
government began a program of reforms built around stabilization and
structural adjustment measures. The program included a flexible

285



Table 12.1 Chronology of Trade Liberalization in Morocco, 1983-89
Year Nontariff barrier Tariff barrier

1983 Transfer from list B to list A of raw materials and spare parts Maximum customs tariff: 400 percent; unweighted average
not produced in Morocco; share of manufacturing output tariff rate: 36 percent
protected by restrictions: 60 percent

1984 Continued liberalization, with particular emphasis on Reduction of special import tax from 15 to 10 percent;
products not produced in Morocco; import value coverage: reduction of maximum customs duty to 1 00 percent
list A, 82.2 percent; list B, 17.5 percent; list C, 0.3 percent

1985 Continued liberalization, with particular emphasis on Reduction of the special import tax to 7.5 percent; reduction
products not produced in Morocco of maximum customs duty to 60 percent

1986 Continued liberalization; abolition of list C Reduction of maximnum customs duty to 45 percent;
substitution of the sales tax, accompanied by a rate increase
from 17 to 19 percent; introduction of an interest-free 25
percent prior import deposit; selective use of reference
prices; unweighted average tariff rate: 26 percent

1987 Liberalization of an additional 332 tariff items Reduction of special import tax to 5 percent; increase of all
customs duties of 42.5 percent and below by 2.5 percentage
points

1988 Liberalization of additional tariff items; import value Replacement of special import tax and customs stamp tax by
coverage: list A. 87.3 percent; list B, 12.7 percent a fiscal import duty of 12.5 percent

1989 Liberalization of additional tariff items; share of domestic Distribution of port values by tariff: 8.6 at 0.0 percent, 32.2
manufacturing output protected by restrictions: 20 percent at 2.5 percent, 16.9 at 12.5 percent, 13.3 at 17.5 percent,

5.5 at 22.5 percent, 7.6 at 45.0 percent
Note: List A, goods freely imported; list B, goods requiring a license; list C, goods for which imports are prohibited.
Source: World Bank 1988, 1990; World Bank and UNDI' 1990.



MOROCCO: LIBERALIZATION, EXPORTS, AND PERFORMANCE 287

exchange rate policy to improve Morocco's external competitiveness and
a set of liberalization measures to improve the efficiency of resource allo-
cation in manufacturing (see table 12.1). Before 1983 all imported goods
except those on a free import list required a license. After 1983 the
annual import programs became progressively less restrictive as goods-
classified by tariff line-were transferred to list A, for which no prior
authorization was required, and list B, for which prior permission was
usually granted automatically. By 1986 the list of prohibited imports (list
C) was abolished. However, despite the transfer of goods to the free
import list between 1984 and 1988, there was little change in the share
of imports that fell under lists A and B.

Customs duties were also gradually reduced, with the maximum
duty falling from 400 percent in 1983 to 45 percent by 1988, although
twenty-six categories of tariffs remained. Also in 1988 the special import
tax and customs stamp tax were replaced by a fiscal levy on imports that
was larger than the two taxes it replaced. Numerous exemptions were
granted on the fiscal levy (more than 25 percent of imports were exempt
in 1988).1

The evolution of the average nominal tariff and the share of imports
under lists A and B for the period 1982-90 shows that most of the lib-
eralization had taken place by 1984, the first year covered in the analy-
sis of industrial sector performance. It is also clear that the protective
regime favored industry over agriculture. 2 The average level of nominal
protection remained quite high, especially in manufacturing. For exam-
ple, in 1987 average nominal protection in manufacturing was 37 per-
cent-higher than the 34 percent average for all developing countries.

The reform program also reduced the bias against exports. Barriers to
exports were eliminated, and administrative procedures were simplified.
Several export incentives were also introduced, including insurance, fis-
cal and financial incentives, and, in 1987, a temporary admission scheme
that allowed exporters to obtain imported inputs duty-free. Finally,
Morocco's accession to the General Agreement on Tariffs and Trade
(GATT) in 1987 must also have boosted the confidence of exporters, since
membership offered a bulwark against political pressures for protection.

Changing Patterns of Industry-Level Structure
and Performance

All in all, the Moroccan reform program resulted in a relatively modest
liberalization of a tightly controlled foreign trade regime. No dramatic
shifts in resources or productivity in manufacturing would be expected
from such a gradual trade liberalization, although some rationalization
of the allocation of resources within manufacturing toward exporting
activities might be expected if the reforms were significant enough.



Table 12.2 Characteristics of the Manufacturing Sector in Morocco, 1987

Labor Export
Value cost as a sales

Sector and percentage Concen- added as a percentage Capital- Price- (thoui- Import Foreign Public Export-
share of manufacturing Nuimber Thousands tration percentage of value output cost sands of pene- ownership ownership Tariff oriented
value added of firms of wo rkers ratio' of output added ratio margin dirhams) tration' (percenit) (percent) (percent) sector'

Food products, 7.8 899 25.1 26 17 39 33 118 2 4 5 38 31 No
Other food products, 10.8 422 51.2 27 21 37 19 47 24 12 12 24 31 Yes
Beverages and tobacco, 16.9 33 9.8 78 72 10 21 12 1 8 15 15 39 No
Textiles, 10.8 464 55.7 16 31 45 35 59 32 38 12 12 35 Yes
Clothing, 4.4 473 43.7 18 30 55 14 11 84 3 20 4 44 Yes
Leather and shoes, 2.1 248 13.3 23 29 55 39 10 42 21 17 2 22 Yes
Wood products, 2.2 194 10.1 38 31 47 19 20 21 42 14 0 29 Yes

1-a Paper and printing, 4.5 336 11.9 47 30 38 36 69 1 I 17 22 17 37 No
cc Mineral products, 9.0 305 25.5 31 45 30 70 85 1 9 22 23 28 No

Basic metals, 3.5 26 2.8 81 34 13 54 4 15 53 3 84 9 Yes
Metallic products, 4.3 328 16.1 25 27 47 18 49 1 18 20 7 31 No
Machinery and

equipment, 2.0 202 6.5 5() 41 46 21 28 0 66 21 5 17 No
Transport materials, 3.5 99 7.6 60 33 38 17 15 9 52 26 18 24 Yes
Electronics, 3.6 11( 9.9 35 37 47 24 20 11 43 28 10 26 Yes
Precision equipment, 0.2 22 0.8 45 44 43 31 6 4 83 18 0 29 No
Chemical products, 11.1 241 22.2 52 19 39 49 64 36 30 10 71 21 Yes
Rubber and plastics, 2.8 195 8.1 45 32 41 26 23 5 22 12 2 29 No
Other industrial

products, 0.1 26 0.4 52 43 62 14 -8 10 87 23 0 38 No

a. Of the four largest firms in the industry.
b. Defined as imports / (output + imports - exports).
c. Based on authors' judgment.
Souirce: Authors' calculations based on survey data.
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Characteristics of the Manufacturing Sector

Average yearly growth in the manufacturing sector was 2.9 percent
between 1977 and 1981 and 4.5 percent during 1985-89, compared
with growth in gross domestic product (GDP) of 2.3 percent in real terms
and 5.2 percent, respectively.3 Employment in manufacturing grew 5.6
percent a year during 1976-80 and 10.3 percent (including temporary
workers) during 1984-90. Not surprisingly, little significant difference
can be detected in manufacturing performance from these aggregate
statistics before and after the reform. However, changing patterns of
resource allocation and productivity may be detected at the sector and
firm level. This study looks for those changes using data from annual
surveys from 1984 to 1989 of all firms with more than ten employees or
sales revenue of more than DH100,000 (Morocco's currency is the
dirham). The results suggest that the reforms did alter incentives in a sus-
tained and credible manner.

The manufacturing sector in Morocco in 1987 had a well-developed
set of light manufacturing activities and relatively high levels of employ-
ment in sectors that use natural resources intensively (see table 12.2).
Data on export sales at the firm level show that the sectors exporting the
largest proportion of their production were clothing, leather and shoes,
chemical products, textiles, and other food products. Except for chemi-
cals (which are natural resource-intensive), all these activities exhibited
relatively high ratios of labor to gross output. The import-competing sec-
tors (those with high rates of import penetration and high tariffs) were
concentrated in the capital goods and heavy industry sectors, although
the textile sector also had relatively high rates of nominal protection and
import penetration.

The data on sector-level share of exports were also used to construct
a classification of export-competing sectors, supplemented by assess-
ments of which sectors have the potential for a supply response to a
change in incentives (last column of table 12.2). Export subsectors were
identified in other food products, textiles, clothing, leather and shoes,
wood products, basic metals, electronics, and chemical products. Among
these sectors, the chemicals sector had a steadily declining share of
exports during 1984-89, and other food products, leather and shoes,
and electronics had a steadily rising share of exports (at the four-digit
level, 50 of 228 sectors were classified as exporting).

Concentration rates in manufacturing were relatively high. In six sec-
tors, half of sectoral sales was accounted for by four or fewer firms. High
concentration rates are often observed in developing economies, espe-
cially when the domestic market is small in size. There is a statistically
significant positive correlation between share of public ownership and
industrial concentration (0.15) and between share of foreign ownership
and both share of exports (0.11) and share of import penetration (0.11).
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Patterns of Entry and Exit

On average during 1984-89, 13 percent of the firms operating in each
sector were new firms, though the entry rate fell by a third between 1985
and 1989; 3 percent of the firms switched sectors (see table 12.3). New
entrants accounted for 3 percent of each sector's output. Comparison of
entry rates and entrants' share of the market reveals that entrants tended
to be smaller than existing producers. New entrants produced at 24
percent of the level of output of incumbent firms in the industry, while
switching entrants produced at 58 percent. About 6 percent of firms

Table 12.3 Entry and Exit Rates of Manufacturing and Export Sectors
in Morocco, 1984-89
(percentages)

Period
Entry or exit statistic 1984 1985 1986 1987 1988 1989 average

Entry rates

New entry - 15.4 15.4 12.3 10.6 11.3 13.0

Switch entry - 3.7 2.3 3.8 1.4 2.9 2.8

Entry to export sectors' - 14.9 16.9 14.4 15.9 17.9 16.0

Entering plants' share of output

New entry - 4.4 4.7 2.7 2.0 2.3 3.2

Switch entry - 2.6 1.2 1.8 0.7 1.6 1.6

Entry to export sectors - 3.3 4.7 2.7 2.1 3.5 3.3

Entering plants' relative size

New entry - 28.1 29.9 21.1 18.3 20.4 23.6

Switch entry - 76.0 57.0 49.9 51.8 56.3 58.2

Entry to export sectors - 21.2 27.2 18.1 13.1 19.5 19.8

Exit rates

Exit and disappear 7.1 6.8 6.1 5.2 4.6 - 6.0

Exit and switch 3.7 2.3 3.8 1.4 2.9 - 4.8

Exit from export sectors 8.4 6.9 5.7 5.9 4.5 - 6.3

Exiting plants' share of output

Exit and disappear 1.0 2.4 1.2 1.1 0.7 - 1.3

Exit and switch 2.0 1.1 2.6 0.7 1.5 - 1.6

Exit from export sectors 1.1 0.8 1.1 0.6 0.7 - 0.9

Exiting plants' relative size

Exit and disappear 13.7 34.2 18.5 21.0 13.9 - 20.3

Exit and switch 52.5 46.9 67.3 47.6 51.7 - 53.2

Exit from export sectors 12.6 10.7 18.8 10.3 14.2 - 13.3

- Not available.
a. Export sectors are defined at the four-digit level. For a definition of export sectors at

the two-digit level, see table 12.2 and text.
Source: Authors' calculations based on survey data.
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exited each year, though the average exit rate (for disappearing firms)
fell from 7 percent in 1985 to 5 percent in 1989. Exiting firms had a tiny
market share (1 percent on average), and their average size was some 13
to 34 percent of that of other firms.4 Entry rates exceeded exit rates in
all years, indicating net expansion of firms in manufacturing. The share
of output was also larger for entering than for exiting firms.

The same decomposition analysis was conducted for the export-ori-
ented sectors. Comparisons with the patterns for other manufacturing
sectors clearly show a higher than average rate of entry starting in 1986.
Firms entering export-oriented activities were smaller than average for
new entrants, suggesting that Morocco had a comparative advantage in
small-scale activities, although new firms generally were smaller than
existing firms and small firms were subsidized. Exit rates were similar
across export and nonexport activities during the period of trade liber-
alization, possibly suggesting that competition in international markets
was as tough for export firms as competition from imports was for firms
producing for the domestic market.

Does market structure or trade regime affect entry and exit? Regres-
sion results for models that exclude dummy variables for industry reveal
a strong statistically significant correlation between share of exports and
rate of entry, suggesting that firms were attracted to industries with
export potential-the reforms sought to reduce the bias against exports
and to promote small exporting firms (model 1 in table 12.4). As
expected, there is a negative correlation between rates of entry and
industry-level concentration, a proxy for barriers to entry. There is also
a negative correlation between rates of exit and industry-level concen-
tration (model 3), a relationship observed in Chile as well. Although the
reasons for this relationship are not clear, concentration may have been
highest in sectors characterized by technologies with large fixed costs.

As in the other country studies, there is not a significant correlation
between growth of real output and rate of entry or exit. One possible
explanation is that these models do not take into account the fact that
demand conditions might affect entry and exit with a lag. The macro-
economic environment is more powerful in explaining entry rates, as the
significant coefficients on the time dummies indicate, but is not helpful
in explaining contemporaneous exit rates. The capital-output ratio (a
proxy for scale and capital intensity) is also not correlated (negatively)
with entry and exit. Finally, import penetration is only weakly associated
with rates of entry (positively) and exit (negatively), suggesting that most
variation in the data is generated by domestic demand shocks.

When industry dummy variables are included (models 2 and 4), all
variables become insignificant in explaining entry and exit rates. Now all
the explanatory power lies with the industry effects, meaning that entry
and exit rates are highly influenced by factors that are not included in the



Table 12.4 Regression Coefficients at the Industry Level with Entry Rate and Exit Rate as the Dependent Variable

Entry rate Exit rate

Variable Model 1 Model 2 Model 3 Model 4

Independent variable
Intercept 0.031 (0.022)' n.a. 0.079 (0.012)' n.a.
EXS 0.126 (0.026)* -0.260 (0.242) -0.014 (0.015) -0.001 (0.190)
GRQ 0.023 (0.039) -0.001 (0.054) -0.004 (0.024) -0.016 (0.038)
IMP 0.024 (0.032) 0.162 (0.286) -0.034 (0.019) -0.359 (0.193)
H -0.229 (0.078)' 0.598 (0.405) -0.127 (0.044)' 0.269 (0.237)
H IMP 0.268 (0.193) -0.508 (0.687) 0.314 (0.124); -0.111 (0.580)
KQ -0.003 (0.039) 0.024 (0.151) -0.020 (0.022) 0.016 (0.119)

Year dummy variable
1987 -0.032 (0.014)' -0.029 (0.014)* n.a. n.a.
1988 -0.052 (0.015)* -0.047 (0.015)' -0.007 (0.007) -0.011 (0.008)
1989 -0.049 (0.015)^ -0.0(38 (0.017)- -0.014 (0.007) -0.015 (0.009)

Industry dummy variable No Yes No Yes

Dependent meani 0.115 0.115 0.050 0.05(
62 0.042 0.038 0.020 0.020
R2 0.461 0.912 0.109 0.864
F-statistic 7.365 27.964 1.762 14.000

n.a. Not applicable.
" Significant at the 5 percent level.
Note: EXS is the share of exports in total outputs, GRQ is the growth in real output, IMP is the rate of import penetration, H is the Herfindahl index of

concentration, and KQ is the capital-output ratio. The sam1ple consists of sixty-eight Moroccan industries with entry and fifty-one with exit. Numbers in paren-
theses are standard errors.

Sou rce: Authors' calculations based on 1984-89 survey data.
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regressions, such as technology and tradability. Entry and exit rates are
expected to be lower in sectors with technologies that have high fixed
costs. But other factors, including institutional arrangements (regulatory
policy, public sector ownership, government intervention), are also likely
to affect the rates of entry and exit.

Price-Cost Margins

Industry-level results for price-cost margins show a good overall fit
compared with similar regressions for other countries (as seen from the
F-statistic), suggesting that the models have good explanatory power
(table 12.5). When industry variables are not included, industry-level
concentration has a strong positive effect on margins. Import penetration
is negatively correlated with the gross margin in model 1, supporting the
import-discipline hypothesis. Alternatively, the result can be interpreted
as consistent with a specific-factors trade model that predicts a lower
return for the fixed factor employed in the import-competing sector or
with a standard Hecksher-Ohlin model in which the import-competing
sector is capital-intensive. More convincing support for the import-
discipline hypothesis comes from the significantly negative sign (and
relatively large magnitude) of the coefficient of the interaction term
between the concentration index and import penetration (model 3). Thus
the disciplining effect of import competition is felt most strongly in the
highly concentrated sectors.

In contrast, export-oriented sectors have lower profit margins. This
result could reflect either more competitive pressures in export markets
than in domestic markets or lower productivity in exporting activities.
(The link between productivity and exports is explored later.)

With industry dummy variables included (models 2 and 4), the regres-
sions test for the influence of changes in market structure through time.
Most other variables become insignificant in the models that control for
time-invariant industry-level characteristics. Clearly, industry and time
effects play an important role, casting some doubt on the usefulness of
models that only analyze structure and performance in a cross-sectional
framework, a finding corroborated by other studies in this volume. The
results for import penetration are not robust to the inclusion of industry
dummy variables, suggesting that domestic demand shocks-which
increase both import penetration and capacity utilization-are the dom-
inant source of variation in profitability.

In examining the determinants of margins at the firm level, the issue of
concern is whether firm-level variation in performance (measured by
price-cost margins) is due more to industry-specific effects or to firm-
specific effects. Schmalensee (1985) shows that if variation is due mostly
to industry-specific effects, barriers to entry or the effects of other indus-
trial policies are probably playing an important role. The results show



Table 12.5 Regression Coefficients with Price-Cost Margin as the Dependent Variable

Variable Model I Model 2 Model 3 Model 4

Industry level
Independent variable

Intercept 0.250 (0.033)* n.a. 0.106 (0.029)' n.a.
H 0.715 (0.089)# -0.175 (0.124) 1.547 (0.118)' -0.314 (0.226)
IMP -0.200 (0.041)' 0.174 (0.034)* 0.099 (0.046)- 0.157 (0.041)*
KQ -0.098 (0.066) -0.062 (0.070) 0.006 (0.050) -0.067 (0.071)
EXS -0.183 (0.049)* -0.072 (0.143) -0.083 (0.038);' -0.084 (0.144)
H IMP n.a. n.a. -2.431 (0.284)' 0.312 (0.422)

Year and industry dummy variables No Yes No Yes
Dependent mean 0.187 0.182 0.187 0.187
Co2 0.090 0.031 0.066 0.031

R2 0.506 0.982 0.733 0.982
F-statistic 23.781 194.112 49.868 185.364



Firrn level
Independent variable

Intercept 0.19.5 (0.009)* n.a. 0.191 (0.009)'" n.a.

SHARE 0.568 (0.189)# 0.682 (0.193)' 0.731 (0.202)' 0.798 (0.021)*

SHARESQ -0.532 (0.278) -0.715 (0.282); -0.421 (0.282) -0.640 (0.290)

IMP -0.064 (0.031) -0.007 (0.049) 0.091 (0.033) 0.157 (0.286)
EXS -0.056 (0.020)* 0.033 (0.024) -0.055 (0.020); -0.033 (0.052)

KQ -7.332 (0.132)* -7.314 (0.024)* -7.333 (0.132)* -7.315 (0.245)*

SHAREIMP n.a. n.a. -0.651 (0.024)* -0.450 (0.290)
Year and industry dummy variables No Yes No Yes

Dependcnt mean 0.140 0.140 0.140 0.140

62 0.648 0.648 0.649 0.646

R2 0.162 0.165 0.162 0.165

F-statistic 620.77 122.96 518.35 118.50

in.a. Not applicable.
* Significant at the 5 percent level.
Note: EXS is the share of exports in toral outpLuts, IMP is the rate of import penetration, H is the Flerfindahil index of concenrration, KQ is the capital-

output ratio, SHARE is the firm's market share, SHARESQ is its square, and SHAREIiP is its interaction with the import penetration rate. Numbers in
parentheses are standard errors. The sample consists of 90 Moroccan industries and 16,104 firms.

Sotnrce: Authors' calculatioils based on 1984-89 survey data.
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that for the Moroccan data as a group, industry dummy variables
explain very little, suggesting a fairly competitive environment among
Moroccan manufacturers. 5 Of the other variables, only market share and
capital-output ratios remain significant at the plant level when industry
dummy variables are included. Capital-output ratios bear a strong nega-
tive relationship to margins, probably because most of the variation is
due to output shocks. The lack of significant correlations between trade
variables and firm-level margins when industry variables are included
thus fails to support the import-discipline hypothesis.

To sum up, concentration seems to be the most important factor cor-
related with profitability. Beyond that, little significance can be attached
to the other determinants of profitability. In particular, import penetra-
tion is not consistently found to affect price-cost margins. Therefore,
there is only weak support for the import-discipline hypothesis. This
result is not surprising, considering that most trade liberalization took
place around 1983 and that import penetration rates are likely to be a
poor proxy for sectoral rates of protection. 6

Productivity Growth and Its Correlates

Next we looked for any evidence of correlation between measures of
industry- and firm-level productivity and industrial growth, market
structure, and trade orientation. Productivity was measured by total fac-
tor productivity growth (TFPG), using the Solow residual (described in
chapter 3). Because of data limitations, value added was used as the mea-
sure of output, and materials were excluded from the set of factor
inputs.7 The usual caveats concerning Solow residuals apply-biases can
arise from underutilization of capacity, noncompetitive behavior, non-
constant returns to scale, and measurement errors.

We began with the following model of industry-level total factor
productivity growth:

(12.1) TFPG, = f (GEXP,,, GRQ,,, GIMP, H,, HGIMP,, DT,, DSd)

where GEXP is growth in exports, GRQ is growth in output, GIMP is
growth in import penetration, and HGIMP is the interaction term
between the Herfindahl index and growth in import penetration. Indus-
try (DS) and year (DT) dummy variables were also included to capture
industry and time effects. The same model was fit at the firm level, with
all variables except H and GIMP measured at the firm level.

Three results stand out. First, the growth in real output is by far the
most significant variable in accounting for variations in productivity
growth, suggesting that measured growth in factor productivity is
affected by changes in capacity utilization and scale, both being con-
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trolled by growth in output (table 12.6). Second, the index of concen-
tration, the measure of import penetration, and the interaction between
the two are insignificant in all models.8 There is thus no evidence that
greater competition from imports enhances productivity, at least as
captured by the import penetration proxy. Third, the results for firm-
and industry-level coefficients for export growth are contradictory: the
coefficient is statistically significant and negative at the industry level and
statistically positive at the firm level. Literally taken, these results suggest

Table 12.6 Regression Coefficients with Total Factor Productivity
Growth as the Dependent Variable

Variable Model 1 Model 2

Induistry level
Independent variahle

Intercept 0.008 (0.031) n.a.
GEXP -0.069 (0.033)* -0.056 (0.032)**
GIMP -0.218 (0.226) 0.174 (0.269)
H 0.039 (0.186) -0.082 (0.851)
GRQ 0.731 (0.163)* 0.950 (0.189)(
HGIMP 1.540 (1.283) 1.192 (1.316)

Industry dummy variable (two-digit) No Yes
Dependent mean 0.021 0.021
62 0.187 0.172
R2 0.206 0.321
F-statistic 4.483 2.288

Firm level
Independent variable

Intercept -0.062 (0.020)y n.a.
GEXP 0.062 (0.167) 0.063 (0.017)*
GIMP 0.000 (0.024) -0.002 (0.025)
H 0.127 (0.131) 0.017 (0.169)
GRQ 0.220 (0.030)* 0.230 (0.030)-
HGIMP -0.030 (0.319) -0.064 (0.334)

Industry dummy variable (two-digit) No Yes
Dependent mean -0.021 -0.021
62 0.606 0.604
kt2 0.078 0.084

F-statistic 25.236 6.759

n.a. Not applicable.
Significant at the 5 percent level.
Significant at the 10 percent level.

Note: GEXP is growth in exports, GRQ is growth in real output, GIMP is the growth
in the import penetration rate, H is the Herfindahl index of industry concentration, and
HGIMP is the interaction between H and GIMP. Numbers in parentheses are standard
errors. The sample consists of 68 Moroccan industries and 1,440 firms.

Souirce: Authors' calculations based on 1984-89 survey data.
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that export growth enhances productivity growth at the firm level but
has a negative spillover effect at the industry level. However, since the
data set includes exports at the firm level and unknown measurement
errors may occur as a result of constructing import penetration rates
from trade data at the industry level, greater weight is attached to the
firm-level results, and the negative correlation at the industry level is
attributed to the effects of omitted variables or aggregation. The contrast
may also be due to the fact that firm-level results give all firms equal
weight, whereas the industry-level results give more weight to big firms.

Using the same data base, Haddad (1993) also finds a positive relation
between productivity and exports at the firm level. She constructs mea-
sures of productivity levels relative to the most efficient firm in each
industry and regresses these measures on the same proxies for trade lib-
eralization used here.9 She finds that firms closest to the maximum level
of efficiency tend to have a high share of exports. She also finds that high
import penetration rates reduce (at a decreasing rate) the gap between
the firm's productivity index and the efficiency frontier.

Association does not, of course, imply causation. It is natural to ask
whether growth of exports brings high growth of productivity (sav, from
learning through exporting) or whether high growth of productivity is a
precondition for high growth of exports (say, good management tech-
niques not associated with exporting). Consider the view that export
growth tends to increase productivity growth. Contacts with foreign
competitors that arise in exporting may lead to more rapid technical
change and the development of local entrepreneurship. Or competitive
pressures from international markets may reduce X-inefficiency and
improve the quality of products. It could also be the case that because of
capacity utilization effects, measured productivity growth is strongly
procyclical, and, therefore, to the extent that output growth and export
growth are correlated, exports may appear to cause productivity.

An equally plausible hypothesis is that productivity growth causes
export growth. Consider a growing economy in which learning and tech-
nical change are proceeding rapidly in a few industries or a few firms,
unrelated to any conscious government policy to promote exports. Per-
haps the change is related to the transfer of technology from abroad
through licensing or direct investment. Or import protection may serve as
export promotion, as in Krugman 1984. Under these circumstances, pro-
ducers are likely to turn to foreign markets to sell their goods. Here, the
causal relationship proceeds from productivity growth to export growth.

Answering the question satisfactorily requires more information, in-
cluding a much longer time series with a higher frequency. The data
allow us to use two future lags and one past lag, which is clearly not
enough, so the results of the Sims (1972) causality tests shown below
should be interpreted even more cautiously than usual (t-statistics are in
parentheses). I"
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(12.2) TFPG(87) =-0.12 + 0.07 EXPG(86) + 0.17 EXPG(87)
(-4.0) (2.4) (5.2)

+ 0.01 EXPG(88) - (0.03) EXPG(89)
(0.4) (-0.8)

R2 = 0.08; F-statistic = 7.87; N = .335

(12.3) TFPG(87) = -0.12 + 0.16 EXPG(87) + 0.06 EXPG(86)
(-4.0) (5.4) (2.3)

R2 = 0.08; F-statistic = 15.14; N =335

(12.4) EXPG(87) = 0.22-0.11 TFPG(86) + 0.46 TFPG(87)
(4.0) (-1.5) (3.3)

- 0.29 TFPG(88) + 0.02 TFPG(89)
(-2.1) (0.4)

R2 = 0.07; F-statistic = 8.19; N= 375

(12.5) EXPG(87) = 0.24 - 0.09 TFPG(86) + 0.6 TFPG(87)
(4.3) (-1.3) (4.9)

R2 = 0.06; F-statistic = 13.2; N 375

Based on computed F-ratios of 0.65 for equations 12.2 and 12.3, and
3.30 for equations 12.4 and 12.5, 3.0 is the critical value of F."1 We
accept the hypothesis that export growth causes productivity growth,
and we reject the hypothesis of causality in the opposite direction."2

Characteristics of Exporters and Determinants
of Product Diversity

These tentative results on the likely causality pattern of the correlation
of high rates of export growth and high rates of measured total factor
productivity growth tell us little about the characteristics of exporting
firms. Are they young? Do they have a significant share of the domestic
market, suggesting that scale matters for exporting? Do they export one
or many products? Who owns them? Answers to these questions can
provide some clues about the characteristics of exporting firms. When
combined with similar information for a large number of countries, these
answers can be used to piece together a description of what it takes to be
an export manufacturing firm.

As a first step, the sample was divided into exporting and nonexport-
ing firms, using a 25 percent share of exports in total sales as the arbi-
trary cutoff point. This classification gave 1,126 exporting firms and
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5,045 nonexporting firms over the sample period. The characteristics of
the two sets of firms were then compared over the entire 1985-89 sam-
pie period to see whether the two groups exhibited significantly different
characteristics at the two-digit classification level.1 3 The mean export
share was 84 percent for the exporting group and 6 percent for the non-
exporting group, many of which did not export at all or at least not
directly.

Several clear patterns emerge from this comparison of group charac-
teristics (see table 12.7). If sales are a good proxy for size, exporting
firms are 1.7 times larger than nonexporters. Although this does not tell
us that a firm must be large to start exporting, it certainly suggests the
importance of characteristics usually associated with size but not cap-
tured here, such as scale or access to credit. This difference is statistically
significant in eight of eighteen sectors. Age also matters, but not uni-
formly. In seven sectors there is a statistically significant difference in
mean age between the two groups, but in three of these sectors the
younger firms belong to the exporting group, while in four of them, the
older firms export. 14

Next, we constructed five two-way classifications and tested for dif-
ferences in mean export share across each of them (see table 12.8). New
entrants had a higher share of exports than surviving firms, and exiting
firms had a lower share, confirming the results presented earlier that the

Table 12.7 Characteristics of Exporting Firms in Morocco, 1984-89
(mean value of exporting firms: mean value of nonexporting firms)

Real gross
Sales Real wage margin Level of

(millions Age (thousands (thousands total factor
Sector of dirhams) (years) of dirhams) of dirhams) productivity

Other food products 25:31 * 20:17; 18:15 10:6 4.5:4.2*
Textiles 22:13* 15:15 12:19 11:7 3.6:3.5
Clothing 9:1 * 8:13* 10:9 8:12 3.5:3.2*
Leather and shoes 10:4* 10:14* 13:10* 0:9* 3.4:3.3
Wood products 24:8* 25:16* 17:13* 7:4 3.9:3.6
Basic metals 1 82:89 25:21 20:30 8:28
Transport materials 37:32 16:19 25:23 16:12 4.4:3.6*
Electronics 46:22* 13:14 25:26 10:16 3.8:3.9
Chemical products 457:32* 19:19 25:27 16:16 4.6:3.8 *
All sectorsa 26:15* 13:16* 14:18 9:12* 3.7:3.3*

- Not available.
* Difference is significantly different from 0 at the 5 percent level.
Note: Exporting firms are firms with export share in total sales exceeding 25 percent.
a. Includes all eighteen two-digit sectors listed in table 12.2.
Source: Authors' calculations based on survey data; total factor productivity from

Haddad 1993.
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Table 12.8 Share of Exports for Various Groups of Firms in Morocco

Mean share of exports
Group of two-way classifications (percent) Number of firms

Entering firms 18.2 2,753

Surviving firms 13.1 20,286

Exiting firms 10.1 1,001

Surviving firms 13.1 16,839

Direct foreign investmentsa 23.6 3,938

Nondirect foreign investment firms 11.7 19,101

Large firms" 32.0 6,414

Small firms 6.6 16,625

High public share, 13.4 310

Low public share 13.7 22,729

Note: The difference in the true means is significantly different from 0 at the 5 percent
confidence level for all groups except the last.

a. Foreign ownership over 5 percent.
b. Firms that employ fifty or more workers.
c. Firms with public ownership over 50 percent.
Source: Survey data for 1984-89.

sales of exiting firms during the sample period were concentrated in the
domestic market. Also, as expected, firms with larger foreign ownership
and a larger number of employees had higher shares of exports. The
share of public ownership, however, seems to have made no difference
in share of exports.

These threads were pulled together in a regression relating the firm's
share of exports to the characteristics described above (coefficients
for industry and time dummies are not reported; t-statistics are in
parentheses): 15

(12.6) EXS, =0.15 + 0.15 . FORSH,,t - 0.0002 tAGE,,
(42.0) (18.19) (-13.98)

+ 0.56 . SHARE,,t - 0.49 . SHARESQ,t - 0.002 . KQi,,

(8.80) (-5.43) (-4.62)

+ (4.44) LQ1,t
(0.019)

R2 = 0.44; F-statistic = 465; N = 16,107

where EXS is the export share in sales, FORSH is foreign share in own-
ership, AGE is age of the firm, SHARE is share of the firm's sales in total
sales of three-digit industries, KQ is the capital-output ratio, and LQ is
the labor-output ratio.
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The positive significant correlation between share of exports and share
of foreign ownership is consistent with the hypothesis that knowledge
gained from foreign markets is an important determinant of export per-
formance. This result makes sense in the Moroccan context, where sub-
contracting by foreign firms is common. There is also evidence of an
inverted U-pattern between export share and domestic market share,
because firms tend to specialize. The export share is negatively correlated
with the capital-output ratio and positively correlated with the labor-
output ratio, suggesting that Morocco has a comparative advantage in
labor-intensive production. Also, export share is negatively correlated
with age, perhaps because older firms become less efficient and so less
competitive in the international market.

Because the data also contain information on the number of products
at the firm level for 1987, the relationship between product diversity and
trade flows was also explored. Specifically, it has been argued that the
international exchange of varieties allows each firm to specialize and to
reap efficiency gains from longer production runs (Cox and Harris
1985). If this phenomenon is important in Morocco, we should find that
firms in tradable sectors had relatively few product lines.

Overwhelmingly, Moroccan firms were single-product firms: 50 to 92
percent of respondent firms in each sector manufactured only one prod-
uct (see table 12.9). In only four sectors did 10 percent or more of firms
produce three products or more, and three of these sectors were classi-
fied as exporting (textiles, clothing, and chemical products). Compared
with Canada, the only other country for which comparable data on
product diversity are available (Baldwin and Gorecki 1986, chap. 2),
Moroccan industrial firms were preponderantly single-product firms.
Thus, in contrast with the results for the Canadian manufacturing sec-
tor, there is no prima facie evidence of scale inefficiency in Moroccan
manufacturing caused by too much product diversity or short produc-
tion runs, as can occur in multiproduct firms.

The following firm-level product homogeneity index (PH) was con-
structed to relate product diversity and trade:

(12.7) P Ht Nki

where i refers to a firm at the four-digit industrial classification, and Nki
is the output of the kth product of the ith firm. A value of 1 for the index
indicates a single-product firm. Regressions with this index yield several
interesting results (table 12.10). First, as is expected from the analytical
literature, there is a statistically significant positive correlation between
product concentration and import penetration. Second, counter to
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Table 12.9 Product Diversification across Industries in Morocco, 1987
(percentage of firms at the six-digit level)

Number of products

Sector 1 2 3 4 S 6 Number of firms

Food products 51 36 9 3 1 1 899
Other food products 70 15 8 4 2 1 421
Beverages and tobacco 79 12 9 0 0 0 33
Textiles 63 17 12 3 2 3 463
Clothing 51 20 12 7 4 5 472
Leather and shoes 77 12 9 2 0 0 248
Wood products 68 19 8 3 2 1 194
Paper and printing 77 14 5 2 1 0 336
Mineral products 77 14 6 2 1 0 305
Basic metals 50 27 4 12 8 0 26
Metallic products 64 18 10 4 2 2 329
Machinery and equipment 70 15 7 5 1 2 202
Transport materials 69 12 9 4 3 3 99
Electronics 56 20 8 6 5 5 109
Precision equipment 64 23 9 5 () 0 22
Chemical products 61 14 12 6 2 5 241
Rubber and plastics 65 19 8 2 4 2 195
Other industrial products 92 0 0 8 0 0 26

Source: Authors' calculations based on survey data.

expectations, firms with high shares of exports are more diversified, a
challenge to the notion that trade allows firms to increase productivity
by specializing. Haddad (1993, table 3), in correlations of product con-
centration and a firm-level productivity index, finds that more diversified
firms are also more productive, conditioning on trade flows and other
variables.

Other results also merit note. The industry dummy variables have con-
siderable explanatory power (model 2, table 12.10). This is not surpris-
ing, since product diversification is expected to vary from sector to sec-
tor. A significantly negative correlation between product concentration
and age of the firm suggests that younger firms are less diversified. More
concentrated sectors are less diversified as well, which makes sense in
that concentration is a proxy for scale economies and more product spe-
cialization is expected in sectors with scale economies.

Conclusions

Several useful insights emerge from this investigation of the behavior of
Moroccan manufacturing firms during 1984-89, a period of slow but
progressive opening to foreign competition and the establishment of
some incentives to export. First, the results suggest that the reforms did
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Table 12.10 Regression Coefficients at the Firm Level with the
Product Homogeneity Index, 1987, as the Dependent Variable

Variable Model 1 Model 2

Independent variable
Intercept 0.862 (0.007)- n.a.
SHARE -0.552 (0.131)* -0.594 (0.131)-
SHARESQ 0.444 (0.186) 0.490 (0.186)(
IMP 0.081 (0.021); 0.106 (0.030)^
FORSH -0.020 (0.016) -0.005 (0.16)
PUBSH 0.047 (0.039) 0.027 (0.039)
EXS -0.074 (0.012); -0.051 (0.015)*
SUBHERFP 0.023 (0.040) 0.025 (0.045)
AGE -0.001 (0.000)- -0.002 (0.000);

Industry dummy variable (two-digit) No Yes
Dependent mean 0.839 0.839
6 0.261 0.258
R2 0.023 0.914

F-statistic 14.2 1958.7

n.a. Not applicable.
" Significant at the 5 percent level.
Note: For the definition of the dependent variable, see equation 12.7. Standard errors

are in parentheses. The sample consists of 4,597 Moroccan firms for both models.
a. Computed at the three-digit level.
Source: Authors' calculations.

alter incentives in a sustained and credible manner and so led to notice-
able changes. Supporting this claim is the finding that entering firms con-
sistently located in exporting sectors throughout the five-year period
examined.

Second, a positive correlation is found between growth of total factor
productivity and growth of exports at the firm level. Further tests sug-
gest that in the Moroccan case, it is more likely that exports were driving
higher productivity growth than the other way around.

Finally, no clear pattern of correlation emerges between trade flows
and price-cost margins. Sectors with high rates of import penetration had
relatively low profit margins. In itself, this result might be interpreted to
mean that foreign competition disciplines domestic pricing. However,
this result is not robust to the inclusion of industry dummy variables, so
changes in protection cannot be said to induce changes in the degree of
market power among domestic producers.

Appendix: Data Description and Preparation

This appendix presents an overview of the Moroccan industrial data,
along with the calculation of the major variables used in this study.
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Description of the Data

The empirical analysis of the Moroccan industrial performance is based
on firm-level industrial survey data covering 1984-89 collected by the
Ministry of Commerce and Industry. The surveys include all enterprises
with ten or more employees and those with fewer than ten employees if
sales revenues were greater than DH100,000 (approximately US$11,000
at the average 1984-89 official exchange rate).

A firm's activity is described by a four-digit Moroccan nomenclature
of economic activities, often referred to as the nomenclature of national
accounting. There are eighteen industrial sectors at the two-digit level of
aggregation (table 12.9). The annual surveys contain standard statistics
at the firm level, including sales revenue, value of production, total
exports, cost of labor, and number of employees. Other detailed features
are specific to each year-capacity utilization (1984, 1987, and 1989),
exports by product and destination (1985), and employment breakdown
by skill group (1986 and 1988).

Definition of Major Economic Variables

A major problem arose in using the survey data: the lack of data on value
added and on capital stock. We attempted to calculate them using avail-
able information. Most variables were computed at both the industry or
sector level (two-digit level) and the firm level. However, some variables,
such as the Herfindahl index or the rate of import penetration, could not
be computed at a level of aggregation lower than a three-digit level.

VALUE ADDED. Because a price index for intermediate inputs is not
available, measurement of growth in total factor productivity was based
on growth in real value added, labor, and capital. It was necessary to
estimate each plant's value added, because beginning in 1983, the indus-
trial survey questionnaire asked for only the principal components of
value added, namely labor remuneration, indirect taxes, operating subsi-
dies, depreciation of fixed capital, and operating balance. These compo-
nents of value added are available for all years under consideration
except 1984 (which explains this year's exclusion). However, they are
more detailed and disaggregated for the last years (1987, 1988, and
1989). Table 12A. 1 shows the components of value added available in
each year. A brief definition of each is given below.

Labor remuineration comprises all payments or benefits provided by
employers as remuneration for work done by salaried employees during
the accounting period, before deductions are made for social security and
taxes. It includes direct payments (salaries, commissions, cost-of-living
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Table 12A.1 Components of Value Added for Morocco, 1984-89

Components of value added in addition to labor cost and depreciation
Year available in the survey

1984 Not available

1985 Taxes
Subsidies
Balance of exploitation (includes amortization, profit, fees, and gifts)

1986 Taxes
Subsidies
Insurance premiums
Balance of exploitation (includes amortization, profit, fees and gifts,

directors' fee)

1987 Taxes
Insurance premiums
Financial costs
Balance of exploitation
Allocation to amortization and provisions
Subscription fees and gifts
Directors' fee
Transportation and moving expenses
Water, electricity, and heating

1988 Taxes
Subsidies
Insurance premiums
Financial costs
Balance of exploitation
Allocation to amortization and provisions
Subscription fees and gifts
Directors' fee

1989 Taxes
Subsidies
Insurance premiums
Financial costs
Balance of exploitation
Allocation to amortization and provisions
Subscription fees and gifts
Directors' fee

Source: Ministry of Commerce and Industry, Situation des industries de transformation,
various years.

compensation, and housing allowance) and indirect payments (medical
examinations, recreational installation expenses, and indemnities).

Depreciation of fixed capital is, in a general sense, the part of output
used to replace the fixed capital used to produce this output during a
specified period of time. Depreciation of fixed capital is linked to the life
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span of material and equipment, since it serves to compensate for the loss
in equipment due to deterioration, obsolescence, and normal wear and
tear. It does not include the wear and tear of natural resources. It is
applied to all equipment except, for practical reasons, public capital
goods such as roads, dams, and all construction other than buildings.

Indirect taxes are taxes that are imposed on a producer's production
or sales, or its purchase or use of goods and services, and that are paid
by the producer. These taxes include import and export taxes, domestic
consumption taxes, taxes on goods and services, patents, and vehicle
taxes.

Operating subsidies constitute the payments from the state to private
or public enterprises for the purpose of influencing prices of goods and
services, maintaining the profitability of certain activities, and encourag-
ing others. These subsidies were added to the revenue of producers. Gov-
ernment transfers to compensate for destruction of the capital stock were
not included.

Net operating balance is the profit obtained from production, defined
as the excess of value added by producers over the costs incurred, dur-
ing an accounting period. More specifically, net operating balance equals
value added minus labor remuneration minus depreciation of fixed cap-
ital minus indirect taxes plus subsidies. Despite the availability of infor-
mation on some of the components of value added, it is difficult to repro-
duce the way in which value added is calculated at the sector level by the
Ministry of Commerce and Industry (and published in Situation des
industries de transformation, various years). Therefore, firm-level data
were aggregated at the sector (two-digit) level, and the Moroccan calcu-
lation of value added was approximated. The closest fit that we could
reach for each year suggests that value added (VA) was obtained as fol-
lows:

* VA (1985) = wage bill plus tax plus gross operating balance, where
gross operating balance incorporates profit, depreciation, and gifts

* VA (1986) = wage bill plus tax plus gross operating balance plus
financial costs minus insurance premiums, where gross operating bal-
ance incorporates profit, depreciation, gifts, and directors' fee

* VA (1987, 1988, and 1989) = wage bill plus tax plus profit plus depre-
ciation plus gifts plus directors' fee plus financial costs minus insur-
ance premiums.

Table 12A.2 shows the difference between value added at the two-
digit sectoral level as available in Situation des industries de transforma-
tion (Ministry of Commerce and Industry, various years) and the value
added as reproduced by us. The approximation appears to be accurate
in all years except 1987.
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Table 12A.2 Value Added and Reproduced Value Added for Morocco,
1985-88
(thousands of dirhams)

1985 1986

Moroccan Reproduced Percentage Moroccan Reproduced Percentage
Sector value added value added difference value added value added difference

Food products 1,108,478 1,108,478 0 1,493,000 1,507,052 -1
Other food products 1,469,305 1,439,253 2 2,124,000 2,040,682 4
Beverages and

tobacco 2,440,187 2,389,099 2 2,920,000 2,902,913 1
Textiles 1,733,693 1,694,626 2 2,055,000 2,070,911 -I
Clothing 457,274 448,258 2 681,000 680,603 0
Leather and shoes 308,371 302,361 2 402,000 399,924 1
Wood products 413,016 404,000 2 406,000 396,521 2
Paper and printing 643,716 628,690 2 800,000 795,073 1
Mineral products 1,359,820 1,329,768 2 1,506,000 1,531,757 -2
Basic metals 463,288 454,272 2 436,000 436,941 0
Metallic products 964,871 943,835 2 914,000 918,475 0
Machinery and

equipment 351,378 342,362 3 350,000 348,483 0
Transport materials 492,951 480,930 2 648,000 656,119 -1
Electronics 563,878 551,857 2 655,000 658,976 -1
Precision equipment 20,140 20,146 0 260,00 253,38 3
Chemical products 1,670,540 1,634,478 2 1,869,000 1,884,080 -1
Rubber and plastics 547,124 535,103 2 556,000 548,501 1
Other industrial

products 10,495 10,495 0 15,000 14,622 3

Note: Moroccan value added is not available for 1989.
Source: Ministry of Commerce and Industry, Situation des industries de transformation,

various years.

CAPITAL STOCK. Data on the components of capital stock are not avail-
able in the surveys. A measure of capital stock is included only in 1988
as the total equipment-goods and assets-owned by the firm. This fig-
ure was converted to constant 1985 prices (using the wholesale price
deflator; see table 12A.3) and then used as the benchmark to construct
capital stock for the remaining years from the perpetual-inventory
method forward and backward:

(12A.1) Ki = Kit 1 (1- d) + lit

where K is the capital stock in constant 1985 prices, subscripts i and t
refer to the firm and time, d is the depreciation rate (set at 4 percent),
and I is the level of investment in constant 1985 prices.

The perpetual-inventory method can be used only for firms included
in the 1988 survey. All firms that are not included that year had to be
omitted from analysis involving capital stocks.
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1987 1988

Moroccani Reproduiced Percentage Moroccan Reproduced Percentage
value added value added difference valiie added value added difference Sector

1,635,763 1,168,042 40 1,692,771 1,692,616 0 Food products
2,287,310 1,303,568 75 3,572,185 3.572,052 0 Other food products

Beverages and
3,571,176 3,101,649 15 3,937,583 3,923,932 0 tobacco
2,275,559 1,440,088 58 2,348,383 2,347,037 0 Textiles

944,470 739,669 28 1,115,973 1,115,405 0 Clothing
449,805 402,914 12 470,149 469,504 0 Leather and shoes
480,565 406,959 18 572,540 S63,246 2 Wood products
958,152 703,302 36 1,081,285 1,079,516 0 Paper and printing

1,873,591 1,193,928 57 2,096,295 2,118,1017 -1 Mineral products
711,680 189,219 76 814,825 837,731 -3 Basic metals
948,551 717,389 32 1,172,185 1,170,541 0 Metallic products

Machinery and
432,333 346,805 25 385,523 409,070 -6 equipment
734,322 505,551 45 777,847 771,814 1 Transport materials
713,782 555,269 29 745,505 754,872 -1 Electronics
51,694 39,401 31 59,593 51,769 15 Precision equipment

2,244,754 1,387,345 62 3,991,248 4,098,304 -3 Chemical products
599,838 459,446 31 625,090 614,749 2 Rubber and plastics

Other industrial
14,713 21,875 -33 23,065 24,175 -5 products

LABOR. The surveys provide data on the total number of permanent
employees for each firm and the total number of hours worked by tem-
porary employees. These hours were converted into the equivalent num-
ber of employees (250 days of work a year are considered to be compa-
rable to one full-time employee) and were included in the total number
of employees for each firm.

Labor is also expressed as efficiency units, calculated as the total labor
cost (of both temporary and permanent employees) divided by the wage
of the least productive workers. We approximated this wage with the
legally mandated minimum wage. The minimum wage was changed in
September 1985, in January 1988, and in May 1989. Therefore, the
labor efficiency units (LEF) were calculated for each year using relevant
weights for minimum wage as follows:

* LEF (1985) = labor cost / [(0.67 x 8.935) + (0.33 x 9.809)]
* LEF (1986 and 1987) = labor cost / 9.809
* LEF (1988) = labor cost / 10.782
* LEE (1989) = labor cost / [(0.33 x 10.782) + (0.67 x 11.856)].
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Table 12A.3 Deflators Used for Morocco, 1986-89
(1985 =100)

Sector 1986 1987 1988 1989

Industry-specific price index,
Food products 109.78 109.52 111.64 124.35
Other food products 113.57 115.82 111.71 116.28
Beverages and tobacco 116.53 130.82 150.46 179.28
Textiles 107.23 112.67 118.67 117.92
Clothing 107.23 112.67 118.67 117.92
Leather and shoes 107.68 108.70 128.85 128.00
Wood products 112.94 127.37 145.68 147.64
Paper and printing 110.87 116.11 145.67 154.51
Mineral products 105.86 110.39 110.50 107.68
Basic metals 102.26 100.56 112.24 124.64
Metallic products 115.82 119.65 126.22 136.48
Machinery and equipment 131.73 133.37 134.08 135.94
Transport materials 119.96 128.56 141.67 147.31
Electronics 104.19 99.55 113.72 124.19
Precision equipment 100.29 100.57 100.57 100.58
Chemical products 116.85 121.81 128.48 146.46
Rubber and plastics 120.52 121.29 132.19 150.29
Other industrial products 100.00 108.61 107.62 112.29

Wholesale price index' 104.0 106.6 113.1 114.9

a. Used as a deflator for value added and production.
b. Used as a deflator for investment and capital stock.
Source: For the industry-specific index, Ministrv of Commerce and Industry, Annuaire

statistique du Maroc, various years; for the wholesale price index, IMF 1990.

ENTRY AND EXIT RATES. Entering and exiting firms are identified by
numbers collected as part of the survey. If a firm's identification number
is missing in any year, the firm was considered to have exited. Since the
surveys include only firms with more than ten employees or with more
than DH100,000 in sales revenue, entry rates might incorporate firms
that already existed but did not previously qualify to enter the survey.
Similarly, exit rates might include firms still in operation but that no
longer qualified to enter the survey.

IMPORT PENETRATION. Import penetration at the three-digit level was
calculated as the ratio of imports to domestic sales, with domestic sales
defined as output of domestic industries minus exports plus imports. All
firms with the same three-digit activity had the same rate of import pen-
etration.

There is one problem with data on imports. Data are available for
1985 to 1987 in one code (the nomenclature of national accounting clas-
sification) at the three-digit level and for 1988 in another code (nomen-
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clature groupe produit) at the six-digit level. The 1988 data were con-
verted to the nomenclature of national accounting. Moreover, some
aggregation was made for the three-digit 1985-87 data (table 12A.4).
Therefore, the 1988 data had to be changed accordingly. Disaggregate
data are not available on imports.

For the industry-level data, the two-digit nomenclature of national
accounting classification is available for all years.

OTHER VARIABLES. Variables requiring no new calculations include sales
revenue, value of production, exports, and investment. Sales revenue
(sales of goods and services) includes all taxes. The value of production
is the sales revenue corrected for variation in stocks of finished and semi-
finished goods. Exports are given as part of the sales revenue and are
expressed at their f.o.b. (free on board) value. Investments realized each
year refer to the expenses allocated to the acquisition or creation of phys-
ical production goods.

Other variables were constructed using simple calculations:

* Export share was calculated as the ratio of exports to total sales at the
industry as well as the firm level.

* The firm's share of the market was calculated as the ratio of the sales
of the firm to total sales at the three-digit level.

* The age of the firm was computed as the difference between the year
of the survey plus one and the starting year of the firm.

* Gross profit margin was computed as the ratio of profit to production,
where profit is defined as value added minus labor cost.

• The capital output ratio was computed as capital stock in 1985 prices
divided by output in 1985 prices.

* Foreign share in total ownership was computed as foreign equity
divided by total equity.

Table 12A.4 Aggregation of I7nports at the Three-Digit Level
for Morocco

Subsectors aggregated Definition of the subsectors

11.2 + 11.3 Slaughtering + canned meat processing
14.2 + 14.3 Underwear + clothes and linens made to measure
15.1 + 15.2 + 15.3 Tannery + leather-substitute products + leather products

except shoes
18.4 + 18.8 Cement + lime and plaster
23.4 + 23.5 Electronic components + electronic equipment and

material

Note: There were no imports for sulsector 13.5 (textile finishing), so imports were
assumed to be 0. There were no firms in subsector 12.3 (alcoholic beverages) in 1987 and
1988; therefore the imports for this subsector were deleted.
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Notes

1. Reference prices were used to calculate customs duties for 367 tariff head-
ings. These are intended as a safeguard against dumping, but there is suspicion
that the reference prices used for calculating tariffs may act as binding quantita-
tive restrictions.

2. The pattern of tariff rates is dominated by manufacturing because only 600
of the 20,000 tariff lines cover agricultural products. However, a similar pattern
arises from a weighted calculation using either production or imports as weights.

3. The comparisons are only indicative, since they do not control for weather
conditions, an important determinant of agricultural performance (droughts
occurred in 1983, 1985, and 1987). Also, Morocco's terms of trade were affected
both bv hikes in the price of oil on the import side and by changes in the price
of phosphates on the export side (phosphates have traditionally accounted for
about 55 percent of Morocco's export earnings).

4. The calculations were carried out at the four-digit level and then aggregated.
5. Nonetheless, given the extremely large number of observations, time and

industry dummies are jointly significant, with an 1F(21, 16102) ratio of 3.76.
6. The superiority of tariffs over import penetration rates emerges clearly in

the case study of Mexico (chapter 11).
7. Our firm-level measure of capital stock was constructed using a base year

figure based on book value and not including rented capital.
8. Similar results were obtained from regressions that omit the interaction

term. All signs and significant levels were unchanged, so these results are not
reported.

9. In the estimations, the dependent variable is the deviation of a firm's total
factor productivity from the efficiency frontier, and the set of regressors also
includes age of the firm, pattern of ownership, and product and geographic dis-
persion indexes.

10. According to Sims (1972), one can regress Y on past and future values of
X, and if causality runs from X to Y only, future values of X in the regression
should have coefficients insignificantly different from 0, as a group.

11. To test the hypothesis that coefficients for future values of independent
variables are jointly equal to 0, F-statistics were calculated as follows: F=
[(RSS2 - RSS,) I (df, - df2)] / (RSS1 I df,), where RSS, RSS2 are the residual sum
of squares of the unconstrained and constrained equations, and df1, df, are the
degrees of freedom in the unconstrained and constrained equations.

12. In closely related causality testing, Jung and Marshall (1985) find bidirec-
tional causality between output growth and export growth. Our results differ in
that they pertain to productivity rather than output, to a single country, and to
a relatively short time period.

13. The proportion of firms that derived 75 percent (or more) of their revenues
from exports was stable over the sample period, justifying the aggregation over
the entire time period. For a detailed description of the characteristics of export-
ing firms over time, see Sullivan 1993.

14. The statistical results are for the eighteen sectors listed in table 12.2. A sim-
ilar pattern holds for the nine exporting sectors reported in table 12.7.

15. We do not report the results when time and industry dummies are omit-
ted, since all signs and significance levels are unchanged.
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Turkey, 1976-85:
Foreign Trade, Industrial

Productivity, and Competition

Faezeh Foroutan

D uring the early 1980s, Turkey launched an ambitious trade lib-
eralization program that dramatically increased the openness of
the manufacturing sector. This chapter examines the resulting

changes in performance. Unlike some of the other country studies pre-
sented in this volume, this chapter does not examine entry and exit pat-
terns or cohort behavior, because comprehensive plant-level data are not
available. Industry-level data do distinguish public and private enter-
prises, however, and that distinction is a primary focus of this chapter,
along with sectoral price-cost margins and growth of productivity. Also,
cross-sectoral comparisons are made of industries sorted into producers
of importables, exportables, and nontradables. The study finds that
trade reform has a positive, though modest, impact on manufacturers by
reducing market power where it exists and accelerating the growth of
productivity. However, these positive effects are limited mainly to pri-
vately owned firms. Public enterprises remain largely unaffected.'

Reforms in Turkey during the 1980s

A foreign debt crisis in 1977 ushered in two years of economic recession
in Turkey.2 Beginning in 1980, Turkey responded by adopting a stabi-
lization program that represented a radical break with its traditional
inward-looking strategy. Liberalization of foreign trade and payments
policies was a key feature of the program.

314
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The aim was to shift the economy toward export-led growth by dis-
mantling the set of complex and restrictive regulations that had governed
Turkey's transactions with the outside world. Import liberalization and
export promotion were key features of the reform. Import liberalization
encompassed a gradual shift from nontariff barriers to tariffs and a
reduction in the rate and variability of import taxes. Export promotion
was achieved directly through a generous package of incentives for
exporters and indirectly through devaluation of the real exchange rate.

Import Liberalization

In the first of two series of import reforms, the import licensing system
was liberalized in 1981. Quotas were abolished, and goods from the
quota list were moved to the two liberalized lists-one requiring import
licenses, the other not. Approximately 200 tariff positions, equivalent to
4 percent of the value of imports in 1980, were transferred from the
license list to the fully liberalized list. Other administrative reforms and
a reduction of other taxes on imports completed the reforms of 1981.

In late 1983 and early 1984 the government adopted an even more far-
reaching program of import reform that represented a major break with
the past. The most significant feature of the new import regime was the
switch from a positive list of permitted imports to a negative list of pro-
hibited imports. The prohibited list initially included some 219 tariff
positions consisting mostly of consumer goods. By May 1985 the banned
list was for all practical purposes abolished, and the goods on the list
either were transferred to the license list or became freely importable.
The list of licenses was similarly reduced, shrinking from 369 items (28
percent of imports) in 1984 to 33 items in 1988.

The import reforms of 1983-84 introduced a new list called the levy
or fund list. Goods on this list-primarily luxury goods-paid a specific,
dollar-denominated surcharge in addition to customs duties and other
import taxes. The levies were intended to finance social projects, such as
mass housing, and to provide temporary protection to domestic indus-
tries that lost quota protection. The reach of the levies expanded over the
years, however, from an initial 200 goods and an implicit average tariff
equivalent of 2 percent in 1984 to more than 570 items and a tariff
equivalent of 6.1 percent bv 1987.

The tariff schedule was also rationalized. The overall import-weighted
average tariff rate for goods whose rates were modified fell from 38.8
percent before December 1983 to 22.7 percent in 1984. Rates continued
to fall in subsequent years, and in 1987 the overall import-weighted
average tariff rate stood at 9.5 percent. The realized rate (tariff revenues
as a proportion of total imports) was even lower because of widespread
exemptions.
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Export Promotion

Export promotion measures involved maintaining a competitive real
exchange rate, providing direct subsidies, and simplifying administrative
and bureaucratic procedures.

In 1980 the government devalued the Turkish lira by more than 50
percent in nominal terms and abolished the system of multiple exchange
rates except for a few agricultural inputs. The government also adopted
a flexible exchange rate based on daily adjustments to prevent apprecia-
tion.

A generous package of direct incentives for exporters was also put
together:

* An export tax rebate was designed initially to compensate exporters
for indirect taxes on their inputs. The rebate included a substantial
subsidy element. Indeed, after January 1985, with the introduction of
a value added tax that rated exports at 0, the entire rebate constituted
a subsidy. The subsidy has declined steadily, however, in line with the
government's declared objective of gradually phasing it out.

* Duty drawbacks on imported inputs used to produce exports are an
important incentive to produce for export rather than for the domes-
tic market. On average during the 1980s, duty drawbacks constituted
5 percent of the value of exports for the manufacturing industry.

* Access to credit at preferential interest rates constituted an important
incentive during the early 1980s, when the rates applied to export
credits were substantially lower than the general short-term rates. This
scheme gradually dwindled in importance and was abolished in 1985.
A new export credit regime was instituted in January 1987, and its
subsidy content appears to be slight.

* Cash grants, financed through various extrabudgetary funds, were
also intended to support exports. In January 1985 the government
established the Resource Utilization and Support Fund to encourage
exports by granting a flat 4 percent cash subsidy to all exporters. The
program was phased out by November of the same year. In January
1987 the government reintroduced the subsidy program, but this time
subsidies were granted only to select products.

The immediate and most dramatic outcome of these trade policy
reforms was a substantial increase in the degree of openness of the man-
ufacturing sector, reflecting an increase in both imports and, more sub-
stantially, exports (see table 13.1). Manufacturing imports increased
from 10 percent of domestic consumption in 1979 to 18 percent in 1985.
Manufacturing exports soared over the same period from 2 to 19 percent
of total output.3
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Table 13.1 Average Share of Exports and Imports by Type of Industry
in Turkey, 1976-85
(percentages)

Exportable industries lmportable industries Nontradable industries

Year Exports Imports Exports Imports Exports Imports

1976 3.9 19.8 1.9 35.6 1.0 5.5
1977 3.7 19.8 1.6 32.5 0.7 5.5
1978 3.8 14.5 1.2 24.1 0.8 4.0
1979 3.8 12.0 1.4 21.1 1.0 4.9
1980 6.4 17.1 2.4 25.3 1.6 4.8
1981 15.2 18.6 4.4 29.8 4.0 3.5
1982 23.5 19.5 7.1 32.5 4.8 3.2
1983 20.7 18.9 7.5 31.2 4.4 3.8
1984 29.7 22.2 9.5 38.2 7.5 6.3
1985 42.2 25.4 14.0 40.9 9.8 6.7

Note: Exports as a share of total production; imports as a share of domestic absorption.
Source: Author's calculations based on industry-level data from Turkey's State Institute

of Statistics.

The following sections explore the extent to which the greater open-
ness of the economy and the increased exposure to foreign competition
affected the performance of the Turkish manufacturing industry.

Trade Liberalization and Price-Cost Margins

The impact of trade liberalization on price-cost margins in manufactur-
ing was examined separately for public and private sector firms for
1976-85. The analysis considered twenty-two industries for the public
sector and twenty-four industries for the private sector at the three-digit
level of industrial classification.4

Calculations of capital-output ratios and price-cost margins confirm
what has long been known about Turkey's industrial structure. State
enterprises have historically been engaged in the most capital-intensive
industries, and the pursuit of profitability has not been a strong concern.
Average capital-output ratios are much higher in the public than in the
private sector, while the public sector's price-cost margin is generally
below that of the private sector (see table 13.2). During the years of slow
economic growth in 1978-80, the average capital-output ratio increased
in both private and public sectors and the price-cost margin decreased,
with the exception of nontradable producers in the public sector. In the
subsequent years, this trend was reversed. This pattern reflects cyclical
variations in rates of capacity utilization, since capital stocks rather than
flows of capital services were used to compute capital-output ratios. The
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Table 13.2 Average Capital-Output Ratio and Price-Cost Margin in
Turkey, 1976-85

Private sector Public sector

Capital-output Price-cost Capital-output Price-cost
Year ratio margin ratio margin

1976 0.446 0.178 1.393 0.213
1977 0.487 0.212 1.643 0.111
1978 0.487 0.236 2.403 0.123
1979 0.594 0.186 1.394 0.077
1980 0.742 0.204 1.757 0.011
1981 0.570 0.208 1.622 0.128
1982 0.506 0.228 1.772 0.185
1983 0.541 0.201 1.540 0.192
1984 0.542 0.207 1.464 0.124
1985 0.519 0.190 0.897 0.156

Source: Author's calculations based on data from Turkey's State Institute of Statistics.

data also show a narrowing of the difference in capital-output ratios
between private and public firms due to a gradual but steady decline in
the public sector's capital intensity.

Breaking out the data for importables, exportables, and nontradables
shows that the capital-output ratio was greater for public than for pri-
vate firms for all three categories, with the difference more pronounced
for industries engaged in the production of nontradables (see table 13.3).
Moreover, for both private and public sector firms, the average capital-
output ratio was higher for nontradables than for tradables and for
exportables than for importables. However, importables were relatively
more capital-intensive than exportables for both public and private sec-
tor firms, as shown by the average capital-labor ratio. (That ratio, not
the capital-output ratio, is the correct measure of relative factor inten-
sity.)5

The price-cost margin was higher in the industries producing nontrad-
ables than in those producing tradables, a pattern that is compatible with
the capital-output ratios for the private and public sectors. However, for
private firms, there was no appreciable difference in price-cost margins
between importables and exportables. For public firms, the price-cost
margin was systematically higher in industries producing exportables
than in those producing importables.

These results, which run contrary to the pattern of capital-output
ratios for the two groups of industries, suggest that private firms are
more or less equally profitable in the two sectors but that public firms
are less efficient and less profitable in import-competing industries than
in exporting sectors. The smallest difference between private and public
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firms for both capital-output ratios and price-cost margins is in the
industries producing for export. Public firms also seem to perform better
in nontradables than in importables. Even after the liberalization of the
1980s, public firms in import-competing industries received a high
degree of protection, which allowed them to continue operating at very
low levels of efficiency and profitability. The higher margins for private
firms in nontradables than in tradables sectors seem to be due mostly to
differences in their capital-output ratios.

For the regression analysis of price-cost margins, data were pooled for
all industries, but the distinction between private and public sectors was
maintained. For the private sector, all variables in model 1 have the
expected sign (see table 13.4). However, the capital-output variable is
insignificant, and the import penetration variable, although significant,
has a very small coefficient. For the public sector, import penetration has
the expected sign but is not significant. The capital-output ratio has a
negative sign but is also insignificant. In model 2, which allows the effect
of import penetration to vary with the capital-output ratio and concen-
tration (the Herfindahl index) for each industry, the interaction term for
import penetration and concentration is negative and significant, with a
higher coefficient than that for import penetration alone in model 1.6
This result is expected (by construction, 0 < H < 1).7 Given that this
interaction variable in model 2 is not more significant than import pen-
etration in model I and that the adjusted R2 is the same in both models,
it can be concluded that import penetration has no differential impact on
industries with a higher degree of concentration. Nor does the capital-
output ratio of industries appear to affect the impact of import penetra-
tion on price-cost margins. For the public sector, the results are reversed,
with import penetration affecting price-cost margins only in sectors with
high capital-output ratios.

The results for models 3 and 4, which drop the industry effects, reveal
that most of the explanatory power of the basic model derives from the
industry dummy variables (see table 13.4). Without them, the adjusted
R2 for both the private and the public sectors is greatly reduced, while
the level of significance of the remaining variables generally increases.
For the private sector, import penetration becomes insignificant (model
3) and the interaction term for capital-output ratios and import penetra-
tion becomes significant and negative (model 4). For the public sector,
both import penetration and the interaction variable become significant.
The capital-output ratio continues to have a negative association with
price-cost margins for the public sector but turns positive and strongly
significant for the private sector.

In Turkey greater exposure to international trade apparently exerts a
modest effect on the market power of firms in both the private and the
public sectors. For the private sector, when industry-specific effects are



Table 13.3 Average Capital-Output Ratio, Price-Cost Margin, and Capital-Labor Ratio in the Private and Public Sectors
in Turkey, 1976-85

Private sector Public sector

Capital-output Price-cost Capital-labor Capital-output Price-cost Capital-labor
Type of good and year ratio margin ratio ratio margin ratio

to.) Exportable
1976 0.580 0.155 1,274.5 0.684 0.138 1,126.3
1977 0.669 0.198 1,415.7 0.639 0.121 1,047.7
1978 0.586 0.240 1,256.8 0.867 0.232 1,191.5
1979 0.694 0.176 1,375.0 0.933 0.140 1,209.8
1980 0.952 0.191 1,457.2 0.963 -0.203 1,378.6
1981 0.649 0.192 1,408.7 0.746 0.012 1,438.8
1982 0.539 0.201 1,394.1 0.957 0.316 1,754.6
1983 0.535 0.173 1,403.0 0.713 0.199 1,485.1
1984 0.498 0.197 1,395.5 0.755 0.108 1,688.3
1985 0.470 0.178 1,347.6 0.578 0.213 1,730.2

Importable
1976 0.310 0.166 1,559.1 1.243 0.114 2,080.7
1977 0.322 0.172 1,693.1 0.725 0.095 2,149.9
1978 0.343 0.243 1,860.0 1.182 -0.049 2,148.6



1979 0.434 0.160 1,872.6 1.262 -0.015 2,229.7
1980 0.521 0.202 1,962.5 1.283 -0.080 2,203.5
1981 0.433 0.179 2,124.0 1.011 -0.051 2,232.1
1982 0.407 0.236 2,137.4 0.978 0.136 2,267.0
1983 0.389 0.165 2,302.1 0.948 0.112 2,102.0
1984 0.369 0.182 2,388.3 0.833 0.093 2,135.3
1985 0.406 0.172 2,695.9 0.821 0.060 2,143.6

Nontradable
1976 0.421 0.192 - 1.347 0.300 -
1977 0.463 0.220 - 2.163 0.142 -
1978 0.478 0.217 - 3.333 0.126 -
1979 0.575 0.198 - 1.485 0.038 -
1980 0.674 0.190 - 2.027 -0.021 -
1981 0.538 0.234 - 2.017 0.202 -
1982 0.481 0.247 - 2.209 0.238 -
1983 0.550 0.235 - 1.940 0.243 -
1984 0.585 0.226 - 1.798 0.181 -
1985 0.537 0.203 - 0.965 0.213 -

- Not available.
Source: Author's calculations based on industry-level data from Turkey's State Institute of Statistics.
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Table 13.4 Regression Estimates with Price-Cost Margin as the
Dependent Variable

Variable Model 1 Model 2 Model 3 Model 4

Private sector
Independent variable

Intercept 0.335 (3.7) 0.347 (3.7) 0.109 (6.0) 0.104 (5.8)
KQ 0.000 (0.0) -0.005 (0.2) 0.160 (9.0) 0.172 (9.2)
IMP -0.002 (1.8) n.a. -0.000 (0.8) n.a.
KQ IMP n.a. 0.000 (0.2) n.a. -0.001 (1.6)
H IMP n.a. -0.022 (1.9) n.a. 0.007 (0.9)

Year dummy variable
1977 0.031 (1.9) 0.033 (2.0) 0.027 (1.2) 0.027 (1.2)
1978 0.048 (2.8) 0.050 (3.0) 0.050 (2.2) 0.049 (2.2)
1979 -0.004 (0.2) -0.001 (0.0) -0.017 (0.7) -0.017 (0.7)
1980 0.018 (1.0) 0.019 (1.1) -0.022 (1.0) -0.019 (0.9)
1981 0.025 (1.5) 0.026 (1.6) -0.010 (0.4) 0.011 (0.5)
1982 0.046 (2.8) 0.046 (2.8) 0.090 (1.8) 0.039 (1.8)
1983 0.018 (1.1) 0.019 (1.2) 0.007 (0.3) 0.006 (0.3)
1984 0.032 (1.9) 0.032 (1.9) 0.014 (0.6) 0.012 (0.6)
1985 0.017 (1.0) 0.015 (0.9) 0.001 (0.0) -0.000 (0.0)

Industry dummy variable Yes Yes No No
R 2 0.6047 0.6035 0.2593 0.2664
F-test 11.755 11.393 8.606 8.231

Public sector
Independent variable

Intercept 0.178 (1.9) 0.224 (3.5) 0.257 (5.6) 0.263 (5.3)
KQ -0.008 (1.1) -0.003 (0.4) -0.020 (2.5) -0.005 (1.0)
IMP -0.002 (0.6) n.a. -0.030 (3.2) n.a.
KQ IMP n.a. -0.005 (2.7) n.a. -0.003 (2.4)
H IMP n.a. -0.006 (0.4) n.a. 0.004 (0.3)

Year dummy variables
1977 -O.iO1 (2.2) -0.129 (2.8) -0.102 (1.6) -0.118 (1.8)
1978 -0.098 (2.0) -0.135 (2.8) -0.101 (1.6) -0.117 (1.7)
1979 -0.143 (2.9) -0.173 (3.6) -0.151 (2.3) -0.159 (2.4)
1980 -0.203 (4.3) -0.220 (4.7) -0.207 (3.2) -0.212 (3.2)
1981 -0.086 (1.7) -0.111 (2.4) -0.089 (1.4) -0.099 (1.5)
1982 -0.027 (0.6) -0.046 (1.0) -0.028 (0.4) -0.036 (0.5)
1983 -0.022 (0.5) -0.042 (0.9) -0.024 (0.4) -0.032 (0.5)
1984 -0.069 (1.4) -0.078 (1.7) -0.079 (1.2) -0.091 (1.4)
1985 -0.055 (1.2) -0.074 (1.6) -0.051 (0.8) -0.069 (1.0)

Industry dummy variable Yes Yes No No
R2 0.5207 0.5397 0.0822 0.0601
F-test 8.253 8.585 2.686 2.103

n.a. Not applicable.
Note: KQ is capital-output ratio, IMP is import penetration, and H is the Herfindahl

index of industry concentration. Numbers in parentheses are t-statistics.
Source: Author's calculations based on 1976-85 industry-level data from Turkey's State

Institute of Statistics.
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allowed for, greater import penetration appears to affect all industries
alike; when industry-specific effects are excluded, greater import pene-
tration appears to affect price-cost margins only in industries with high
capital-output ratios. However, in both cases, the impact of trade pene-
tration is small, most likely indicating that private manufacturing indus-
tries had little market power even before the reforms of the 1980s. For
the public sector, import discipline appears to affect only the capital-
intensive industries with higher capital-output ratios. The negative sign
for the capital-output ratio in the public sector conforms to the earlier
finding that public enterprises are more concentrated in capital-intensive,
nonprofitable industries.

Trade Liberalization and Productivity

For both private and public enterprises, average growth of total factor
productivity was negative during 1976-80, a period of recession, high
inflation, and an inward-looking trade regime (see table 13.5). The
decline was more severe in the public sector (-7.5 percent a year) than in
the private sector (-4.1 percent). During that time, only four of twenty-
six industries registered positive growth in productivity among private
sector firms and three among public sector firms. During 1981-85, a
period of radical reform marked by a significant liberalization of foreign
trade, both these trends were reversed. The greatest gains were in the
public sector, where growth of productivity (5.7 percent a year) sur-
passed that in private firms (3.4 percent). Productivity growth was neg-
ative during this period in only five industries each in both the private
and the public sectors.

To isolate the effect of the debt crisis of 1979-80, which led to a sub-
stantial fall in output, a three-digit rate of inflation, and a contraction in
foreign trade, the data were analyzed again for three rather than two
time periods, 1976-78, 1979-80, and 1981-85 (see table 13.6). During
1976-78, growth of productivity was modestly positive in the private
sector and modestly negative in the public sector. Growth of both pro-
ductivity and output was strongly negative in the crisis years of 1979-80,
but employment and the stock of capital continued to rise in both pri-
vate and public sectors, indicating the difficulty of adjusting the growth
of inputs to outputs over the short to medium run. In the next period,
1981-85, growth of productivity was positive and higher in the public
sector than in the private sector. The reform of state enterprises, includ-
ing greater autonomy in the hiring and firing of labor, may explain some
of the improvement in the public sector. But some of it probably comes
from overestimating the growth of productivity for the public sector.
Because the price of outputs paid by public enterprises rises more rapidly
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Table 13.5 Average Growth of Total Factor Productivity in the Private
and Public Sectors in Turkey, 1976-85
(percentages)

Private sector Public sector

[SIC code and industry 1976-80 1981-85 1976-80 1981-85

311 Food 2.3 -1.0 -2.5 6.9
313 Beverages -2.1 -7.8 -12.3 20.8
314 Tobacco 4.3 7.0 1.7 15.2
321 Textiles 0.4 1.7 -3.3 1.1
322 Apparel 2.8 2.8 -22.7 20.9
323 Leather products -10.8 2.3 - -
324 Footwear -8.6 6.3 -10.1 -7.0
331 Wood products -8.4 0.1 -9.2 0.1
332 Furniture -6.7 8.3 4.4 -7.7
341 Paper -1.6 -2.9 -10.4 7.1
342 Printing -4.8 -1.4 -9.5 -0.3
351 Industrial chemicals -3.1 2.1 -1.2 -2.2
352 Other chemicals -3.3 7.8 -5.0 2.9

353 Petroleum refining - - -18.2 8.6

354 Petroleum derivatives -3.9 -0.1 -17.0 14.1
355 Rubber products -7.0 3.0 -

356 Plastics -9.3 3.1 -13.4 -3.6
361 Ceramics -7.8 6.8 -12.6 12.5
362 Glass -5.1 3.9 - -

369 Nonmetal minerals -2.8 2.3 -5.3 1.0
371 Iron and steel -2.9 9.8 -4.8 7.2
372 Nonferrous metals 0.0 4.5 4.2 6.7
381 Metal products -6.3 5.0 -3.3 8.8
382 Nonelectrical machinery -4.9 6.3 -6.7 5.5
383 Electrical machinery -5.2 5.6 -12.8 11.3
384 Transport equipment -5.9 5.4 -2.8 2.1
385 Professional equipment -6.7 8.7 - -

-Not available.
Source: Author's calculations based on data from Turkey's State Institute of Statistics.

than that paid by private firms (internal World Bank reports), using the
same price deflator for public firms as for private ones when computing
real output overestimates the growth of productivity.

For the private sector, the rate of growth of total factor productivity
during the 1980s was much higher for industries producing exportables
and importables (5 percent each) than for nontradables (2 percent), per-
haps because of heightened exposure to international competition. Pro-
ductivity growth contributed to 26 percent of output growth for
exportables, 30 percent for importables, and 17 percent for nontrad-
ables.
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Table 13.6 Average Annual Rates of Growth of Output and Total
Factor Productivity in Turkey, 1976-85
(percentages)

Growth of total
Growth of output factor productivity

Sector and type of
good produced 1976-78 1979-80 1981-85 1976-78 1979-80 1981-85

Private sector
Exportable 7.3 -17.1 19.2 1.0 -10.9 5.0
Importable 10.9 -20.0 15.5 7.4 -20.7 4.8
Nontradable 5.2 -12.5 10.7 0.2 -11.0 1.9

Public sector
Exportable -14.2 -1.7 2.7 -1.7 -15.2 4.3
Importable 11.5 -23.5 15.4 8.2 -21.9 4.7
Nontradable -2.1 -6.2 7.0 -5.2 -16.3 6.5

Soufrce: Author's calculations based on data from Turkey's State Institute of Statistics.

The same pattern is not true for the public sector. Average growth of
productivity during the 1980s was higher in nontradables sectors (6.5
percent) than in tradables sectors (4.3 and 4.7 percent in industries pro-
ducing exportables and importables, respectively). Growth of productiv-
ity contributed 92 percent of output growth in nontradables industries
and, in the tradables industries, it contributed 30 percent in industries
producing importables and 159 percent in industries producing exporta-
bles. These results indirectly support the hypothesis that growth of pub-
lic sector output is overestimated. In tradables industries, where interna-
tional competition prevents public firms from raising prices above
international levels, there is no difference in growth of productivity in
the private and public sectors. But in nontradables industries, where pub-
lic enterprises have greater liberty to raise the price of output, growth of
productivity appears to have been substantially higher in the public sec-
tor than in the private sector, because real output in the public sector is
clearly overestimated.

It is also interesting to note that trade liberalization does not appear
to have had a negative impact on employment in Turkey. During
1981-85, employment increased 5.1 percent in the private sector and
decreased 0.7 percent in the public sector. Because public enterprises
accounted for about 25 percent of industrial output, employment in
industry rose overall. Employment in the private sector increased not
only in exportables-producing industries, but in import-competing and
nontradables industries as well. For the public sector, employment
increased only in importables industries. Thus as Michaely, Papageor-
giou, and Choksi (1991) find for developing countries generally, trade
liberalization does not appear to have hurt employment in Turkey.
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Productivity and Market Power

So far, the analysis has tested whether greater exposure to foreign trade
reduces the market power of Turkish manufacturing firms but has made
no attempt to measure the degree of market power. The marginal signif-
icance of the openness variable (import penetration) is interpreted as an
indirect sign that Turkish manufacturing firms had little market power
even before the reforms. Yet the strongly procyclical pattern in the
growth of total factor productivity may reflect market power as well as
changes in capacity utilization or scale economies (Hall 1986 and 1988).
If it does, the measures of productivity growth reported in the previous
section are biased. This section attempts to determine the extent of mar-
ket power in the Turkish manufacturing industry before reform and how
the reforms of the 1980s affected that market power.

Growth of total factor productivity was previously defined residually
as the excess growth of output over growth of inputs, a definition that
accurately measures productivity only under the restrictive assumptions
of perfect competition, constant returns to scale, and freely adjustable
factors. When any one of these assumptions is violated, the Solow resid-
ual is no longer a true measure of productivity. To demonstrate this, Hall
(1986 and 1988) derives the following relationship between inputs, out-
puts, and productivity among imperfectly competitive firms:

(13.1) A=(af_ + am) + 1)K I dA

Here 4 is dln(Q I K), i is dln(L / K), mh is dln(M / K), Q is output, L is
labor, K is capital, M is intermediate inputs, and A is the level of total
factor productivity. p. is price over marginal cost, 3 measures the returns
to scale, al and aM indicate the share of labor and raw materials in the
total value of output, and dA / A is productivity growth. The equation
shows clearly that unless both p and 3 are set equal to 1-that is, unless
there is marginal cost pricing and firms exhibit constant returns-the
Solow residual is a biased measure of productivity growth. With positive
markups and increasing returns to scale, the bias is generally procyclical.
Similarly, adjustment costs associated with changes in the stock of capi-
tal bias measure productivity and introduce the appearance of a pro-
cyclical burst of productivity growth.

To test for the existence of market power and nonconstant returns to
scale, Hall estimates the equation and tests whether p and 1 are signifi-
cantly different from 1. Following Harrison (1994) a slightly modified
version of equation 13.1 was estimated here to allow for shifts in the
level of productivity and market power in Turkish industry in the period
following reform:
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(13.2) q = P3 a + [3+ aMm) + P2[D(aLl + aMmr)] + k + 4D + u

where the coefficient [, equals t; [, measures the shift in markup; [3
equals [ - 1; and D is a dummy variable distinguishing the observations
in the 1980s. The productivity term dA / A is given by an industry-
specific constant 0[ and a residual u.

If the trade reform of the 1980s caused a positive shift in the overall
level of productivity, the coefficient of the intercept dummy variable, 14,
should be positive. Similarly, if the reforms led to more competitive
behavior by Turkish firms, the coefficient of the markup shift variable,
[32, should be negative.

Equation 13.2 was estimated for the private sector for individual
industries at the two-digit level for 1976-85.' The public sector was
excluded, because its behavior, especially during the 1970s, was heavily
influenced by considerations other than market forces. Industry dum-
mies were included in equation 13.2 for each of the three-digit industries
in the pooled data.

Regression results using ordinary least squares show that except for
one case in which the coefficient that measures the price-cost margin ([3,)
is negative, its value is never significantly different from unity, indicating
that private industry did not have a significant degree of market power
even before the trade reforms of the 1980s (table 13.7). For the manu-
facturing industry as a whole, the coefficient is nearly 1 and is highly sig-
nificant. In six of ten cases, the estimated value of the coefficient of the
shift in markup ([32) is positive although significant in only one case.
Moreover, the coefficient is positive not only for industries with a small
coefficient for the price-cost margin but also for those in which that co-
efficient is substantially greater than 1. Cyclical variations in capacity
utilization rather than increased market power probably account for the
positive relationship, since stock rather than measures of capital flow are
used in the equation.

The coefficient that measures the returns to scale ([33) is generally not
significant except for food and beverage industries (isic groups
311-313), where it is nearly -1. This means that capital is unproductive
in the short run-changing the stock of capital has little effect on output
in the short run. The usual explanation for this phenomenon is error in
measuring the capital variable (see Abbott, Griliches, and Hausman
1989). For the manufacturing industry as a whole, the coefficient is
nearly 0, meaning that the assumption of constant returns to scale can-
not be rejected.

The coefficient of the intercept dummy ([33) is always positive except
for the food and beverage industry, indicating that there is a positive
shift in the overall level of productivity in Turkey in the period follow-
ing reform. The coefficient is positive and highly significant for the



Table 13.7 Regression Estimates of the Productivity Equations for the Private Sector:
Ordinary Least Squares Estimates

Equation 1
F-test for Equation 2 Equation 3

ISIC codea 31 2 3 4 R2
2 = 1 13, 2 3 R !34 R2

x0 311-313 0.46 0.35 -1.04 -0.02 0.569 1.97 0.83 0.60 0.04 0.488 1.10 -0.05 0.479

(1.2) (0.7) (1.9) (0.4) (2.3) (1.1) (0.7) (4.1) (0.9)

311-314 1.18 0.51 -0.15 -0.06 0.761 1.16 1.19 0.54 -0.06 0.770 1.34 -0.06 0.754
(6.8) (1.5) (0.3) (1.0) (7.0) (1.7) (1.3) (9.2) (1.0)

321-324 0.94 0.30 0.11 0.05 0.636 0.06 0.92 0.27 0.05 0.646 1.09 0.06 0.648
(3.8) (0.9) (0.3) (0.7) (3.8) (0.9) (0.7) (7.3) (0.8)

331-332 1.26 -0.57 -1.06 0.03 0.651 0.57 1.41 -0.70 0.11 0.644 1.11 1.0 0.677

(3.6) (1.2) (1.1) (0.3) (4.3) (1.4) (1.6) (4.4) (1.4)

341-342 -0.36 2.0 0.57 0.01 0.701 8.18k -0.16 1.51 0.03 0.689 1.09 0.00 0.534

(0.7) (3.1) (1.3) (0.2) (0.3) (3.0) (0.5) (4.8) (0.0)

351-356 1.07 -0.12 0.60 1.00 0.633 0.12 0.92 0.00 0.08 0.627 0.92 0.08 0.628

(5.4) (0.5) (1.3) (2.8) (5.9) (0.0) (2.5) (8.2) (2.5)



361-369 1.35 0.13 0.47 0.08 0.473 0.75 1.25 0.09 0.07 0.466 1.30 0.07 0.485
(3.4) (0.2) (I. 1) (1.2) (3.2) (0. 1) (1.()) (9.9) (1. 1)

371-372 0.85 -0.18 -0.02 0.09 0.650 0.68 0.85 -0.18 0.09 0.675 0.79 0.09 0.687
(4.8) (0.5) (0.0) (1.8) (5.0) (0.6) (2.0) (6.0) (2.0)

381-385 1.15 -0.02 0.43 0.11 0.499 0.30 1.15 -0.03 0.09 0.508 1.13 0.09 0.519
(4.1) (0.06) (0.5) (1.5) (4.1) (0.1) (1.4) (5.2) (1.4)

All industries 1.03 0.12 0.04 0.06 0.603 0.12 1.03 0.12 0.06 0.605 1.09 0.07 0.605
(11.6) (1.0) (0.3) (3.0) (11.7) (1.0) (3.1) (17.7) (3.1)

Significant at the 5 percent level.
Note: Numbers in parentheses are standard errors. The equations are as follows:

(1) q =,, + PI (rtl + (X J 1) + 13, (D ((YL' + OtMmh)) + P3 + 34D + 7

(2) =( + p, (uL + tmz) + 2 (D (a, l + eMn)) + P4 D+ XE)

(3) P, = ) + 01 (ai + o,Nh) + [4 D+ SE 1,

a. See table 13.4 for industry identities.
Source: Author's calculations based on 1976-85 industry-level data from Turkey's State Institute of Statistics.
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manufacturing industry as a whole in all the estimated versions of equa-
tion 13.2.

Because of the simultaneous determination of inputs and outputs,
regressions using ordinary least squares produce biased estimates. In par-
ticular, the estimate of the coefficient that measures the price-cost mar-
gin (P3) exaggerates the degree of market power (Abbott, Griliches, and
Hausman 1989). The obvious solution is to use instrumental variables,
but choosing good instruments is difficult in this context. 9 One test for
assessing the validity of the instruments chosen is to compare estimates
of the markup coefficient (p) using ordinary least squares and instru-
mental variables. If the estimate is higher using instrumental variables,
the instruments are invalid because the upward bias implicit in the ordi-
nary least squares estimates is clearly not taken care of.

The instruments chosen for the estimates here are the second lag of the
levels of labor, materials, and capital stock. The second rather than the
first lag of inputs was chosen, because the explanatory variable-the rate
of growth of inputs-includes current and lagged values.

In general the results for the instrumental variable estimates (table
13.8) are not satisfactory, but using gross national product or the lagged
rate of growth of inputs as an instrument does not improve the results
either. In the full model, the estimated markup coefficients have a higher
standard error than the ordinary least squares estimates and are signifi-
cant for industry 38 and for the manufacturing industry as a whole. The
pattern of results also differs. The two set of estimates are equivalent for
industries 31, 32, and 34 and for industries 35, 36, 37, and 38 using
instrumental variables but are substantially higher than they are using
ordinary least squares. And instrumental variables estimates of the price-
cost markup after the trade reform (the sum of I3 +02) are higher than
ordinary least squares estimates in all but one case. When constant
returns to scale are imposed and the dummy for shift in markup is
dropped, the instrumental variables estimates are still higher in 60 per-
cent of cases. By the criterion of Abbott, Griliches, and Hausman (1989),
therefore, it can be concluded that the instruments used are not satisfac-
tory, even though they are the best available.

The findings here confirm that a positive shift in productivitv occurred
in Turkish industry in the period following reform but provide no clear
evidence of market power either before or after the trade reforms of the
1980s. This finding is very sensitive to the estimation procedure used,
however, and the methodology applied is more appropriate for firm-level
than industry-level data.

Comparison with Findings of Other Studies

How do the results of this study on foreign trade, productivity, and com-
petition in Turkey compare with those of other studies? Four studies are
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Table 13.8 Regression Estimates of the Productivity Equations
for the Private Sector: Instrumental Variables Estimates

Equation I Equationz 2 Equation 3

ISIC code, PI P2 PI 04 p 02 04 R P4

311-313 0.46 1.22 -0.69 -0.02 0.72 1.23 -0.02 0.92 -0.09
(0.5) (1.2) (0.3) (0.3) (1.3) (1.2) (0.5) (1.8) (0.6)

311-314 0.47 1.50 0.00 0.00 0.47 1.50 0.00 1.55 -0.08
(0.6) (0.9) (0.00) ((1.0) (0.6) (1.0) (0.0) (1.9) (0.7)

321-324 0.73 0.49 -0.75 0.00 0.83 0.79 0.00 1.31 0.01
(0.7) (0.3) (0.4) (0.0) (0.8) (0.6) (0.0) (1.9) (0.1)

331-332 0.30 0.22 -2.00 0.00 0.32 0.15 0.19 0.66 0.16
(0.2) (0.1) (1.0) (0.0) (0.2) (0.1) (1.1) (0.6) (1.0)

341-347 -0.33 2.77 1.43 -0.02 0.77 0.24 0.01 1.13 0.00
(0.1) (0.9) (1.0) (0.2) (0.5) (0.1) (0.1) (2.6) (0.0)

351-358 1.85 -0.85 2.3 0.12 0.50 0.11 0.10 -1.19 0.17
(1.3) (0.8) (1.0) (2.6) (1.0) (0.2) (2.5) (0.3) (1.0)

361-369 1.51 -0.16 0.82 0.10 1.42 -0.28 0.08 1.18 0.08
(2.2) (0.1) (1.08) (1.0) (2.0) (0.1) (0.8) (1.6) (1.0)

371-372 1.62 -0.62 -0.92 0.13 1.38 0.25 0.08 1.21 0.08
(1.3) (0.2) (0.2) (0.6) (2.1) (0.2) (1.0) (2.5) (1.5)

381-385 2.40 -0.79 2.10 0.01 2.21 -0.12 -0.08 2.0 -0.06
(2.4) ((1.4) ((1.6) (1.0) (2.3) (0.1) (0.4) (2.2) (0.3)

All industries 1.67 0.11 1.5 0.04 1.08 0.49 0.03 2.07 -0.04
(2.0) (0.1) (1.5) (1.0) (1.8) (0.5) (0.9) (3.4) (0.5)

Note: Numbers in parentheses are standard errors. The equations are as follows:

(1) ' = 1¾ + PI (a,I + ,1rh) + P, (D (aoi + 0Mrrl)) + ft.K + p4D + t

(2) 4 = 0, + PI (a>/ + 0Mmr) + .2 {D ()sI + 0Mm)) + P4 D+ NOI,

(3) 4 = 01 + 0, (a, + a,Mm) + P4 D+ Y.ktl,

a. See table 13.5 for industry identities.
Source: Author's calculations based on 1976-85 industry-level data from Turkey's State

Institute of Statistics.

considered, one on the effect of trade liberalization on market power and
three on the relation between trade and productivity.

In a study examining the impact of trade liberalization on the market
power of manufacturing firms in Turkey, Levinsohn (1993) applies a
methodology similar to that applied in the previous section. Levinsohn's
unit of observation is the firm, rather than the industry, and his period
of observation (1983-86) is shorter than that used in this study, but to
the extent that comparison is possible, his results do not conflict with
those presented here. For example, Levinsohn finds evidence of market
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power in only three of eleven import-competing industries examined for
the year just before the import liberalization and in four industries dur-
ing the two years after liberalization. He also finds that, except in one
case, whenever protection decreases in an industry, the market power of
the firms in that industry also decreases, a finding congruent with that of
the margin regressions in this study: greater openness generally has a
negative, if modest, effect on price-cost margins.

Several other studies evaluate the effects of trade policy on productiv-
ity in Turkish industry. Krueger and Tuncer (1980 and 1982) find that
"Productivity growth might uniformly be more rapid during periods of
liberalization of the foreign trade regime than during periods of severe
foreign exchange shortage" (1980, p. 4). They compute the rate of
growth of total factor productivity in Turkish manufacturing industries
during 1963-76 for the private and the public sectors. They find that not
only did productivity grow modestly in Turkey over the entire period (2
percent), but that it slowed considerably during periods of stringent
import restriction. The implication that trade liberalization has a positive
effect on the growth of productivity in industry matches the findings
reported here.

Krueger and Tuncer also find, as does this study, a relatively more
rapid rate of productivity growth in the public sector. Despite several
attempts, they are not able to provide a satisfying explanation for this
seemingly paradoxical result. They are, however, able to infer something
about the absolute level of efficiency in the two sectors. Public enter-
prises generally have higher levels of labor and capital input per unit of
output. They also are able to purchase material inputs at subsidized
prices. If these enterprises had to pay market prices for their intermedi-
ate inputs, their level of efficiency, Krueger and Tuncer argue, would be
lower than that of private enterprises.

In another study, Nishimizu and Robinson (1984) analyze the relation
between growth of total factor productivity and trade orientation in four
countries. The analysis for Turkey covers 1963-76 for thirteen broadly
defined industries. Nishimizu and Robinson do not distinguish public
from private enterprises. They find that for nine industries growth of
productivity is significantly and positively correlated with expansion of
exports, and for four industries it is negatively and significantly corre-
lated with import substitution. During this period, Turkey was a rela-
tively closed economy with exports accounting for less than 4 percent of
total manufacturing output and imports contributing to only 11 percent
of the domestic supply of manufactured goods. Total factor productivity
growth was therefore modest during this period, increasing some 1 per-
cent a year and contributing to 12 percent of growth in output.

An internal World Bank report on structural adjustment loans to
Turkey also considers productivity in the public sector during the 1980s.
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After examining the evolution of labor productivity during 1982-86, the
report concludes that improvements in the profitability of state enter-
prises were due to price increases, rather than to efficiency gains. That
conclusion supports the finding here that the productivity gain in public
enterprises may be more apparent than real, deriving mainly from mis-
measurement of the growth in real output in publicly owned firms.

Conclusions

Turkey's radical import liberalization and export promotion program of
the early 1980s generated a spectacular surge in trade, especially in
exports. Although external factors also played a role, there is no doubt
that the reforms transformed Turkey from a closed, inward-looking
economy into an open, outward-oriented one.

Increased import penetration led to a small but significant decrease in
price-cost margins and a small but significant increase in total factor pro-
ductivity growth in Turkey. These beneficial effects of a more liberal
trade regime occurred primarily in the private sector. There was no
appreciable impact on public enterprises. The higher rate of growth in
factor productivity in the public sector in the first half of the 1980s was
attributed principally to an overestimation of the public sector's growth
in real output, stemming from the use of the same price deflator for pub-
lic as for private enterprises.

No correlation was found between export shares and price-cost mar-
gins. One reason could be that export-oriented industries, which had to
compete in international markets, were the most competitive and effi-
cient of Turkish manufacturing industries to begin with.

The small impact of the reforms of the 1980s on private industry's
price-cost margins suggests that Turkish private enterprises did not enjoy
a great deal of market power before the reform. This interpretation is
supported by additional empirical analysis that quantifies the degree of
market power in each industry by testing for a significant departure of
prices from marginal costs.

Appendix: Data Preparation

Industry-level data were obtained from Turkey's State Institute of Statis-
tics. The data for 1973 to 1982 cover all manufacturing firms with ten
or more employees. From 1983 onward the data cover only firms with
twenty-five or more employees. The change in coverage is not important
for industries with a few large firms, but it is important for industries
with a large number of small, family concerns. Data are available at the
level of the three-digit ISIC code, distinguished by private or public own-
ership. The data covered include
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* Labor input, defined as total number of production workers

* Total labor cost, which comprises wages and other payments such as
overtime payment, bonuses, and employers' contributions to retire-
ment funds

* Total value of intermediate inputs at current prices

* Total value of output at current prices

* Beginning- and end-of-year value of inventories of final output and
intermediate inputs. Inventory data were corrected for inflation bias
using the methodology described in Tybout 1988

* Sectoral output price deflators.

Capital stock series were constructed using the perpetual-inventory
method. Industry-specific input price deflators were computed using
input-output coefficients and output price deflators.

Data on the total value of imports and exports by industry were
obtained from the United Nations data base. Foreign trade data were
converted from U.S. dollars to Turkish lira using mid-year average
exchange rates. Trade figures in local currency were then used to derive
import penetration and export share series.

Most of the data series cover the period 1973-85, although in the
process of transforming the data, several years were lost. As a result, the
regression analyses normally cover the years 1976-85.

The Herfindahl concentration indexes were computed from plant-level
data covering all plants in the greater Istanbul area from 1983 to 1985.
Because of the heavy concentration of industry in the Istanbul area, the
data are fairly representative of the national picture.

The industries were grouped into exportables, importables, and non-
tradables. Industries that produce exportables were defined as those that
showed an increase in exports during the sample period and whose aver-
age exports in 1984-85 constituted at least 25 percent of their output
(see table 13A.1). Among the remaining industries, industries that pro-
duced importables were defined as those for which the share of imports
in total domestic sales (output minus exports plus imports) in 1984-85
exceeded 25 percent. All remaining industries were classified as non-
tradables. The years 1984-85 were chosen because they were most
favorable in the sample period for both export promotion and import
liberalization. Because the data refer only to three-digit industry disag-
gregation, industries such as iron and steel and professional equipment
showed a high degree of both import penetration and export share.
Industries were classified in only one category, however, and the
exportable industries were chosen first, so both of these industries were
included among exportables.



TURKEY: TRADE, INDUSTRIAL PRODUCTIVITY, AND COMPETITION 335

Table 13.Al International Standard Industrial Classification for Turkey

ISIC code Industry Category

311, 312 Food Nontradable
313 Beverages Nontradable
314 Tobacco Nontradable
321 Textiles Exportable
322 Apparel Exportable
323 Leather products Nontradable
324 Footwear Nontradable
331 Wood products Exportable
332 Furniture Exportable
341 Paper Nontradable
342 Printing Nontradable
351 Industrial chemicals Importable
352 Other chemicals Nontradable
353 Petroleum refining Nontradable
354 Petroleum derivatives Nontradable
355 Rubber products Nontradable
356 Plastics Nontradable
361 Ceramics Nontradable
362 Glass Exportable
369 Nonmetallic minerals Nontradable
371 Iron and steel Exportable
372 Nonferrous metals Importable
381 Metal products Nontradable
382 Nonelectrical machinery Importable
383 Electrical machinery Nontradable
384 Transport equipment Importable
385 Professional equipment Exportable

a. See the appendix for classification criteria.
Souirce: Author's calculations based on 1976-85 industry-level data from Turkey's State

Institute of Statistics.

Notes

The author gratefully acknowledges the assistance of Kaniz Siddique in prepar-
ing the data and refers interested readers to chapter 4 of her doctoral dissertation
for more details (Siddique 1992).

1. Public sector enterprises were most prominent in nontraded sectors, where
they accounted for 31 percent of output. Among tradables, they accounted for
23 percent of output in import-competing sectors and 15 percent of output in
export sectors.

2. This section is based on Baysan and Blitzer 1991, Milanovic 1986, Aricanli
and Rodrik 1990, Foroutan 1991, and Nas and Odekon 1992.

3. In this computation and in all analysis in the chapter, the apparel industry
was omitted because of inconsistent trade figures. The value of exports exceeded
the value of total output by as much as 100 percent toward the end of the sam-
ple period. Because trade data include all firms, whereas output data exclude
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small firms (those with fewer than ten employees up to 1982 and fewer than
twenty-five thereafter), output figures underestimate the true value of output in
the apparel industry, where small firms are common. Also, the policy of subsi-
dizing exports is known to have induced a certain degree of overinvoicing of
exports. Thus the share of exports and, to some extent, of imports may be
slightly exaggerated for all industries. However, the trend is reliable.

4. In addition to the apparel industry, the tobacco processing industry was also
excluded from the regression analysis, because complete data are lacking for the
sample period.

5. Where there are intermediate inputs, the correct measure of factor intensity
is the direct capital-labor ratio for gross output and the total (direct plus indirect)
capital-labor ratio for net output (see Derr 1979).

6. The Herfindahl index for each industry could be constructed only for 1983,
1984, and 1985, so it could not be entered as an independent variable in the
regression analysis. Instead, the average of the index over the three years was cal-
culated for each industry and entered in the regression as an interaction variable
with import penetration. This method assumes implicitly that the Herfindahl
index for each industry remains unchanged over time. If the technical character-
istics of the production technology determine the degree of concentration in an
industry, this assumption is not too unrealistic. (See, for example, the analysis for
Colombia in chapter 10, which finds that the Herfindahl index for any particu-
lar industry changes very little over time.)

7. In fact, if industry concentration (H) is constant over all industries as well
as over time, the coefficient of the import penetration variable in model 1 is
exactly equal to the coefficient of the interaction term for concentration and
import penetration in model 2 multiplied by H-1 .

8. Because of the limited number of observations in the data set, the twenty-
six three-digit industries were pulled together to form nine two-digit industries.
The pooled data set contains between twenty and fifty observations.

9. See, for example, Hall 1986 and 1988, Shapiro 1987, and Harrison 1994
on the type of instruments.
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