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Preface

What will South Asia look like in 2025? Th e optimistic outlook is that 
India, which accounts for 80 per cent of the regional economic output, 
is headed towards double-digit growth rates. South Asia too will grow 
rapidly, primarily due to India. Th e pessimistic outlook is that, given 
huge transformational challenges facing the region, growth should not 
be taken for granted. Which of these two outlooks is likely to prevail? 
Th is is what this book is all about. It is about the future, and not the 
past, and how to make smart choices about the future.

Th ere is strong empirical justifi cation in favour of the optimistic 
outlook. Growth will be propelled higher by young demographics, 
improved governance, rising middle class, and the next wave of 
globalization. Th ere is democracy, for the fi rst time since independence, 
in all countries in the region. Young demographics will result in nearly 
20 million more people joining the labour force, every year, for the next 
two decades. Almost a billion people will join the ranks of the middle 
class. India’s middle class is well-educated, enterprising, innovative, and 
more demanding of better services, products, and governance.  Th e region 
will benefi t from the new wave of globalization in services, and increased 
international migration and human mobility. Indeed the drivers of growth 
seem to have already moved from the rich world to the poor world. Th e 
room for catch-up is huge, given the big gap in average income between 
South Asia and the rich countries.

However, the empirical arguments for the pessimistic outlook are 
equally strong. Th e link between demographics and growth is not 
automatic. Indeed, a demographic dividend, in the absence of right 
policies to enable people to be healthy, well educated, and well trained 
in the skills demanded, could morph into a demographic disaster. 
Neither does globalization automatically engender growth. Countries 
need the physical infrastructure—ports, roads, electricity, water, and 
communications—and peace and security to help ensure wider access 
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to markets and exposure to opportunities. Increased market integration 
needs to be complemented with appropriate structural reforms to 
enable land, labour, and capital to be reallocated from low productivity 
traditional sectors into high productivity modern sectors. A structural 
transformation at such a mammoth scale will not be easy.

Th e truth will probably lie somewhere in between. Th e optimistic 
outlook that South Asia will achieve double-digit growth rates may be 
too optimistic. Th e pessimistic outlook that growth will be derailed by 
corruption, dilapidated infrastructure, large informal sector traps, and 
dismal social conditions may be too pessimistic.

What can be done? South Asia needs a bridge to the future. Policymakers 
should better manage the three key drivers of transformation—growth, 
inclusiveness, and risk. South Asia has the largest concentration of poor 
people on earth. So the pace of growth needs to be accelerated to create 
jobs and reduce poverty. Rapid growth cannot be achieved without 
more entrepreneurs. India and other South Asian countries have too few 
entrepreneurs for their stage of development. While South Asia has a 
disproportionately high rate of self-employment and many small fi rms, 
this has not as readily translated into as many young entrepreneurial fi rms 
that create jobs and increase productivity as could be hoped. Yet there is 
no question that entrepreneurship works in the region. Formal-sector job 
growth has been strongest in regions and industries that have exhibited 
high rates of entrepreneurship and dynamic economies. Reducing confl ict 
is a prerequisite to political stability, which, in turn, is the prerequisite 
for implementing pro-growth policies. Even in a best-case scenario, the 
presence of low-level confl ict constrains the policies that governments 
can implement to promote growth. 

Growth without inclusiveness will be diffi  cult to sustain in the 
future. After decades of being primarily a region of farmers, South Asia 
is rapidly urbanizing, as millions leave their stagnant villages, and move 
to the cities. However, urban infrastructure is decaying, and unable 
to serve the existing population, let alone be prepared for increased 
rural–urban migration. Modernization has been partial, with a large part 
of the economy operating in rural and informal sectors, and only a small 
segment of the population thriving in the globally integrated modern 
sectors. Growth that results in partial modernization will continue to 
undermine the ability to move people out of poverty, and to share the 
fruits of growth more widely. 

Growth is not an end in itself. Policymakers should not think of 
growth separately from inclusion and vulnerability. Increased income 
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disparities should not be viewed as the price to pay for high growth. 
Neither should gender inclusion, education, and health be considered 
as second stage reforms. A development response that aims to promote 
growth fi rst, and then deal with human misery is not sustainable. 
However, policies to promote social development should be designed 
in a manner that the growth process itself is not hampered. Th e region 
needs policies to raise growth wherever it happens. It also needs policies 
to redistribute the gains of growth more effi  ciently and eff ectively. 

Time is of the essence. South Asia is fast reaching the tipping point. 
Th ere is only a short window of opportunity. Policymakers need to 
redouble their eff orts to promote rapid, inclusive, and stable growth. 

August 2011 Ejaz Ghani
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   Reshaping Tomorrow   

   An Overview   

   Ejaz Ghani*     

* I am grateful for comments fromPranab Bardhan, Homi Kharas, Kalpana 
Kochhar, Howard Pack, Raghuram Rajan , and Andrew Steer. I would also like to thank 
Swaminathan Aiyar, Sadiq Ahmed, Ulrich Bartsch, David Bloom, Deepak Bhattasali, 
Monish Dutt, Lakshmi Iyer, Vijay Joshi, Saman Kalegama, Vijay Kelkar, Kalpana Kochhar, 
Rakesh Mohan, Raj Nallari, Stephen O’Connell, Ernesto May, Eswar Prasad, Arvind 
Virmani, and James Walsh for their comments/suggestions, and several colleagues who 
participated in the review meeting. However, they are not responsible for any remaining 
errors. M. Shafi q formatted the tables. Th e views expressed here are those of the author, 
and not necessarily of the World Bank.

  What will South Asia look like in 2025? Th e optimistic view is that 
India, which accounts for 80 per cent of the regional economic output, 
and is the largest country in the region, is headed towards double-digit 
growth rates. South Asia too will grow rapidly, primarily due to India. 
Th e pessimistic view is that growth should not be taken for granted, as 
the region faces big transformational challenges ahead. 

 Which of these two outlooks will prevail? What can be done today 
to reshape tomorrow? Th is is what this collection of essays is about. We 
shift the focus from the past to the future. We do not discuss what is 
wrong with the current system. Instead, we explore what is coming, and 
on getting that right. 

 Is there any empirical evidence to support the optimistic outlook? Yes, 
there is strong justifi cation in favour of the optimistic outlook. India is 
already among the fastest growing countries in the world. Part I of this 
book examines the main reason for optimism. Th e growth lens focuses 
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on the future of demographics, changes in globalization, migration, 
and the rise of the middle class, and the roles these will play in growth. 
Favourable trends in demographics, globalization, human mobility, and 
middle class will further propel growth. 

 Young demographics will swell up the labour force, one of the two 
key inputs for growth. Nearly 20 million more South Asians (twice the 
population of Sweden) will join the labour force, every year, for the next 
two decades. Almost a billion people will join the ranks of the middle 
class. Th e middle class has historically been associated with increased 
education, entrepreneurship, governance, and growth. 

Globalization will continue to increase the fl ow of goods, services, 
capital and people. Th e world has already experienced the benefi ts (and 
risks) of goods and fi nancial globalization (Rodrik 2011). It is now the 
turn of globalization of services and people. Th e globalization of services 
has already exploded (Ghani 2010). Th e diff erences in demographic trends 
between the rich and poor countries will generate increased international 
labour mobility (Pritchett 2006). South Asia is well positioned to benefi t 
from the the globalization of service and people. 

 Th ere is democracy, for the fi rst time since independence, in all 
countries in the region. India has attracted global attention for stable 
democracy. Governance has improved in other countries too, and from 
several diff erent perspectives (Ghani and Ahmed 2009). First, market-
creating institutions have replaced central planning. Th e abolition of 
the Licence Raj—industrial licensing, import licensing, and foreign 
exchange quotas—has created more room for entrepreneurs to expand 
more freely (Aiyar 2011). Second, market-stabilizing institutions (fi scal 
and monetary policies) are more robust now. Th ird, confl ict management 
institutions have improved, although slowly, as the region has avoided 
extreme outcomes, such as famines (Sen 1983), or the disintegration of 
states (as seen in the Soviet Union, former Yugoslavia, and Sudan). Indeed, 
the key elements of a liberal democracy—right to information, free press, 
independent judiciary, and an active role of the civil society—have taken 
roots in most countries in the region. 

 There is huge room for the region to catch up with developed 
economies, and this will accelerate growth. Th is catch-up may take place 
more quickly than expected. It may be achieved in decades rather than 
centuries (Chamon and Kremer 2008). However, there is an alternative 
view, which is pessimistic. 

 Th e pessimistic view is that growth is neither automatic nor sui generis. 
Th e pessimistic outlook has an equally strong empirical justifi cation. 
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Th ere are no more than a dozen countries that have managed to sustain 
an average growth rate of 7 per cent a year for 25 years. A number of 
developing countries have experienced rapid growth and reached middle-
income status, but very few have gone beyond. Recent economic history 
has shown that only Japan, South Korea, and Singapore have successfully 
transitioned from middle income to high income. 

 South Asia will face unprecedented transformational hurdles. Growth 
could be derailed by governance failures, poor human development, 
dilapidated infrastructure, lack of entrepreneurship, lopsided 
urbanization, large informal sectors, huge gender disparities, and rising 
level of violence and confl ict (see Dasgupta et al. 2010). 

Part II explores the reasons behind the pessimism. Th e focus is on 
the three pillars of transformation:

    • Growth  
  • Inclusiveness  
  • Vulnerability/risk.     

 Growth takes place through structural transformation, as resources move 
from low productivity to high productivity sectors, and from traditional 
to modern sectors. Despite rapid growth, the problem of dualism is 
still widely prevalent in the region, with the majority of the population 
still trapped in traditional sectors. After decades of being primarily a 
region of farmers, India is rapidly urbanizing, as millions try to leave 
their stagnant villages, and move to the cities. But urban infrastructure 
is dilapidated, and unable to serve the existing population, let alone be 
prepared for increased rural–urban migration, or create jobs for a young 
labour force. 

 Growth has achieved only partial modernization. Growth has not 
been inclusive. South Asia remains home to the largest concentration of 
people living in conditions of debilitating poverty, human misery, gender 
disparities, and confl ict. More than a billion people lived on less than 
$2 a day in 2005. Nearly 250 million children are undernourished and 
suff er from hidden hunger. Child mortality and malnutrition levels are 
amongst the highest in the world. More than one-third of adult women 
are anaemic. One woman dies every fi ve minutes from preventable, 
pregnancy-related causes. Th e share of female employment in total 
employment is among the lowest in the world. More than 1 million 
people have been displaced by internal confl ict. Although economic 
growth has reduced the poverty rate, the poverty rate has not fallen fast 
enough to reduce the total number of poor people. 
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 South Asia may be headed towards an even more lopsided urbanization 
in the future, with a large part of the economy operating in rural and 
informal sectors, and a small segment of the population thriving in the 
globally integrated dynamic modern service sectors. Growth that results 
only in partial modernization will undermine the ability to move people 
out of poverty, and share the fruits of growth more widely. 

 South Asia will face many more risks in the future. Climate change 
and changes in globalization will pose new vulnerabilities to individuals 
and families, while urbanization and migration will continue to weaken 
the traditional sources of resilience against risks. A lot is at stake. Th ere is 
potential to lift more people out of poverty in South Asia, than in any other 
part of the world. Sound choices made today will reshape tomorrow. 

 So what should the policymakers do? Th ere is no silver bullet. Th ere is 
a great deal of diversity within countries, and across countries, within the 
region (Ahluwalia and Williamson 2003, Devarajan 2006, Ahmed and 
Ghani 2007). Bhutan, India, the Maldives, and Sri Lanka have reached 
middle-income status. Th e problems they will face will be diff erent from 
the challenges faced by low-income countries—Afghanistan, Bangladesh, 
Nepal, and Pakistan—although parts of India are no diff erent from 
low-income countries. Pluralism in development will have great value 
(Zoellick 2010). Th e challenge is to fi nd out what works best, in what 
context, and in what setting. 

    reasons for optimism   
 South Asia is well positioned to become the fastest growing region in 
the world, as growth will benefi t from young demographics, new waves 
of globalization, increased labour mobility, and rise of the middle class. 
We now turn to them. 

    Th e Demographic Dividend   
 In 2020, South Asia will have the youngest population in the world. 
Th e median age in India will be 28 years, compared to 37 in China and 
the USA, 49 in Japan, and 45 in Western Europe. Th e change in the 
age structure of the population will generate the demographic dividend, 
which, in turn, will create the potential for faster economic growth. 

 Demographic divided impacts growth through fi ve diff erent channels. 
Th e fi rst is through the swelling of the labour force, as the baby boomers 
reach working age. Th e second is society’s ability to divert resources 
from spending on children, to investing in physical capital, job training, 
and technological progress. Th e third is the rise in women’s workforce 
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activity that naturally accompanies a decline in fertility. Th e fourth is 
that the working age also happens to be the prime period for savings, 
which is central to the accumulation of physical and human capital and 
technological innovation. Th e fi fth is the further boost to savings that 
occurs as the incentive to save for longer periods of retirement increases 
with greater longevity. Th e role of demographic dividend in growth is 
examined in Chapter 2 by Bloom et al. 

   Figure 1.1   plots the relationship between the demographic dividend 
(the change in the ratio of working-age, 15–64 years, to non-working-
age people) on the horizontal axis, and the annual growth rates in real 
gross domestic product (GDP) per capita for 150 countries on the 
vertical axis. Each dot represents a country. Although, one cannot infer 
a causal relationship, the fi gure shows a striking association between the 
demographic dividend and growth. 

 Growth increases with the increase in the ratio of working-age to 
non-working-age people. In the case of China, the rise in GDP per 
capita closely mirrors the rise in demographic dividend. A large part 
of East Asia’s spectacular economic growth derives from a working-age 
population bulge. East Asia has had a much higher ratio of working-age 
to non-working-age people compared with other parts of Asia at the time 
of economic take-off  (ADB 1997). In Japan, the demographic dividend 
had matured much earlier. It has yet to materialize for South Asia. 

 South Asia has shown a rising pattern of economic growth which 
appears to correspond to the increasing ratio of working-age to 
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non-working-age people. In Afghanistan, Nepal, and Pakistan, there has 
not yet been a major increase in the working-age share, so no dividend 
was possible. Bangladesh is somewhat ahead of India in the transition. 
Sri Lanka has already experienced its demographic dividend and now 
faces an aging population. 

 Looking ahead, with the exception of Sri Lanka, all countries in South 
Asia will experience a signifi cantly faster increase in their working-age 
share between 2005 and 2050, than they did between 1960 and 2005. 
Th ey stand to reap the benefi ts of a demographic dividend. 

   Table 1.1   shows the rise in size of the labour force. It will increase 
in all South Asian countries except for Sri Lanka. Th is increase will be 
further augmented by greater participation of women in the labour force 
due to smaller family size. Th e eff ect of this rise will be that economies 
will be more able to produce the goods and services needed. 

 But demographic dividend should not be taken for granted. Th e 
transition can pose new challenges, which will be most acutely felt in 
the health sector (World Bank 2010). Health problems—heart disease, 
diabetes, cancer, and respiratory diseases—could undermine the potential 
demographic dividend, as those in the working age are disabled and as 
household expenditures rise to cope with more chronic and expensive 
illnesses. Disability due to non-communicable diseases has forced a 
large number of South Asian workers to exit the labour force at much 
earlier ages than in OECD (Organisation for Economic Co-operation 
and Development) countries. Tackling health problems in South Asia 
early on with better prevention and treatment would signifi cantly 
spare poor people the crushing burden of poor health, lost earnings, 
deepening poverty, and the risk of disability and premature death, 

 table 1.1 Projected Rise in the Size of Labour Force as a Share of 
Total Population (per cent)

2005 2050
Afghanistan 34 43
Bangladesh 46 53
Bhutan 43 52
India 39 47
Maldives 40 50
Nepal 39 48
Pakistan 36 45
Sri Lanka 42 40
Source: Bloom et al., Chapter 2 in this volume.
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which are becoming all too common in the changing demographics of 
the region.  

    Th e Rise of the Middle Class   
 South Asia has long been known as a region of poverty with a smattering 
of billionaires. Th at will change dramatically in the next 15 years. By 
2025, when the total population will approximate 2 billion, South Asia 
will become a predominantly middle-class region. Chapter 3 by Homi 
Kharas examines the co-evolution of growth and the middle class in 
South Asia. 

 Th e middle class—defi ned as households with daily expenditures 
between $10 and $100 per person in purchasing power parity terms—
will dramatically swell. Indeed, a large bulge of the population that is 
emerging out of absolute poverty is poised to enter the middle class. By 
2025, South Asia could be a predominantly middle-class region with 55 
per cent of the population in this category. Th is change would be almost 
entirely due to India, the largest and most rapidly growing country in 
the region. In fact, because its population growth is faster than China’s, 
India’s middle class could be the largest in the world (in terms of numbers 
of people) by 2025. 

Table 1.2 shows that South Asia’s middle class is just starting to 
become noticeable in global terms. Th e 72 million people in this category 
comprise 3.8 per cent of the global middle class . From 72 million, 
South Asia could have over 1 billion middle-class consumers by 2025, 
representing one-quarter of the global total. Sri Lanka, too, even with 

     table  1.2 South Asia’s Middle Class, 2010   

Number of 
People (million)

Global Share Share of Country 
Population

Bangladesh 1.8 0.1% 1.1%
India 59.5 3.2% 4.9%
Nepal 0.3 0.0% 0.9%
Pakistan 7.1 0.4% 4.1%
Sri Lanka 3.6 0.2% 18.5%
South Asia 72.2 3.8% 4.5%
Memo: China 169.3 9.0% 12.5%
USA 232.0 12.3% 73.7%
World 1,889.1 100% 28.2%
Source: Kharas, Chapter 3 in this volume.
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relatively modest growth, would have a big expansion in its middle class, 
which would amount to 30.3 per cent of its population. 

 So a massive shift towards a middle-class society is in the making. 
Others have made similar claims, but with diff erent quantifi cation 
methods. In the fi nal analysis, the precise numbers are less relevant than 
the trends—and those seem to be strong at present. 

 Growth, education, home ownership, formal-sector jobs, and better 
economic security are the cause and consequence of an expanding middle 
class. A more prosperous South Asia, with democratic governance and a 
demand for liberal economic policies, could be taking shape.  

    Accelerated Globalization   
 History tells us that the pace of growth and growth patterns do relate to 
globalization. Th is is examined by Weishi Grace Gu and Eswar Prasad in 
Chapter 4. Th ey analyse the prospects of the region to integrate further 
with the global economy, and the implications of the integration for 
growth. Th e overall assessment is that South Asia will continue to increase 
its trade and fi nancial linkages with the global economy, and benefi t from 
the inexorable trend of globalization. 

 Can growth be sustained if the global recovery from one of the worst 
crises since the Great Depression remains uneven and fragile? Th e United 
States and much of Europe remain mired in the aftermath of the fi nancial 
crisis that erupted in the fall of 2008 with high unemployment, slow 
economic growth, fi nancial deleveraging of households, and continuing 
bank-sector problems. Will slow growth in rich economies impose limits 
on the pace of export-led growth in poor countries? 

 India and other South Asian countries are relatively less vulnerable to 
the global slowdown for three reasons, although they are not immune to 
it, and global uncertainties do cast a cloud. First, South Asia has followed 
a more balanced growth strategy. Unlike East Asia, it has relied on  twin 
engines of growth —export and domestic consumption. Th e share of 
household consumption in the GDP in South Asian countries is much 
higher than in China. Th e resilience of the region rests on the huge 
and rapidly expanding size of the domestic market. Second, South Asia 
has followed a diff erent globalization strategy (Ghani and Anand 2009). 
Th e two diff erent channels of globalization—trade integration and 
fi nancial integration —have evolved diff erently in South Asia, compared 
to other regions. 

 South Asia’s foreign trade has grown over the last decade, which 
has contributed to rapid growth, similar to the experience in East Asia. 
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But its trade characteristics are diff erent. While China is considered the 
global centre for manufacturing, India has acquired a global reputation 
as a hub for service export. India’s growth has been spearheaded by 
growth in the exports of modern services. Th e pace at which the share 
of modern services exports has grown in India has exceeded the growth 
rate in goods exports from China (  Figure 1.2  ). 

 Th e next wave of globalization may very well come from services. 
Technology has enabled services to be digitized and transported long 
distance at low cost without compromising on quality. More and more 
services such as audit, tax returns, and health services, which can be 
traded with the help of internet, are being digitized. Moreover, the cost 
diff erential in the production of services across the world is enormous. 
In the past, the only means to narrowing such cost diff erentials was 
migration, but migration has been heavily regulated and global 
international migration has remained steady at about 3 per cent for 
decades. Now that service providers can, by making use of the internet 
(outsourcing), sell services without crossing national borders, the scope 
for exploiting cost diff erentials is much greater. What is more, it is very 
hard for governments to regulate modern impersonal services transported 
through the internet, so prospects for rapid expansion in services exports 
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figure 1.2 South Asia’s Growth in Service Exports and East Asia’s 
Growth in Goods Exports

Source: Ghani (2010).
Note: Growth in share of exports in world exports is calculated by taking the respective 
region’s exports as a share of world exports of goods and services. Exports are in 
current US$ terms. South Asia includes Bangladesh, India, the Maldives, Nepal, 
Pakistan, and Sri Lanka.
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are good. South Asia is well positioned to benefi t from globalization of 
services. 

 The second model of globalization, financial integration, and 
foreign capital infl ows—remittances, international syndicated bank 
lending, private capital investments, and bond issues—is also diff erent 
for South Asia. Capital infl ows have surged, as more capital fl ows into 
faster-growing emerging markets. However, South Asia is unique in 
attracting capital fl ows that are less volatile. Th e region, particularly 
Bangladesh and Nepal, have relied more on remittance infl ows than 
portfolio fl ows and bank loans. Remittance infl ows are more stable 
and persistent than portfolio fl ows (  Figure 1.   3). Th ey also have a few 
drawbacks, as exchange rate appreciation, associated with remittance 
infl ows, can potentially contribute to Dutch disease and restrict the 
size of tradable sectors. 

 Th ird, it is not growth in the rich countries but the room for catch-up 
that will most likely determine the pace of growth for developing countries 
(Rodrik 2011). For most developing countries, this ‘convergence gap’ is 
wider now than it has been at any time since the 1970s. So the growth 
potential is correspondingly larger. 

 South Asia withstood the global crisis better than other regions 
because it seems to be on a reasonably balanced growth path. It is 
increasing trade and fi nancial linkages with the rest of the world, a 
process that looks set to continue and that has signifi cant benefi ts for its 
economies. Th e advantage of the balanced approach is that it makes it 
easier for the policymakers to manage both benefi ts and risks associated 
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with global integration. Benefi ts include access to capital, technology 
transfer, knowledge, and risk sharing. Th e risks are that countries will be 
exposed to the problems and volatilities of developed economies.  

    Increased Human Mobility   
 Current demographic trends suggest an aging population in rich 
countries and a young population in poor countries. Western Europe 
will be facing labour shortages as early as 2025. Th e world has benefi ted 
immensely from the liberalization of trade and capital fl ows. Trade is now 
substantially free, fi nance and capital too are substantially free, but labour 
mobility remains restricted. It is now the turn for liberalizing labour and 
migration policies. Policymakers need to harness the economic benefi ts 
of increased human mobility. Th is is examined in Chapter 5 by Çağlar 
Özden and Christopher Robert Parsons. 

   Figure 1.4   presents the actual dependency ratios in OECD and South 
Asian countries since 1950 as well as projected ones for 2050. In the case 
of the OECD, the dependency ratio is expected to rise sharply starting in 
2010 while the downward trend in South Asia will continue until 2040. Th e 
fi gure also includes a middle line which represents an average dependency 
ratio, a theoretical outcome that would be obtained with complete 
freedom of movement of labour between the two regions. In this case, the 
dependency ratio does not exhibit the extreme volatility which serves to 
highlight the potential demographic benefi ts of increased mobility. 
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 Th e divergent trends of shrinking labour forces in rich countries and 
growing labour supplies in South Asia (and Sub-Saharan Africa) will 
create global imbalances. Th ese imbalances can be substantially reduced 
if labour policies can be liberalized—if both rich and poor countries 
undertake profound and far‐reaching changes in working arrangements, 
migration, business practices, and government policies. It may now be the 
turn of labour mobility, just like the liberalization of trade and fi nancial 
integration policies, to benefi t the world. 

 Increased levels of immigration have already become an economic 
necessity in many OECD countries and will become so in the rest quite 
soon. However, strong and growing public opposition to higher migration 
fl ows may make it diffi  cult for OECD governments to pass legislation or 
reach agreements that facilitate the movement of workers from South Asia 
countries. Governments in rich countries need to search for mechanisms 
that respond to their labour market pressures without triggering strong 
public and political opposition, especially in the shadow of the current 
economic crisis. 

 One solution is to allow  temporary  movement of workers. Th is 
would help rich countries meet their labour needs, while addressing 
public fears that usually centre upon permanent movement of migrants. 
Governments in host and source countries can use a range of incentive 
measures and policies to increase likelihood of migrants’ return. Such 
measures should involve various stakeholders including regulatory 
agencies and employers in rich countries and recruitment agencies and 
governments in South Asian countries. Th e objective of such measures 
is to facilitate the movement of people through planned, safe, and lawful 
channels that make temporariness feasible and desirable for all parties 
involved—sending and receiving countries as well as the migrants 
themselves.   

reasons for pessimism       
 Can the region avoid idiosyncratic growth patterns, accelerate spatial 
transformation, unleash entrepreneurship, promote more efficient 
urbanization, reduce informality traps, harness volatile capital fl ows, and 
manage internal confl icts and disparities? What should be the focus of 
the next phase of reform?  

    Managing Lopsided Spatial Transformation   
 Growth at low levels of income is generally accompanied by a rapid 
shift in the workforce out of rural and traditional sectors (agriculture) 
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and into modern ones (manufacturing and services). Th is is the iron 
law of development and this was the experience with the East Asian 
miracle. However, this does not seem to be happening in South Asia, or 
not to the same extent as in East Asia. Chapter 6 by Arvind Panagariya 
explores this. 

   Figure 1.5   compares the shares of service value added in GDP for 
a group of countries. Th e share of the services sector in South Asia is 
much bigger than in East Asia, given the stage of development. South 
Asia seems to have made the leap straight from agriculture into services, 
skipping manufacturing. Its share of employment in the manufacturing 
sector is, in fact, abysmally low and stagnant. 

 What explains the slow pace of spatial transformation? Is slow growth 
behind the slow pace of spatial transformation? Not really, given that 
South Asia is also amongst the fastest growing regions in the world. Rapid 
growth has produced billionaires. But, the broad character of the region 
remains agrarian and rural. Th is has more to do with the peculiarities 
of growth patterns—services-led growth which is more skill intensive 
compared to manufacturing-led growth which is less skill intensive, and 
the fragmented nature of transformation—than the pace of growth. 

 Slow growth in manufacturing despite rapid GDP growth should by 
itself not be a worry, provided it is not in the way of growth in employment 
opportunities for unskilled and low-skilled workers at decent wages in 
industry and services so that these sectors still manage to rapidly pull the 
underemployed workers in agriculture into gainful employment. 
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 Th is can happen through a variety of channels in a rapidly growing 
economy. First, in fast-growing economies, growth in industry and 
services is almost always faster than that in agriculture. Th e former may 
thus pull some workers out of the latter even if manufacturing is growing 
at approximately the same rate as the GDP as a whole so that its share 
in the latter is unchanged over time. Second, the composition of output 
within manufacturing may shift towards unskilled or low-skilled labour-
intensive products. Th is would help raise the overall labour intensity 
of manufacturing and generate rising numbers of well-paid jobs even 
when manufacturing grows more slowly than services. Th ird, even with 
unchanged composition of output, technology may progressively shift 
towards increased numbers of unskilled or low-skilled workers. Finally, non-
manufacturing sectors, mainly modern services, that drive rapid growth, 
may themselves increasingly absorb unskilled and low-skilled workers. 

 It can be debated whether South Asia in the coming decades will be 
able to mimic the East Asian experience, which was disproportionately 
based on rapid city-based manufacturing growth in labour-intensive 
industries. Th is generated adequate demand for labour thereby relieving 
rural areas of excess labour and enabling growth in both rural and urban 
productivity. With the changes in technology that have taken place 
over the past decade or two, it is an open question whether labour-
intensive industry will be able to survive and grow in the manner that 
the East Asian countries experienced (Pack 2009). Moreover, with 
the possible slowing down of demand growth in developed countries, 
new entrants in the fi eld may not be able to benefi t from the demand 
pull that was exercised by the US and Europe over the past couple of 
decades. Th is could, however, be substituted by similar demand growth 
within Asia. 

 South Asian countries are labour-abundant and must, accordingly, 
reorient themselves towards specialization in labour-intensive industries. 
Th e end to investment licensing, removal of restrictions on investments 
by big business houses outside the so-called ‘core’ sectors, elimination 
of small-scale industries reservation, and import liberalization that were 
expected to stimulate labour-intensive industries have so far failed. Th e 
likely reason is that there still remain binding restrictions on the expansion 
of labour-intensive sectors that must be addressed. Policymakers need to 
implement a second phase of reform that could further propel growth 
and create more jobs. 

 Without policy correction, the region is heading towards a highly 
lopsided structure such that while the output share of agriculture 
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will decline to a minuscule level, its employment share will remain 
disproportionately large. Concomitantly, an extremely large part of 
the economy would remain traditional and rural while the rest would 
turn urban and modern, fully linked to the global economy. In other 
words, the current dualistic nature of the economy will persist with 
diff erences further sharpened rather than narrowed. Th is can be 
better managed. Th e rural–urban divide can be narrowed through 
fl uid labour markets, market access, and better business climate and 
entrepreneurship.  

    Unleashing Entrepreneurship   
 Why is entrepreneurship important? It is a central factor in job creation. 
It helps allocate resources effi  ciently, supports innovation, and promotes 
trade. To achieve strong growth and job creation, South Asia will need to 
improve the business environment and harness entrepreneurship. South 
Asia has the second worst business environment in the world, and this is 
possibly linked to low levels of entrepreneurship. Chapter 7 by Ghani et 
al. provides an analysis of how entrepreneurship relates to growth and job 
creation. 

   Figure 1.6   plots new fi rms per thousand workers on the vertical axis 
and GDP per capita on the horizontal axis for a group of countries. 
Each dot is a country. Th e upward sloping line suggests that increased 
entrepreneurship is associated with higher incomes. Unfortunately, South 
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Asian countries, except the Maldives, are well below the line, suggesting 
that they have fewer entrepreneurs than their stage of development 
warrants. 

 Defining entrepreneurship is hard and controversial, even in 
rich countries. One metric of entrepreneurship is the ratio of young 
establishments to employment in the formal sector, somewhat mirroring 
the cross-country measure of entrepreneurship in   Figure 1.6  . Counts 
of young establishments in the formal sector are low in South Asia 
relative to advanced economies. Small establishments are somewhat 
more common, but have a smaller employment share than young 
establishments. Self-employment is virtually non-existent in the formal 
manufacturing sector in India. Th e informal sector has much higher rates 
of small establishments and self-employment, but young establishments 
are underrepresented. 

   Figure 1.7   shows the relationship between entrepreneurship and 
job creation in India using state-level data. Th e vertical axis is the log 
employment growth from 1989 to 2005, while the horizontal axis is the 
log count of young fi rms per 1,000 workers in 1989. Th ere is a strong 
upward slope to the trend line, similar to that found across cities in the 
United States, and it is clear that the relationship does not overly depend 
upon any one region. Th ere is evidence that entrepreneurship rates are 
strong and systematic predictors of employment growth in India. Th e 
elasticities between initial entrepreneurship levels and subsequent growth 
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across region–industry observations for India are comparable to those 
observed in the US across cities. 

 While South Asia has a disproportionately high rate of self-
employment and many small fi rms, this has not as readily translated into 
as many young entrepreneurial fi rms as could be hoped. Yet there is no 
question that entrepreneurship works in the region. Formal-sector job 
growth has been strongest in regions and industries that have exhibited 
high rates of entrepreneurship and dynamic economies. 

 Looking ahead, if South Asia continues to undertake policy steps 
to help entrepreneurs—lower entry costs, reduce regulatory burdens, 
and further develop fi nancial access—it has the potential to unleash 
entrepreneurship and job growth that will strongly expand the formal 
manufacturing sector. Th e entrepreneurial potential of the region is very 
large. Most of these policy steps are not unique to South Asia but are 
encouraged worldwide. Th ese simple steps will help South Asia realize 
its growth potential. South Asia has experienced record growth over the 
past decade. If entrepreneurship in South Asia moves from its position in 
  Figure 1.6   to the trend line or above, given the link between entry, young 
fi rms, and job growth, how fast would the region then be growing?  

    Harnessing Capital Flows   
 The disjuncture between interest rates in advanced economies 
and emerging markets has created severe discomfort for monetary 
policymakers in emerging markets. With the extended zero interest 
rate policy in the US and Japan, and near zero in the Eurozone, central 
banks in emerging markets will face a potential problem in the medium 
term—how to manage the capital account actively, so that capital fl ows 
are utilized effi  ciently and do not suff er from boom–bust possibilities. 
Th is issue is examined in Chapter 8 by Barry Eichengreen. 

 Low rates are appropriate for the slow growth, economic slack, and 
fi nancial weakness currently characterizing the advanced economies. Higher 
rates are appropriate for the strong growth, incipient infl ation, and potential 
overheating conditions prevailing in South Asia. But the two policies 
together provide an incentive for the carry trade—for capital to fl ow from 
where the cost of borrowing is low to where the return on investment is 
high. Th ese fi nancial infl ows feed the boom conditions that motivated the 
adoption of high interest rates by emerging-market central banks in the fi rst 
place. Th ey frustrate eff orts to put in place policies of restraint. 

 Monetary policymakers have no easy solution to this problem. Th ey 
may be tempted to raise rates further to counter the infl ationary eff ects 
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of the additional spending induced by capital infl ows. But doing so only 
increases the interest diff erential providing the incentive for the carry 
trade, attracting additional infl ows. It creates a tendency for the exchange 
rate to appreciate, which is uncomfortable for domestic producers. 
Alternatively, central banks may be tempted to cut rates to make the carry 
trade less attractive and discourage infl ows. But by doing so, they only 
encourage additional borrowing and spending, aggravating overheating 
risks. It is not surprising that central banks often seem frozen, like deer 
in the headlights, in the face of this problem. 

 Capital infl ows create very immediate problems in the region and, as 
such, require a very immediate response. But while addressing immediate 
problems, it is important for policymakers not to neglect longer-term 
strategies. In the long run, the best defence against dislocations due to 
capital fl ows surges is larger and more inclusive fi nancial markets. 

 Larger corporate debt markets will mean that foreign capital fl ows 
into and out of those markets will do less to move prices and distort fi rms’ 
funding costs. Larger equity markets will mean that foreign infl ows and 
outfl ows will similarly do less to move prices and wrong-foot domestic 
institutions. Developing domestic fi nancial markets and corporate bond 
markets in particular is a long hard slog. In India it requires institutional 
and regulatory reform to strengthen transparency, contract enforcement, 
and market liquidity. In the smaller countries of South Asia—which 
lack the scale to build bond markets at the national level, but can fi nd 
it if they are willing to work together with their neighbours—it also 
requires market integration and regulatory harmonization. Although 
both domestic market development and regional fi nancial integration 
will take time, they are no less important for the fact. 

 Policymakers also need to take into consideration the importance 
of fi nancial inclusion and regulating the fi nancial system as a whole. In 
case a big fi rm fails, it should already have in place a ‘living will’ that 
spells out a dissolution plan for authorities—specifi cally how the fi rm 
is connected to other institutions and how those institutions may react 
to its dissolution.  

    Promoting Effi  cient Urbanization   
 Urbanization is a defi ning phenomenon of this century. Th e world was 
3 per cent urban in 1800, 14 per cent in 1900, 50 per cent in 2007, and 
is probably headed in the next few decades towards around 80 per cent, 
which has been the stabilization point for developed countries. Over 
90 per cent of global urban growth is now occurring in the developing 
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world and nearly 2 billion new urban residents are anticipated in the next 
20 years. Chapter 9 by Rakesh Mohan examines how urbanization can 
be harnessed to promote growth and development. 

 Cities provide the critical requirements for entrepreneurs: skilled 
workers, financing, access to customers, and knowledge (Glaeser 
2011). Th e connection between per worker productivity and city area 
population—a measure of agglomeration economies—is particularly 
strong in cities with higher levels of skill and virtually non-existent in 
less-skilled metropolitan areas. Urban densities are important for creating 
synergy as proximity spreads knowledge, which either makes workers 
more skilled or entrepreneurs more productive. 

 Will South Asia’s future urbanization be different from the 
urbanization experience of the last half century? In thinking about urban 
growth in South Asia we need to understand the emerging contours of 
economic development as they are likely to impact the future pattern 
of urbanization in the region. Th e fi rst key diff erence between past and 
future urbanization will be that with increasing globalization and ever 
higher levels of income that the region as a whole can now expect, the 
residents of South Asian cities will now be much more demanding 
relative to their predecessors in terms of the quality of urban services 
that they deem to be their right and the urban amenities that are now 
seen as normal. Hence it is likely that urban investment will be diff erent 
in terms of its composition and intensity. 

 Urbanization in South Asia will defi ne the change over the next 
20–30 years. Total urban population in the region will double from an 
estimated 500 million in 2010 to over a billion in 2040 (  Table 1.3  ). 
Current projections suggest that urbanization level over the region will 
be around 50 per cent by 2040, with doubling of the absolute level of 
urban population over the period. 

 Second, with increasing globalization, each South Asian city will have 
to be more competitive on a global scale than has been the case in the 
past. In the larger countries there will be inevitable tension between the 
claims of coastal urban areas that possess natural comparative advantage 
and the vast hinterland that will need greater infrastructure investment 
for attaining competitiveness. Hence policymakers probably need to give 
greater attention to the ingredients of competitiveness, the corresponding 
public investment that will be appropriate in this regard, and the modes 
of fi nancing that will need to be mobilized. 

 Th ird, policymakers will need to pay as much attention to the ‘soft’ 
aspects of urbanization as to the bricks-and-mortar type of physical 
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investment. Indeed the latter will have to be guided by the expected 
pattern of economic development in the presence of globalization 
and the consequent needs for both human resource and physical 
development. 

 Th e fi nancing of urban infrastructure investment that will be needed 
over the next 20–30 years will need much more focused attention. Th e 
task is essentially threefold. First, local governments have to be made 
creditworthy. Second, urban infrastructure projects must be made 
commercially viable. If these two requirements are met in the context 
of a developed capital market, the fi nancial resources that are needed 
will get generated automatically. However, bond markets in South Asian 
countries are not yet well developed and will take quite some time to 
be large enough to meet such resource needs. Th ird, the building of 
institutional mechanisms that can effi  ciently intermediate fi nancial 
resources for urban investment needs while fi nancial and capital markets 
are developed needs critical attention. In both the US and Germany, 
capital market development needed diff erent levels of government and 
regulatory intervention. Such markets will need to be created for the 
fi nancing of cities in Asia. 

 Moreover, policymakers will need to strengthen city management. 
This will need action at all levels: federal, state, and local. City 
management needs to be professionalized; city governments need to 
be made creditworthy; and urban infrastructure projects need to be 
made commercially viable. Strengthening city management will enable 
connection with capital markets, both national and international. Th e 
objective would be to move from a top–down to bottom–up market-based 
approach and develop new institutional forms and mechanisms. 

    Overcoming Informality Traps   
 Despite rapid growth, the informal sector remains overwhelmingly large 
and persistent in South Asia compared to the global average (Figure1. 8). 
More than 80 per cent of non-agricultural jobs in South Asia are in the 
informal sector. Around nine out of 10 employees in India do not have 
formal jobs. Women tend to dominate the informal sector. For developing 
countries as a group, more than half of all jobs—over 900 million 
workers—can be considered informal. What is even more worrying is 
that informal employment does not seem to disappear with development 
(OECD 2009). Th is is the focus of Chapter 10 by Ravi Kanbur. 

 Informal jobs are heterogeneous and come in many shapes and forms. 
Assessments of the evolution of informality at the national level cannot be 
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divorced from a general discussion of the transition of an economy from 
an agricultural base towards manufacturing and services. Even within 
non-agriculture there is a spread between self-employed entrepreneurs, 
own-account workers, unpaid family workers, and causal labour. 

 Th en there is heterogeneity across sectors. In India, 33 per cent of all 
male informal workers are engaged in trade, 23 per cent in manufacturing, 
16 per cent in construction, 21 per cent in other services (mainly transport 
and storage), and 7 per cent in other sectors. In Pakistan, the sector that 
engages the largest percentage of all informal workers is trade (34 per 
cent) followed by manufacturing and personal services (both around 20 
per cent). Th is heterogeneity should warn us against a uniform policy 
towards the informal sector. 

 Why is informality bad? Th e share of informal workers is strongly 
correlated with poverty rates (  Figure 1.9  ). Moreover, certain groups, such as 
children or women tend to be overrepresented in this category of jobs. 

 The informal sector is often a result of fragmented spatial 
transformation which creates a large pool of labour that is neither in 
agriculture nor in manufacturing but waiting for a chance to enter the 
formal sector. Th is labour engages in a number of low-productivity and 
low-income activities, the low income being balanced by the prospects 
of a high-income job. 

 Th e links between working informally and being poor are not 
always simple. On the one hand, not all jobs in the informal economy 
yield paltry incomes. Many in the informal economy, especially the 
self-employed, in fact earn more than unskilled or low-skilled workers 
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in the formal economy. Th ere is much innovation and many dynamic 
growth-oriented segments in the informal economy, some of which 
require considerable knowledge and skills. One of these is the fast-
growing information and communications technology (ICT) sector in 
the large cities of India. 

 Informal employment can be a consequence of insuffi  cient job 
creation in the formal sector. At the macro level, in a dual-economy 
framework the size of the informal sector is seen as an indicator of the 
level of per capita income and development since growth in the modern 
sector relies upon and then depletes labour in the traditional sector. At 
the same time, at the micro level, dynamism and growth potential is 
seen to be negatively aff ected by the smallness of size of enterprises in the 
informal sector. Th ere is also the issue of the extent to which regulations 
and laws aff ecting the labour market protect those in the informal sector 
and the extent to which they instead stand in the way of transmitting 
the benefi cial eff ects of economic growth to the poor in the informal 
sector and helping them escape from the informal sector to the ‘better 
jobs’ in the formal sector. 

 Th ere is no magic bullet to address the concerns that arise with informa-
lity and a range of interventions need to be examined and implemented. 
Higher growth, but growth whose sectoral pattern is more labour absorbing, 
is the fi rst and most general policy conclusion. With the given level and 
structure of growth, extending the coverage of state protection to workers 
currently uncovered is the second recommendation. At the same time, 
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reviewing current interventions to improve their fl exibility and application 
is also needed. Direct measures to increase the productivity and incomes 
of enterprises in the informal sector—which include targeted measures of 
training and enterprise support as well as general measures of bringing legal 
and other state infrastructure support to these enterprises—are another 
recommendation. Finally, better enforcement of regulations that do exist 
and assessing enforcement possibilities before regulations are passed are 
also recommendations that emerge from the literature. 

 Informality has not disappeared in South Asia and is unlikely to do 
so in the coming two decades. Policymakers need to recognize that it is a 
complex phenomenon and that it is an integral part of the economy and 
society. Addressing informality to reduce poverty and spur development 
requires a better understanding of the phenomenon, the readiness to 
eschew simplistic uniform solutions, and the willingness to adopt a 
wide range of country-specifi c tailor-made policies and interventions. 
Policymakers need to increase good quality jobs not only in the formal 
but also the informal sector. Moreover informal workers need to be better 
protected and trained. Th is may not be easy in future as growth may not 
be suffi  cient to eradicate informal employment.   

    Managing Confl ict   
 While confl icts in Afghanistan and Pakistan have attracted global 
attention, parts of India, Sri Lanka, and Nepal have also experienced long-
running confl icts. Th e result is human misery, destruction of infrastructure 
and social cohesion, and death. Th e knock-on eff ects are huge. What is 
confl ict? Where is it concentrated? What should policymakers do? Th ese 
issues are discussed in Chapter 11 by Lakshmi Iyer. 

 South Asia has experienced very high levels of internal confl ict over 
the past decade. In 2009, direct casualties from armed confl ict surpassed 
58,000 worldwide; over a third of these were in South Asia. Most 
countries in South Asia are currently immersed in, or are just emerging 
from, confl icts of varying nature and scope, ranging from the recently 
ended civil wars in Sri Lanka and Nepal and escalating insurgency in 
Afghanistan and Pakistan to low-level localized insurgency in India. 
South Asian countries, on average, have experienced armed confl ict for 
half of the time since 2000 (  Figure 1.10  ). Th is is the highest incidence 
of confl ict among all the major regions in the world. 

 Is confl ict a cause or a result of underdevelopment? Confl ict is both a 
cause and an eff ect. Th ere is strong association between confl ict incidence 
and poverty. Economically lagging regions in South Asia have experienced 
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far greater incidence of internal confl ict over the past decade, compared 
to economically leading regions (Ghani and Iyer 2009). Th is is very 
similar to the fi ndings from the cross-country literature and suggests that 
economic growth is likely to yield benefi ts in terms of political stability 
as well, thereby making further economic growth possible. 

 How persistent is confl ict? In terms of fatalities due to confl ict, we see a 
greater degree of persistence in South Asia, that is, places which had some 
fatalities in 1998 continue to have higher fatalities over the next few years. 
Th is suggests that pre-existing confl icts are becoming more intense in terms 
of fatalities over time. Th ese patterns remain very similar if we examine 
variation only across the states of India, though the data is noisy. 

 Managing confl ict is a key public policy issue to ensure the future 
stability and growth of South Asia. A holistic approach, combining 
military, political, economic, and regional initiatives, is needed to manage 
confl ict over the next decade. Given that confl ict is signifi cantly higher 
in economically lagging regions, economic growth and poverty reduction 
should be key policy priorities in such areas. Countries can use innovative 
mechanisms to overcome these policy challenges.   

    conclusion   
 So what will South Asia look like in 2025? Will the optimistic outlook 
prevail or the pessimistic one? Th e truth probably lies somewhere in 
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between. It may be too optimistic to argue that South Asian countries 
can achieve double-digit growth rates, or that 70 per cent of India will 
be middle class by 2025. It may be too pessimistic to argue that growth 
will be derailed by poor infrastructure, slow pace of human development, 
lopsided urbanization, rising confl ict, and governance failures. 

 However, growth cannot be taken for granted. Th e link between 
demographics and growth is not automatic. Indeed, a demographic 
dividend could morph into a demographic disaster, in the absence of 
right policies to enable people to be healthy, well educated, and well 
trained in the skills demanded by the labour market. Th e demographic 
dividend is a time-bound opportunity. It provides policymakers an 
incentive to redouble their eff orts to promote the skills of the working-
age cohort so that it has the ability to contribute productively to the 
economy. 

 Neither does globalization automatically engender growth. Countries 
need the infrastructure—ports, transport, and communications—to help 
ensure wider access and exposure to international markets. Increased 
market integration needs to be complemented with appropriate 
structural reforms to take advantage of globalization, that is, to enable 
resources to be allocated from the low-productivity and non-tradable 
sectors into high-productivity and tradable ones. Th is is not just about 
the shift away from agriculture and into industry and services. It is 
about the transformation required to move into higher-quality goods 
and services. Globalization has lifted millions out of poverty, but 
some aspects of globalization, particularly fi nancial globalization, has 
increased macroeconomic instability and income inequality. 

 How will one win the future? It will depend on how the policymakers 
manage the three drivers of transformation—growth, inclusiveness, 
and risk. Rapid growth is necessary for more and better jobs and for 
poverty reduction. However, high levels of inequality, which preclude 
large segments of society from participating at their full potential, will 
undermine growth and political stability. If the instability escalates to 
serious confl ict, further negative repercussions for both growth and poverty 
can arise, potentially reversing years of development. Eff ective, effi  cient, 
and equitable social protection programmes will be needed to directly 
reduce poverty and inequality, and build resilience by helping individuals 
and families to smooth their consumption and handle shocks. 

 Growth should not be an end in itself. Policymakers should not 
think of growth separately from inclusion. Increased income disparities 
should not be viewed as the price to pay for high growth. Neither should 
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education, health, and gender parities be considered as second-stage 
reforms. A development response that aims to promote growth fi rst, and 
then deal with human misery is not sustainable. 

 Improved governance will play a key role in successfully implementing 
the three drivers of transformation. Governance has undergone two 
subtle shifts that may have larger lessons for the politics of democratic 
accountability. Th e fi rst is that while identity politics is still powerful 
in the region, its importance is diminishing. Th e second is that rates of 
incumbency—the likelihood of a sitting legislator or state government 
being re-elected—are coming down. Th is is fi nally leading to governance 
that is more focused on development than other issues. Th is change is 
likely to accelerate in the future. 

 South Asia needs a bridge to the future that ensures  rapid, sustainable, 
and inclusive growth . It needs policies to raise growth wherever it happens. 
It also needs policies to redistribute the gains of growth more effi  ciently 
and eff ectively.  
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    links between demographic change and 
economic growth   
 Identifying factors that infl uence the pace of national economic growth is 
a time-worn practice of economists. Strangely, demographic change has 
often been absent from consideration. But new thinking and evidence 
have highlighted the powerful contribution that demographic change 
can make to economic growth, and this line of inquiry has some salient 
implications for understanding past growth in South Asia and assessing 
and shaping its future prospects. 

 South Asia has achieved major improvements in population health 
in the past six decades. Th ese are indicated by the more than two-thirds 
decline in infant mortality rate (IMR—the number of infants who die 
before their fi rst birthday in a given year, divided by the number of live 
births that year) and, since the early 1980s, the nearly 50 per cent decline 
in child mortality rate.1 Such improvements in child survival contributed 

1 Th e region’s IMR declined from 168 per 1,000 live births in the early 1950s to 53 
in 2010. Th e child (under 5) mortality rate fell from 145 per 1,000 in the early 1980s 
(the fi rst period for which the UN has data) to 77 in 2010.

    2
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to a baby boom because many babies who once would have died survived. 
Th e baby boom subsequently abated as couples realized they did not need to 
have as many births to realize their fertility targets and desired fertility itself 
diminished. Th is fertility transition was greatly abetted by the expansion 
of girls’ education, urbanization, the development of fi nancial markets, 
and the advent of family planning programmes. For the region as a whole, 
fertility has fallen by more than half since 1950.2 Th is set of events—an 
improvement in child survival followed by a fertility decline—has meant 
that cohorts born preceding the decline in fertility are relatively large in size. 
As the large-sized cohorts matured, they came to constitute a working-age 
group that is, in historical terms, also relatively large. Th e whole process—a 
switch from high mortality and fertility rates to low ones—is known as 
the demographic transition. Th e countries in South Asia are at diff erent 
stages of this transition, but all of them have seen a fall in their IMRs and 
have at least started experiencing a decline in their fertility rates. Th ey have 
relatively large cohorts of young people who have substantially entered, or 
will soon enter, the prime ages for work and saving. 

 Changes in the age structure of the population create potential for 
faster economic growth, a phenomenon referred to as the demographic 
dividend. Th is dividend is a composite of fi ve distinct forces. Th e fi rst is 
swelling of the labour force as the baby boomers reach working age. Th e 
second is society’s ability to divert resources from spending on children to 
investing in physical capital, job training, and technological progress. Th e 
third is the rise in women’s workforce activity that naturally accompanies 
a decline in fertility. Th e fourth has to do with the fact that the working 
age also happens to cover the prime years for savings, which are key to the 
accumulation of physical and human capital and technological innovation. 
And the fi fth is the further boost to savings that occurs as the incentive to 
save for longer periods of retirement increases with greater longevity. 

 The demographic dividend is not an automatic result of the 
demographic changes outlined here. Rather, enjoyment of the dividend 
is crucially determined by the policy environment. For example, good 
governance, carefully constructed trade policy, and sound macroeconomic 
management enhance the prospects of capturing the economic benefi ts of 
a favourable age structure. By contrast, undue tampering with competitive 
forces in labour and capital markets and the failure to provide public goods 
diminish a country’s prospects of benefi ting from demographic change. 

2 Th e total fertility rate (TFR—the number of children an average woman would bear 
during her reproductive years assuming she conforms to the age-specifi c fertility rates prevalent 
in a particular year) fell from 6.1 children per woman in the early 1950s to 2.8 in 2010.



Demographic Change and Economic Growth         33

In addition, public policy and investment can catalyse or accelerate the 
demographic transition itself. Investments in general health (for example, 
childhood immunization programmes and the provision of safe water 
and sanitation), education (especially for girls), and reproductive health 
(for example, family planning) are all key. 

 Heterogeneity within a country may suggest the need to customize 
policy interventions to local circumstances. For example, based on 2001 
data (the most recent state-level data available), life expectancy diff erences 
across Indian states were as wide as that currently between Hungary 
and Senegal, and fertility diff erences were comparable to that currently 
between Japan and Kenya. Although some policies (for example, in 
the areas of macroeconomic management and international trade) are 
inherently the domain of national decision makers, others, including 
some aspects of labour policy and decisions that aff ect fertility and 
mortality rates, are subject to local infl uence. 

 Th e second section of this chapter examines the demographics of South 
Asia as a region, with attention to signifi cant aspects of demographic change 
in particular countries. It also compares demographic indicators in the region 
with those in several other large developing countries: Brazil, China, and 
Indonesia. Finally, it looks at the region’s economic growth rates and draws 
connections between these rates and demographic change. Th e third section 
examines the size of the potential demographic dividend in the large countries 
in South Asia and compares this potential to that in countries outside the 
region. Th e fourth section expands on the point that the demographic 
dividend does not arise automatically in response to demographic transition. 
Rather, policy choices can make a huge diff erence in whether the potential 
inherent in demographic change translates into higher rates of economic 
growth. Th e fi fth section looks at several factors that can get in the way of 
realization of the demographic dividend, including one (population ageing) 
that is unlikely to matter as much as is widely thought. Th e last section 
concludes by extracting the key messages relevant for South Asia.  

    demographics of south asia and connections 
to economic growth   
 South Asia and the countries it comprises have been undergoing rapid 
demographic change during the last few decades.3 Th e region saw a rapid 
fall in IMR (from about 160 per 1,000 live births in the 1950s to about 

3 Following the World Bank’s defi nition, this chapter takes South Asia to comprise 
Afghanistan, Bangladesh, Bhutan, India, the Maldives, Nepal, Pakistan, and Sri Lanka. 
All demographic data are from United Nations (2009). 
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60 in 2010. All countries in the region saw signifi cant declines, though 
Afghanistan’s IMR, at about 150, remains much higher than that for the 
region as a whole. Sri Lanka, even in 1950, had a much lower IMR than 
any other country in the region, and at 15 it still has the lowest IMR. 

 In response to falling IMR and other factors, the region’s TFR fell 
from nearly 6 children per woman in the 1960s to about 2.8 in 2010. 
With the exception of Afghanistan, all countries in the region experienced 
this decline. Sri Lanka was the fi rst country to begin a rapid decline and 
in 2010 was just above the long-run replacement level of 2.1 children 
per woman. Th e Maldives had the most rapid decline, going from nearly 
7 children per woman in 1980 to 2.2 by 2005 and 2 in 2010—one of 
the fastest in any country in the world. 

 Since 1950, life expectancy at birth (the average age at death for 
everyone born in a given year calculated on the assumption that age-
specifi c mortality rates prevailing in that year remain stable over time) 
increased from under 40 in the early 1950s to 65 in 2010. Th is indicates 
that the people of South Asia are much healthier than they were a 
half-century ago. Only Afghanistan signifi cantly lags behind the other 
countries in the region; its life expectancy of 45 years was surpassed by 
the region as a whole in the late 1960s. 

 Th e working-age share of the population (which is also refl ected 
in the ratio of working-age to non-working-age population) is a 
crucial indicator of a region’s or a country’s potential for reaping a 
demographic dividend.4 Th e mortality and fertility changes discussed 
so far have combined to create a common pattern in developing 
countries throughout the world: a falling ratio after World War II, 
followed by a rise that is still under way. Using the UN’s medium-
fertility scenario—that is, the scenario the UN considers to be most 
likely—  Figure 2.1   compares South Asia’s historical and projected trend 
in this ratio to that in Brazil, China, and Indonesia (which serve as 
comparators because they are large, prominent developing countries 
outside South Asia). Th e ratio for South Asia is well below that of 
these comparator countries. It lags behind that of Brazil and Indonesia 
by nearly 15 years and that of China by about 25 years and will never 
reach as high a point as the comparator countries are projected to. 

4 Th is chapter follows the most common defi nition of ‘working age’, that is, ages 15 
to 64 years. Th e true range of ages at which people work varies by country and over time, 
as does the share of population of a given age that is working. Th e results presented herein 
are not sensitive to a more precise and country-specifi c defi nition of the labour force.
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(Th e signifi cance of this pattern is discussed in the latter portion of this 
section, where the correspondence between demographic patterns and 
economic patterns will be evident). Very roughly, the countries in the 
region are all following a somewhat similar pattern. Th e exceptions are 
Afghanistan, in which this ratio started increasing only in 2005; Bhutan, 
where the ratio increased after World War II, before subsequently falling 
(and then increasing again); and Sri Lanka, where the ratio steadily 
increased and peaked in 2005. Consistent with its dramatic TFR decline, 
the Maldives underwent the fastest increase in this ratio. 

 Because projections in demographic data are based on tracking the 
ageing of individuals who have already been born to a signifi cant extent, 
the UN projections regarding the ratio of working-age to non-working 
age population are reasonably reliable. Th e UN does create several 
fertility scenarios (for example, using low-, medium-, and high-fertility 
assumptions), but obviously the diff erences in these assumptions do 
not aff ect the likelihood of those who are already living being alive and 
of a particular age at any point in the future. Using the UN’s medium-
fertility scenario, the ratio for South Asia is expected to peak in 2040. Th e 
countries in the region will mostly peak around then, with the exception 
of Afghanistan, which is projected to still be rising; the Maldives, which 
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    figure 2.1  South Asia’s Demographic Change Compared to that of 
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Source: United Nations (2009).
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will have been high since 2015; and Sri Lanka, which, as noted earlier, 
has already peaked. 

 Th e picture becomes more interesting if the UN’s low- and high-
fertility scenarios are taken into consideration.   Figure 2.2   shows the 
projected trajectory of the ratio of working-age to non-working-age 
population under all three UN fertility scenarios. If South Asia follows 
the low-fertility scenario, the ratio will rise to nearly 2.6 in 2035—the 
same ratio at which China is currently peaking. If, on the other hand, the 
region follows the high-fertility scenario, the maximum reached by the 
ratio will be just over 1.9 in 2040. As will be evident in the discussion 
later in this chapter, it is likely that this relatively low maximum would 
impede economic growth in South Asia. 

 Another aspect of the changing age structure that is potentially 
economically consequential has to do with the share of the population in 
the older age group. As fertility rates have fallen and life expectancy has 
increased, the share and number of the region’s elderly have increased, 
with the share of population aged 60 and older increasing from 5.5 per 
cent in the 1960s to 7.2 per cent in 2010. UN projections show this 
fi gure increasing to nearly 19 per cent (431 million people) by 2050 and 
the share of those aged 80 and above quadrupling from 0.6 per cent in 
2010 to 2.4 per cent (56 million people) by 2050. 
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 It is also interesting to compare demographic change in South Asia 
to corresponding changes in Brazil, China, and Indonesia. Noteworthy 
among these comparisons are the following:5 

      1.  India’s TFR decline began at roughly the same time as Brazil’s and 
China’s, but it has been much slower. It is still more than one-half 
child per woman higher than Brazil’s.  

   2.  Declining IMR in India parallels that of Brazil, but the latter has long 
had about 25 fewer infant deaths per 1,000 live births. Currently, 
India’s IMR is more than twice that of Brazil or China.  

   3.  Changes in life expectancy tell a similar story: India’s development 
parallels Brazil’s (especially since about 1980), but the current fi gure 
in India (64 years) was reached by Brazil in 1985. Both Brazil and 
China currently have life expectancies nearly 10 years higher than 
India’s.  

   4.  In the most important summary indicator for assessing progress 
through the demographic transition the story is the same. Th e ratio 
of working-age to non-working-age people in India is the same as it 
was in Brazil in the late 1990s and China in 1985.  

   5.  Overall, India (and much of South Asia) is far behind Brazil, China, 
and some other developing countries and even further behind the 
United States in various aspects of the demographic transition.     

 Th e countries in South Asia have proceeded through the demographic 
transition at varying paces. In particular, fertility decline, a major 
component of the transition, has occurred throughout the region, but 
its time of initiation and pace have diff ered from one country to another.  
Figures   2.3  and  2.4   show the historical and projected patterns of fertility 
rates for South Asian countries and the region as a whole. Although the 
general pattern is the same for most of the countries, Afghanistan, the 
Maldives, and Sri Lanka stand out for their diff erences. Each of them 
off ers a potentially instructive situation. Afghanistan, as noted, is by far 
the least advanced in its demographic transition. With a current TFR 
of 6.4 (down from 8 in 1995), and still-high IMR, it has barely begun 
the transition that is well along in the rest of South Asia. Because of 

5 Because India’s overall demographic data are similar to those of South Asia as a 
whole, and because its passage through the demographic transition places it between 
Bangladesh and Pakistan, the other two large countries in the region, comparisons made 
with India apply to much of South Asia. Overall, Bangladesh is somewhat ahead of India 
in the demographic transition and Pakistan well behind.
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Afghanistan, the spread in TFR across the region, from the highest to 
the lowest, has increased since 1950. In the Maldives, as noted, TFR fell 
precipitously, beginning in the early 1990s. By 2000, its working-age to 
non-working-age ratio had started increasing with corresponding rapidity, 
and it now has the highest ratio in the region. Sri Lanka, with its very 
rapid fertility decline, has had a steady increase in its ratio of working-age 
to non-working-age population, reaching a peak (2.2), as noted, in 2005. 
In 1990, its ratio was 1.67, a fi gure that South Asia reached only a few 
years ago. South Asia will not reach Sri Lanka’s 2005 ratio until 2035. 
For each of these countries, we could potentially examine the connections 
between demographic change and economic growth. In practice, however, 
a combination of either a dearth of reliable economic data, rapid swings 
in economic growth rates, or severe, longstanding confl icts renders such 
an analysis not as useful as it is for other countries. 

 Not only are there large diff erences in demographic patterns across 
countries; within countries too there are similar diff erences. India is a 
good example. In 2001, the working-age to non-working-age ratio in 
Tamil Nadu was 2.1, as compared to 1.2 in Bihar. TFR varied across the 
Indian states by a factor of more than 3. Life expectancy in Kerala stood 
at 73 years, while in Madhya Pradesh it was 59. Th ese large diff erences 
in diff erent Indian states’ passage through the demographic transition are 

    figure 2.3   Varying Rates of Fertility Decline across South Asia’s 
Large Countries    

   Source: United Nations (2009).    
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one factor that can help account for the widely varied levels of economic 
development seen across India. Unfortunately, the least economically 
developed states of India, which are the ones that will see the largest 
increase in their working-age population, are the ones least prepared to 
take advantage of the demographic change that they will undergo. Th is 
observation parallels the one in  Th e Poor Half Billion in South Asia  (Ghani 
2010a) that a complex set of conditions contributes to the continuation 
of patterns that have led to some parts of South Asia chronically lagging 
behind others in economic development. 

 Turning now to economic growth: South Asia has experienced a 
varying, but generally increasing, annual average growth rate in per capita 
gross domestic product (GDP), beginning at 1.9 per cent in 1960–70, 
falling to 0.6 per cent in the next decade, rising to 3.2 per cent for each of 
the next two decades, and climbing to 5.3 per cent since 2000. However, 
beginning in the 1970s, these rates are well below the corresponding 
fi gures for China (see   Figure 2.5  ). 

   Figure 2.   6 shows how South Asia’s relatively slow rate of economic 
growth has resulted in its GDP per capita falling progressively behind 
that of Brazil, China, and Indonesia. 
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    figure 2.4  Variations in Fertility Decline across the Region’s 
Small Countries    

   Source: United Nations (2009).    
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    figure 2.5  South Asia’s Rising Economic Growth Rate Lagging 
behind China’s    

   Source: World Bank (2010).   
   Notes: 1. Th is fi gure is based on exchange-rate GDP data, which are available for 
earlier years than are PPP GDP data. However, the comparisons look the same for 
PPP data. 2. Figure for ‘2000s’ is from 2000 through 2008.    

   Figure 2.7   shows a similar pattern when GDP per capita data are 
based on purchasing power parity (PPP). 

 Th e countries in the region have followed a somewhat more varied 
pattern, with Bangladesh and India matching the regional pattern most 
closely. Sri Lanka avoided the 1970s South Asian dip in economic growth 
rate, but now lags behind the region as a whole, with a rate of 4 per 
cent since 2000. Pakistan grew faster than the region through1985, but 
has since seen slow growth (averaging 2.4 per cent since 2000). Nepal 
has languished during the entire period since 1960. Historical data for 
Afghanistan, Bhutan, and the Maldives are spotty, but the latter two 
economies have done reasonably well since 2000 (with per capita income 
growth rates of 6.1 and 5.4 per cent, respectively). 

 Th e correspondence between increasing GDP per capita and the 
increasing ratio of working-age to non-working-age people is striking. 
In the case of China in particular, the increase in GDP per capita closely 
mirrors the increase in this ratio. For South Asia too the general rising 
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    figure 2.  Relatively Slow Growth of GDP per Capita in South Asia    

   Source: World Bank (2010).   
   Note: Th is fi gure is based on exchange-rate GDP data, which are available for earlier 
years than are PPP GDP data.    
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    figure 2.7  Relatively Slow GDP per Capita (PPP) Growth in 
South Asia    

   Source: World Bank (2010).   
   Note: Th is fi gure is based on PPP-adjusted GDP data, which are available from the 
World Bank database starting only in 1980.    
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pattern of economic growth in the region since the 1960s corresponds, 
albeit roughly, to the increasing ratio of working-age to non-working-age 
people. If the correspondence between demographic opportunity and 
economic realization of that opportunity continues to hold, the projected 
increase in the ratio of working-age to non-working-age individuals 
suggests that South Asia will have a bright economic future. 

 Indeed, South Asia is projected to add an average of 18 million people 
to its working-age population every year for the next two decades—and 
the result will be a very high ratio of working-age to non-working-age 
individuals, which will peak in 2040 at 2.2:1. As discussed, this ratio 
augurs well for future economic growth. In addition, smaller families may 
cause female labour force participation rates to rise from their currently 
low levels. A Goldman Sachs report (2010) observes that the size of India’s 
labour force would grow by 110 million by 2020 if women’s labour force 
participation by then increases to 38 per cent. All this growth in the size 
of the labour force can impel economic growth if working-age people 
are productively employed. 

 However, existing skill levels (for example, in India) are thought to 
be far from adequate for what future economies will require. Th us the 
availability of appropriately skilled people may not be suffi  cient to impel 
economic growth. If governments are to capitalize on the high share 
of working-age people in the population, they will have to ensure that 
those people are healthy, well educated, and well trained in the skills 
demanded by the labour market. Pursuing such an agenda fi ts very well 
with what many governments seek to do, even in the absence of a potential 
demographic dividend. However, the dividend, which is a time-bound 
opportunity, may give policymakers incentive to redouble their eff orts 
to promote the skills of the working-age cohort so that it has the ability 
to contribute productively to the economy.  

    size of potential demographic dividend   
 A country has the opportunity to reap a demographic dividend when 
the ratio of its working-age to non-working-age population increases 
appreciably. In East Asia, very large increases in this ratio took place at the 
time when economic growth surged in that region. (Th is correspondence 
in the case of China can be seen by comparing Figures 2.1 and 2.5). 
Continuing increases have been accompanied by sustained growth. 
Estimates suggest that one-third of that region’s economic growth 
during the ‘East Asian Miracle’ period can be accounted for by the 
eff ects of demographic change (Bloom and Williamson 1998). Ireland 
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off ers another example, where the 1979 legalization of contraception 
enabled a precipitous decline in fertility. Th e result, an increased share 
of working-age people in the population, was a key element underlying 
Ireland’s subsequent rapid economic growth (Bloom and Canning 2003). 
However, it is important to emphasize once again that these eff ects do not 
come about automatically. A set of enabling policies and circumstances 
must be in place if a country or region is to receive an economic boost 
from a change in the age structure of its population. 

 As noted earlier, South Asia and all the countries it comprises of are 
now undergoing increases in their working-age to non-working-age ratios. 
Th e higher the ratio and the faster the pace of its increase, the greater the 
demographic impetus for more rapid economic growth. 

 A detailed examination of demographic trends and projections of 
South Asia’s three largest countries (Bangladesh, India, and Pakistan) 
conveys a sense of where these countries lie in the demographic transition 
and of the potential magnitude of the demographic dividend. 

   Figure 2.8   shows these countries’ trends in IMR, including UN 
projections through 2050. All three have seen substantial declines since 
1950, but Bangladesh, which was worst placed at that time, experienced 
the most rapid decline and its IMR is now below that of India and 
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    figure 2.8  Declining IMR: India, Bangladesh, and Pakistan    

   Source: Based on data from United Nations (2009).    
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Pakistan. Declines in IMR and child mortality rate are the fi rst stage of 
a demographic transition. 

 A related indicator of declining mortality is rising life expectancy (see 
  Figure 2.9  ). Th e increase in life expectancy seen in all three countries 
refl ects increases in survival probabilities at all stages of the life cycle. 
Th e most dramatic increase has been in Bangladesh, with an increase 
of more than 30 years since the middle of the last century. But even in 
Pakistan, which has seen the slowest increase in South Asia’s three largest 
countries, life expectancy grew rapidly, gaining 20 years during the same 
period. And   Figure 2.9   shows, the UN projects a substantial continuing 
increase—nearly an additional 10 years before 2050. 

 In response to falling infant and child mortality, as well as an array 
of other factors, all three countries have undergone a very substantial 
decline in TFR (see   Figure 2.10  ). In all three cases, fertility decline began 
after infant mortality had started falling. Th e speed of decline was the 
greatest in Bangladesh, where fertility fell from 6.6 children per woman 
in the late 1970s to 2.3 in 2010. Th e UN assumes that fertility will reach 
replacement level (approximately 2.1 children per woman) by 2020 in 
Bangladesh and by 2025 in India, and that it is on course to reach that 
level shortly after 2050 in Pakistan. It is important to note that the UN’s 
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    figure 2.9  Steady Rise in Life Expectancy    

   Source: United Nations (2009).    
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projections of population age structure, discussed later in this chapter, 
are based in part on its assumptions about future fertility rates. 

 Th e lag between the onset of infant mortality decline and subsequent 
fall in total fertility is important because children born during this period 
constitute the leading edge of the baby boom. All South Asian countries 
had started seeing a decline in infant mortality by 1950, but only Sri 
Lanka, saw a nearly immediate substantial fall in fertility. Th e other 
countries experienced various delays. India was next, but most countries 
saw steep declines only in the 1980s or 1990s (and Afghanistan only in 
the 2000s). 

 In Bangladesh, India, and Pakistan, the fi rst relatively large cohorts of 
young people (the baby boomers) have reached working age.   Figure 2.11   
shows the trend to date and UN projections for the ratio of working-age 
(15–64) people to non-working-age (below 15 and 65+) people, usually 
referred to as dependents. In 1980, this ratio was so low in Bangladesh 
and Pakistan that there were barely more working-age people than 
dependents. Th e ratio has increased rapidly in all the three countries, 
particularly in Bangladesh, where there are now almost 1.9 working-age 
people for each dependent. Pakistan’s increase has been the slowest, but 
even there the ratio has nearly reached 1.5. 
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    figure 2.10  Falling TFRs: Bangladesh, India, and Pakistan    

   Source: Based on data from United Nations (2009).    
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 Generally speaking, the countries in South Asia have yet to enjoy a 
demographic dividend. In some cases (especially Afghanistan, Nepal, 
and Pakistan), there has not yet been a major increase in working-age 
share, so no dividend is possible. In other cases (Bangladesh and India), 
the demographic dividend has not been enjoyed to an appreciable 
extent, perhaps because it has been choked off  by a non-enabling policy 
environment. Sri Lanka, which has seen major growth in its working-age 
share and had relatively open economic policies during some portion of 
the previous half century, did receive a modest dividend. 

 Looking ahead, the UN’s demographic projections are more 
favourable for potentiating a demographic dividend. With the exception 
of Sri Lanka, all the countries in South Asia will experience a signifi cantly 
faster increase in their working-age share between 2005 and 2050 
than they did between 1960 and 2005. Assuming a favourable set of 
economic policies in the coming years, they stand to reap a demographic 
dividend—an increase in GDP per capita—of roughly one percentage 
point per year, compounded annually during the coming decades. Th is 
calculation is based on data from United Nations (2009) and a cross-
country regression analysis of the contribution of demographic change to 
economic growth that takes into account an array of variables including 
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    figure 2.11  Large Changes in Working-age to Non-working-age Ratio    

   Source: United Nations (2009).    
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economic openness and the growth rate of the working-age share of the 
population.  

g    enerating, expanding, and capturing 
the dividend   
 Th e economic benefi ts of the demographic transition do not arise 
automatically. Th ey require policies—and circumstances—that take 
advantage of the transition and bring about a demographic dividend. 
Th e circumstances—often involving political, economic, and military 
relations with other countries and in some cases international 
organizations—can sometimes be beyond the control of an individual 
country. But a country’s policies are at least in principle more subject to 
in-country decision making. 

 Th e policies needed to bring about or strengthen a demographic 
dividend depend on a country’s progress through the demographic 
transition. For example, if a country has only started experiencing a 
decline in infant mortality, policy will need to focus on facilitating 
faster mortality decline by, say, strengthening prenatal and neonatal care 
and providing sanitation and clean drinking water. In Afghanistan, for 
example, even though IMR has fallen, it is still very high (about 150 per 
1,000 live births)—about the same level as India’s in the late 1950s. 

 In some countries, fertility has been falling, but accelerating the pace 
of decline would help speed the demographic transition and potentially 
catalyse the emergence of a demographic dividend. In Afghanistan, again, 
TFR is still very high at about 6.5 children per woman. In Pakistan, TFR 
started falling rapidly in the 1990s but was still, in 2010, at 3.8 children per 
woman, the second highest in the region. Within-country variation is also 
substantial. For example, numerous Indian states have seen very substantial 
fertility decline, while others have not. Some are now experimenting with 
payments to encourage couples to delay childbearing (Yardley 2010). 
More broadly, family planning programmes, for example in Bangladesh, 
have had a signifi cant eff ect on the pace of fertility decline. Countries that 
choose to speed this decline may be able to learn from successful eff orts 
elsewhere. Th e expansion of basic and secondary education, especially for 
girls, also tends to speed the fertility transition. 

 Sri Lanka and the Maldives both lie at the opposite end of the 
mortality and fertility spectrum: both have relatively low IMRs and 
TFRs. 

 In general, the countries in the region are seeing substantially lower 
fertility and mortality rates, and the ratio of working-age people to 
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dependents is increasing. Th us they are at a point in their demographic 
transition where a focus on the policy environment will maximize the 
chances of capturing a demographic dividend. Factors and policies that 
may help bring about, or increase the size of, the demographic dividend 
include:

     1.   Quality of governmental institutions.  Th e effi  ciency and eff ectiveness 
of governmental institutions has a large eff ect on the ability 
of a government to carry out programmes of every type. If a 
government is to design and implement policies that facilitate the 
absorption of labour into productive employment, it will need 
to have programmes, policies, and well-trained people in place 
to reach this objective. Corruption, which has affl  icted a large 
number of governments around the world, can greatly impede 
government performance. Governments that ensure respect for 
property rights, the sanctity of contracts, and the rule of law are 
more likely to be able to construct an economic environment that 
will facilitate the realization of the demographic dividend. If a 
government is ineff ective, it may not be able to bring about stronger 
economic growth by building on the opportunities inherent in the 
demographic transition.  

   2.   Labour legislation.  A key task of a government is to take actions 
that help create an environment in which people are productively 
employed. With a historically large share of the population being 
of working age, this task becomes particularly important. A large 
unemployed or underemployed segment of the population will be a 
liability economically and in other ways. Th e ‘low road’ for achieving 
high employment, characterized by a focus on expanding low-wage 
jobs, has led to continued poverty in many countries. A ‘high road’ 
approach, characterized by seeking to build up types of employment 
(in services, industry, or agriculture) that reward workers’ skills with 
higher wages, is attractive but has proven diffi  cult for many countries. 
Although there is no single path that works for all countries, some 
agreement about the relative power and role of labour in strengthening 
the economy is useful. Some countries have struggled with the power 
of unions in a few industries or in government employment and with 
the eff ects of enforcing high minimum wage laws. Such concerns 
and related arguments apply directly to only the small portion of the 
labour force that works in the formal sector. Nevertheless, worker 
organization and wages in the formal sector may have some eff ect 
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on the labour market in the informal sector, so the possible force of 
these arguments cannot be entirely discounted.  

   3.   Macroeconomic management.  A country that has persistently high 
infl ation will fi nd it diffi  cult to grow rapidly. Th e uncertainty of the 
value of future cash fl ows tends to dampen savings and thus hinder 
investment in new productive assets. Similarly, a country that has 
taken on a large amount of debt relative to its GDP may fi nd itself 
saddled with high interest payments that sap the government’s 
ability to carry out eff ective programmes. In addition, government 
borrowing to make interest payments can cause interest rates to 
rise. A stable macroeconomic environment is in general a necessary 
part of the environment in which a demographic dividend can be 
realized.  

   4.   Trade policy.  Trade policy can have a substantial eff ect on a country’s 
ability to capture a demographic dividend. Historical evidence suggests 
that neither autarky nor a fully open economy is the most likely route 
to achieving sustained economic growth—and that country-specifi c 
circumstances are an essential guide to policymaking in this area. 
In general, however, a country with a large working-age cohort can 
increase employment by encouraging export industries (though this 
need not be done at the cost of the local market). A point to note is 
that not all countries can be net exporters at the same time.  

  The import side of this issue is more complicated. Trade 
liberalization was hailed by many (academic researchers and 
international fi nancial institutions), especially during the ascendance 
of the Washington Consensus, as a  sine qua non  for rapid economic 
growth. Unfettered imports, it was pointed out, can stimulate local 
development by spurring local producers to produce more effi  ciently, 
resulting in lower prices for consumers and potentially creating export 
industries. In practice, the importation of capital goods in particular 
has proved benefi cial, especially when such imports are accompanied 
by technology transfer that results in more effi  cient production. 

But a wide range of experiences has led to considerable doubt 
about the value of across-the-board liberalization. In particular, it 
appears that countries risk considerable damage to their economies 
and to the livelihoods (and employment prospects) of large numbers 
of their residents if they open their markets to widespread importation 
of consumer goods, many of which, ironically, are subsidized in their 
country of origin. Th e argument about protection of ‘infant industries’ 
is not yet settled.
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Although some research has found that having few restrictions on 
trade is an important factor in bringing about a demographic dividend, 
other research has cast doubts on the importance of ‘free’ trade in 
bringing about economic growth, independent of questions related to 
the demographic transition. Both developed and developing countries 
that have experienced signifi cant periods of rapid economic growth have 
done so while maintaining careful and extensive controls on imports.  

   5.   Education policy . A burgeoning supply of working-age people can be 
employed in a wide range of activities. Th e economic value of those 
activities depends to a signifi cant extent on the education and training 
of the workforce. When countries were primarily agricultural, and 
especially when agriculture depended primarily on unskilled manual 
labour, it was possible to suggest that education was not a major factor 
aff ecting a country’s productivity. As countries have mechanized 
agriculture and as industry and services have come to have considerably 
larger roles in most economies, the need for an educated workforce 
has grown. As high value-added industries come increasingly to the 
fore (for example, information and communications companies in 
India), the demand for educated workers will grow. But even in a 
wide range of services and industries that do not rely on cutting-edge 
technologies, having well-educated workers who are easy to train for 
ever-evolving positions is important for countries seeking to benefi t 
from the demographic transition.      

    potential pitfalls   
 Although demographic transition can lead to a demographic dividend, 
it can also bring signifi cant challenges with it. Among these are those 
related to population ageing, economic inequality, and a failure to take 
measures to ensure that the population is productively employed. 

 Th e ageing of a country’s population is an inevitable consequence 
of the post-demographic transition period. With lower fertility, new 
generations eventually come to be smaller than previous ones. At the 
other end of the life cycle, increased life expectancy (an indicator of 
better health across all ages) is in part refl ected in large numbers of people 
living to older ages than in the past. Although population ageing is most 
associated with Japan and Europe, it will eventually aff ect many other 
countries, including those in South Asia. 

   Figure 2.12   shows UN projections for the size and share of the 
elderly population in India. Th e 60+ population has already grown 
signifi cantly, but it is set to accelerate in the near future, reaching nearly 
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20 per cent of the population in 2050. Th e 80+ population is projected 
to reach 43 million people by 2050. For South Asia as a whole, the 60+ 
population is projected to reach 431 million in 2050 (19 per cent of the 
total population); the corresponding fi gures for the 80+ South Asian 
population in 2050 are 56 million and 2 per cent. 

 Th e rapid rise in the share of the elderly population has led many 
to wonder whether the burden imposed by a growing dependent group 
will inhibit the capture of the demographic dividend. Th is question 
arises in the broader context of concerns that population aging might 
slow economic growth. Th e concerns stem from several considerations. 
First, simply, older people tend to have considerably lower labour force 
participation and savings rates than prime working-age individuals. 
Th ey very often depend on savings, government transfers, and family 
support. In these respects, they may be a collective drag on economic 
output and economic growth. In addition, the elderly need care and 
companionship, which take the form of fi nancial and human resources 
that could otherwise go toward producing goods and services for the 
broader economy. Th ese considerations and fears have led to considerable 
anxiety over the future of developed and developing economies alike. 
Among the various public policy questions raised have been the issues 
of retirement age and pensions. Although these points are relevant to 
South Asia, they have not risen very high on the policy agenda, perhaps 
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because other economic considerations are so pressing. However, the 
ageing of the region’s population will no doubt bring these issues into 
greater prominence. 

 Notwithstanding the reasons for concern about the economic 
consequences of population ageing, new research on this topic in relation 
to developing countries suggests that there is little reason for major 
worry. Bloom et al. (2010) fi nd that in developing countries the eff ects 
of a higher old-age dependency ratio will be more than counteracted 
by a lower youth dependency ratio. In particular, the size of the labour 
force as a share of the total population is actually projected to rise, on a 
global basis, from 47 per cent in 2005 to 49 per cent in 2050.   Table 2.1   
shows that this ratio is projected to increase for all South Asian countries 
except Sri Lanka. Th is increase will be further augmented by greater 
participation of women in the labour force due to smaller family sizes. 
Th e eff ect of this rise will be that economies will be more, not less, able 
to produce the goods and services needed. 

 Th ere are other reasons to think that population aging will not have 
the dramatic negative eff ects on economies that some have predicted. 
First, with improving health and longevity, more of the elderly are 
able to work well past traditional retirement ages. Even in South Asia, 
where most of the workforce is engaged in the informal sector, people 
are likely to work until later than in the past. Th is trend is abetted by a 
worldwide ‘compression of morbidity’, in which the portion of people’s 
lives in which they are physically or mentally unable to work comes 
later and is shorter than in the past. Second, increased life expectancy 
will tend to lead towards greater savings for workers who anticipate 

     table  2.1 Projected Rise in the Size of the Labour Force as a Share of 
Total Population (per cent)   

2005 2050
Afghanistan 34 43
Bangladesh 46 53
Bhutan 43 52
India 39 47
Maldives 40 50
Nepal 39 48
Pakistan 36 45
Sri Lanka 42 40
Source: Calculations by Bloom et al. (2010), based on United Nations (2009) 
and International Labour Organization Bureau of Statistics (2007).
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a longer period of life after they stop working. Increased savings are 
normally channelled into increased investments, which has a positive 
eff ect on economic growth. Th ird, concern about a dearth of workers 
to replace large cohorts of retiring older workers may be allayed by the 
fact that most developing countries, including those in South Asia, 
have a large population of underemployed and eff ectively unemployed 
people who would like to have work. Th ese people, currently living 
in both urban and rural areas, can be drawn into the labour market 
should shortages loom.6 Fourth, part and parcel of population aging 
is a decrease in the share of children in the population. In particular, 
with fewer children on average in each family, both governments and 
families can aff ord to invest more in the health and education of each 
child. Th is investment can translate into a more productive workforce. 
Finally, business can play a role in responding to aging workforces by 
making changes that encourage older workers to remain in the labour 
force and that limit the fall in productivity that tends to come with 
an older workforce. 

 Inequality is another obstacle that potentially stands in the way of 
realizing the demographic dividend. None of the countries in South 
Asia are entirely homogeneous entities. Each contains numerous sources 
of powerful heterogeneity in such dimensions as language, religion, 
caste, income, and education. Sometimes heterogeneity can be a source 
of constructive synergy. At others, it can be the cause of social and 
political unrest and instability. Insofar as demographic cycles induce 
economic cycles by the arguments made earlier, the extraordinary 
degree of demographic heterogeneity within most South Asian countries 
suggests economic trajectories that are widely diff erent. Policymakers 
must customize policies to local realities to address the possibility that 
geographic differences in economic growth rates could exacerbate 
internal inequality and political frictions and undermine realization of 
the demographic dividend. 

 Finally, it is important to consider the consequences of inaction. Th at 
is, what will happen if countries do nothing in response to demographic 
change? Th e most likely major eff ect will be that a large number of 
young, working-age people will be unemployed or underemployed. 
Th is is of course already the case in many countries, but this situation 
could easily become much worse than it is now. Large numbers of 
unemployed workers (of any age, but perhaps especially of relatively 

6 Th e case of China is considered in Banister et al. (2010). 
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young working-age people) can lead to increased internal confl ict. In 
addition, unemployed young people will eff ectively increase the share of 
the population that is dependent on workers, slowing economic growth. 
And fi nally, the economic insecurity of the elderly can increase, because 
there will be fewer productively employed workers to generate the wealth 
on which both governments and families rely to support the elderly.  

    conclusion   
 Demographic transition leads to the possibility of countries capturing 
a demographic dividend of substantial size. As the ratio of working-age 
people to dependents is currently increasing in South Asia, now is the 
time when the dividend is on off er. 

 It is important to focus on the fact that the demographic dividend 
does not automatically arise when demographic transition takes place. 
What countries do matters; the policies chosen can have a large eff ect on 
the outcome. Among the points to consider are the following:

     1.  The countries in South Asia stand at different points in the 
demographic transition. Some would benefit economically by 
speeding the decline in fertility. Failure to continue (or in some 
instances accelerate) fertility decline will result in a reduced or delayed 
demographic dividend.  

   2.  A high share of working-age people is benefi cial only if those 
people are employed. If they are unemployed, the outcome will 
likely be problematic. Labour market policies must encourage 
employment, but there are choices to be made about how this is to 
be accomplished.  

   3.  Investment in access to healthcare and education and quality 
improvement in these areas is crucial for ensuring that working-age 
people are prepared for the demands of the economy. Advances in 
these areas are of course important independent of demographic 
change; the potential for reaping a demographic dividend is an extra 
spur for policymakers.  

   4.  Sound macroeconomic management is key. An economy that has 
persistently high infl ation is unlikely to be able to take the best possible 
advantage of a large segment of working-age people.  

   5.  Contrary to longstanding development theory, new evidence, 
including that pertaining directly to South Asia, suggests that services, 
rather than manufacturing, are particularly eff ective in leading to 
sustainable growth (Ghani 2010b). Th is fi nding has implications for 
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the type of education that should be off ered to students and young 
adults entering the workforce.  

   6.  Trade policy matters. Many countries have benefi ted by expanding 
their exports, and a large working-age population can benefi t by having 
a country’s products succeed in the external market. Nevertheless, 
imports, unless carefully handled, have the potential to wreak havoc 
with the lives of millions of workers and their families.  

   7.  Government institutions face a wide array of challenges. If governments 
are not up to the tasks they face—of providing infrastructure and other 
public goods and a legitimate and effi  cient policy environment, and 
addressing income and social inequality—a potential demographic 
dividend may be squandered.  

   8.  Relations with other countries and with international financial 
organizations matter and can be important in potentiating economic 
growth.     

 Th e bottomline is that the economies of the countries in South Asia 
have been improving, and to some extent this change has been impelled 
by an increasing share of working-age people in the population. But full 
realization of the demographic dividend depends on the policies that 
countries choose and on their political, economic, and military relations 
with each other and with the rest of the world.   
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    3 
Th e Rise of the Middle Class   

   Homi Kharas    

  South Asia has long been known as a region of poverty with a smattering 
of billionaires. According to the World Bank, more than a billion South 
Asians live on less than $2 per day. At the same time, there are reputed 
to be 69 dollar billionaires in India and a further seven in Pakistan.1 Th at 
could change in the next 15 years. By 2025, when the total population 
approximates 2 billion, South Asia could be a predominantly middle 
class region. 

 Th is change is already under way. South Asia’s2 middle class has grown 
from about 24 million people in 2000 to 72 million today—a growth 
rate of 12 per cent annually. But it started as such a tiny fraction of the 
population that the change is barely noticeable. As a share of the total 
regional population of 1.6 billion, the middle class has expanded from 
1.7 per cent to 4.5 per cent. South Asians have an even smaller share 
(3.8 per cent) of the global middle class of 1.9 billion consumers. 

 But the ranks of the South Asian middle class could be about to swell 
rapidly if rapid economic growth in India, in particular, is sustained. 
Th at, coupled with a large bulge of population that is emerging out of 
absolute poverty and is poised to enter the middle class, would create 
new dynamics in the region. Within 15 years, by 2025, South Asia 
could be a predominantly middle class region with 55 per cent of the 

1 See the Forbes 2010 list of global billionaires. Available at http://www.forbes.
com/2010/03/10/worlds-richest-people-slim-gates-buff ett-billionaires-2010land.html.

2 For the purposes of this chapter, South Asia refers only to the relatively populous 
countries of Bangladesh, India, Nepal, Pakistan, and Sri Lanka.
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population—or a billion people—in this category. Th is change would 
be almost entirely due to India, the largest and most rapidly growing 
country in the region. In fact, because its population growth is faster 
than that of China, India’s middle class could be the largest in the world 
(in terms of numbers of people) by 2025. 

 India’s rapid growth, coupled with urbanization, favourable 
demographic trends that will increase the proportion of the workforce in 
the total population, and relatively equal income distribution that should 
distribute the benefi ts of growth among a broad number, are setting the 
stage for a potentially massive expansion of the middle class. While many 
of the same trends are operating in other South Asian economies, their 
growth performance, given the current policy framework, is unlikely to 
match that of India. 

 Th e evolution of the Indian middle class is exciting because for the 
past decade it is private consumption, fuelled by the middle class, that 
has driven Indian growth. Private consumption in India is almost 60 per 
cent of the gross domestic product (GDP); it reached $750 billion in 
2009, and private consumption growth has accounted for 70 per cent 
of Indian growth since 2000. Even though China’s middle class is larger 
than India’s and China’s growth higher, private consumption accounts 
for a smaller fraction of growth. To put it in perspective, Indian total 
household fi nal consumption expenditure is already higher than Russia’s 
and close to that of Brazil. It is not an exaggeration to say that Indian 
growth will depend on the middle class and the evolution of the middle 
class will depend on Indian growth. 

 Th is chapter discusses the co-evolution of growth and the middle 
class in South Asia. Th e middle class is an ambiguous social classifi cation, 
broadly refl ecting the ability to lead a comfortable life. It usually enjoys 
stable housing, healthcare, and educational opportunities (including 
college) for its children, reasonable retirement and job security, and 
discretionary income that can be spent on vacations and leisure 
pursuits. 

 While recognizing this multidimensional nature of the middle class, 
I use an economic defi nition (in terms of the per capita expenditure of 
middle class households) in order to quantify the size of the middle class. 
Th is is not to suggest that expenditure is all that matters. Indeed, in real 
life, the non-economic attributes of the middle class are likely to be as 
important to growth dynamics as the economic attributes. 

 By 2025, India could be unrecognizable. Th e growth of the middle 
class is likely to be associated with a shift from large-scale informality 
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that characterizes much of the services and manufacturing sectors today, 
to more formal, wage-earning, medium-scale businesses. Cities too will 
grow as job opportunities cluster there. Th e spread of growth across the 
population will be broader if there is suffi  cient migration between states 
and from rural to urban areas. Th e government is unlikely to be able to 
provide the quantity and quality of services that will be demanded, even 
in areas like health, education, and water that have evolved as public 
sector areas in other countries. India will have to adopt hybrid systems 
with private and public service providers. 

 But these changes are all in the realm of the possible, of the potential 
for change, not a forecast of what will happen in South Asia, or even 
what is likely. Th e transformations that are required are formidable and 
unprecedented. But they are not beyond imagination. If India, and other 
parts of South Asia, can replicate the experiences of Japan, the Republic 
of Korea, and China, then sweeping changes, such as those described 
later in this chapter, are possible. But there are more cases, historically, 
of countries like Brazil and Mexico that failed to sustain growth once 
they reached middle income levels. 

 Th e next section provides a defi nition of the middle class that can 
be used in a global comparative way. Th e section that follows measures 
the size of South Asia’s middle class using this defi nition and shows how 
growth can swell the ranks of the middle class, while the fi nal section 
discusses the reverse causality—how a growing middle class can help 
sustain growth. 

    defining the middle class   
 Th e middle class is an ambiguous social category. Many diverse and 
overlapping groups belong to it. Th ey share some common attributes. 
Being in the middle class implies having a comfortable standard of 
living, economic security, and self-reliance. Th e middle classes come 
from a range of occupations: government offi  cials, college graduates, 
rich farmers, traders, business people, and professionals. Th ey are in 
various management and clerical jobs. Many are self-employed in small 
businesses, crafts, and on commercialized family farms. 

 Because of the emphasis on ‘comfortable living’, the middle class can 
be defi ned in relative terms, meaning comfortable compared to others 
in the country, or in absolute terms, meaning comfortable compared to 
others regardless of where they live in the world. Easterly (2000) and 
Birdsall et al. (2000) take a relativist approach, defi ning the middle class as 
those between the 20th and 80th percentiles of consumption distribution 
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and between 0.75 and 1.25 times median per capita income, respectively. 
In more recent work, Birdsall takes a mixed approach, defi ning the 
middle class as those between an absolute global threshold of $10 per 
day and a relative, local threshold of the 95th percentile of income or 
consumption (Birdsall 2010). 

 Bhalla (2002, 2007) takes an absolute approach, defi ning the middle 
class as those with annual incomes over $3,900 in purchasing power parity 
(PPP) terms. Banerjee and Dufl o (2007) use two alternative absolute 
measures—those with daily per capita expenditures between $2 and 
$4 and those with daily per capita expenditures between $6 and $10. 
Milanovic and Yitzhaki (2001) implicitly use an absolute approach by 
discussing the distribution of income among world citizens. Ravallion 
(2009) takes a hybrid approach, defi ning a ‘developing world middle 
class’ as having one range of incomes (between the median poverty line 
of countries in the developing world and that of the US) and a ‘Western 
world middle class’ as having another range (above the US poverty line). 
Th e World Bank (2007) also uses an absolute defi nition, arbitrarily 
defi ning the middle class as those with incomes falling between the mean 
level in Brazil and Italy, or $4,000 and $17,000 in 2000 PPP terms. 

 Following my earlier work (Kharas 2010), I take an absolute approach 
in this chapter, choosing to lay down a global middle class standard. Th e 
idea is that everyone meeting this standard will have the same purchasing 
power regardless of where they live. I defi ne the global middle class as 
those households with daily expenditures between $10 and $100 per 
person in PPP terms. Th e lower bound is chosen with reference to the 
average poverty line in Portugal and Italy, the two advanced European 
countries with the strictest defi nition of poverty. Th e poverty line for a 
family of four in these countries is $14,533 ($9.95 per day per capita 
in 2005 PPP terms). Th e upper bound is chosen as twice the median 
income of Luxemburg, the richest advanced country. Defi ned in this 
way, the global middle class includes those who are not considered poor 
in the poorest advanced countries and those who are not considered 
rich in the richest advanced country. Th e lower threshold also has some 
historical support.3 

 My defi nition is in line with many others, at least at the low threshold 
level that is the more important one for computing the size of the 

3 For reference, clerks in Victorian England in the middle of the 19th century had starting 
salaries of around 100 pounds per year, or about $11,800 in PPP equivalent terms today. 
Many historians believe these clerks formed the core of the ‘great Victorian middle class’.
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emerging middle class in developing countries. Not many people cross 
the upper threshold to the ‘rich’ category over, say, a 15-year time period, 
so the fi gures are not very sensitive to the choice of the upper threshold. 
For comparison, the National Council of Applied Economic Research 
(NCAER) in India defi nes the Indian middle class as households with 
a disposable income of Rs 200,000 to 1 million per year in 2000, or 
$14,675 to $73,370 in PPP terms. Of course, Indian households are 
somewhat larger than equivalent Western households with an average 
size of 4.8 family members, implying that the NCAER’s lower threshold 
approximates $8.40 per day per person in PPP terms (Shukla et al. 
2004). 

 To some extent, the choice of the threshold values that defi ne the 
middle class range is rather arbitrary. If a lower value were to be chosen 
for the lower threshold (as in Banerjee and Dufl o 2007 and Ravallion 
2009), the current size of the South Asian middle class would be higher. 
Regardless, the trend towards a rapid expansion of the middle class if 
growth is sustained at current levels would be the same. 

 Th is is an important point because the estimate of the actual size of 
the middle class depends both on the choice of threshold values as well 
as sampling errors in household expenditure surveys, most notably in 
India, and additional measurement errors in converting these expenditure 
levels into PPP terms. 

 Th e issues with respect to India’s National Sample Survey (NSS) are 
well known. Th e key fact is that the NSS estimate of aggregate household 
expenditure is just over half the estimate for household consumption in 
the national accounts (Ravallion 2003). Th is is thought, at least in part, 
to be because of undersampling of rich households in India. 

 At the same time, there can be considerable measurement errors in the 
price indices used to convert household survey data in national currencies 
into international PPP dollars. All absolute approaches to defi ning the 
middle class are in PPP terms. Here I use the latest results from the 
2005 International Comparison Program (ICP), a joint exercise of the 
UN-OECD-World Bank-regional development banks. Th ese estimates 
compare prices for 1,000 goods and services across 146 countries. Th e 
exercise has been described as ‘the most extensive and thorough eff ort ever 
to measure PPPs across economies’ (World Bank 2008: 9). But serious 
questions remain about the signifi cant changes that have resulted from 
the 2005 measure as compared to previous estimates. In Asia, prices 
were adjusted upwards by almost 40 per cent on average, with price 
changes for large Asian economies being severe: China +38.7 per cent, 
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India +37.2 per cent, Bangladesh +47.3 per cent, Philippines +40.8 per 
cent, and Vietnam +31 per cent.4 For developed countries, such as the 
US (+1.5 per cent), the changes were marginal. 

 Th ere are many reasons to doubt the results of ICP 2005. In China, 
for example, prices were only collected from a handful of cities and, 
according to some reports, only from the most expensive areas within 
those cities. Th ese prices are unlikely to be representative of China as a 
whole as most Chinese still live in rural areas where prices are likely to be 
much lower than in the urban areas from which ICP data were collected. 
On the other hand, prior to ICP 2005, China had never participated 
in a survey, and price levels were inferred from other data. Th e choice 
between inferred data and direct, if imperfectly measured, data is not 
easy to make. 

 One implication of the new series is that historical per capita 
GDP fi gures have also been revised down in PPP terms. Th is leads to 
implausible results. For example, if one takes the new PPP fi gures for 
Chinese GDP per capita in 2005, and works backwards using offi  cial 
Chinese real growth, one arrives at an estimated GDP per capita for China 
of less than $300 (2005 PPP) in the 1960s. Th at would mean that at that 
time China had one-fi fth the income level of the average poor country 
today, or one-third that of Ethiopia or Malawi today. Such fi gures do not 
seem credible nor do they correspond with other estimates. For example, 
Angus Maddison (2009), in his detailed accounting of Chinese growth, 
estimates China’s GDP per capita in 1960 at $660 in 1990 PPP terms, 
equivalent to $900 in 2005 prices. 

 Th e point being made is that globally comparable data are not very 
accurate. We can probably be more confi dent of changes over time than in 
levels of real expenditure when comparing across countries. It is therefore 
less interesting to place too much emphasis on a precise defi nition of 
the middle class range. Th e focus should be on changes over time of the 
number of individuals falling into a specifi c category, even if that has an 
element of arbitrariness about its boundaries.  

    south asia’s middle class: current estimates 
and trends   
 Given that the middle class has been defi ned here in absolute terms, it is 
possible to estimate its size for each South Asian country if the mean and 

4 A positive sign means that prices were raised by the specifi ed amount, also implying 
that real incomes in PPP terms are reduced by a corresponding amount.
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distribution of household expenditures are known. In essence, I try to 
position each household in South Asia on a global expenditure scale and 
count the number of households that fall within the defi ned range. 

 To get statistics on the mean and distribution, I combine 
microeconomic household survey data with macro data. Rather than 
assuming that household surveys give accurate descriptions of the 
mean level of expenditure, I assume that the surveys capture income 
distribution, at least in the middle ranges, reasonably well, but 
systematically under-report expenditure. Some support for this can be 
found in the case of India where the NCAER consumer survey better 
approximates the national accounts estimate for aggregate consumption 
than the NSS survey. 

 For each of the fi ve large South Asian countries that have household 
surveys, I obtain the distribution of household income by decile.5 Th is 
is inputted into the World Bank’s PovCal software to estimate the 
distributional parameters of a quadratic Lorenz curve.6 Th is in turns 
allows us to generate a full income distribution describing expenditure 
levels for every household in the country and that distribution is then 
kept constant over time to develop a scenario of how the middle class 
could evolve over time. 

 Given that all countries have actually witnessed quite signifi cant 
changes in income inequality recently, it might seem a heroic (and faulty) 
assumption to hold income distribution constant. Actually, this exercise 
does not strictly require holding the full income distribution constant 
but only the share of income of those around the middle class range. 
Th is is a weaker and much more realistic assumption. As shown by Palma 
(2006), actual changes in income distribution in developing countries 
have been dominated by changes in the top and bottom percentiles rather 
than in the share accruing to the middle eight deciles. Th e middle share 
has remained relatively constant over time. 

 To estimate the mean of distribution, the World Bank (2007b) uses 
the mean from household surveys while Sala-i-Martin (2002) uses GDP 
per capita. I choose to use the national income accounts measure of total 

5 Th e World Bank household survey data for developing countries are found in the 
PovCalNet database (http://go.worldbank.org/NT2A1XUWP0); data on advanced 
countries are found in ‘Inequality around the World: Globalization and Income 
Distribution Dataset’(http://go.worldbank.org/0C52T3CLM0 ). Both accessed in 
December 2008.

6 The PovCal software can be downloaded from http://go.worldbank.org/
YMRH2NT5V0. For a full discussion of the calculations involved, see Datt (1998).
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household consumption expenditure in 2005 PPP dollars.7 Th is best 
refl ects the concept of purchasing power and the market for consumer 
goods and services which I have focused on as the key characteristic of the 
middle class. Mostly, the trends in these variables follow each other closely, 
so changes over time are not aff ected too much by the choice of mean. But 
in some cases, there can be a signifi cant diff erence. India is one of those 
cases which has been analysed in detail by Deaton and Dreze (2002), who 
make adjustments to both household surveys and national accounts data 
to come up with comparable estimates of poverty changes over time. 

 Given the mean and distribution parameters, PovCal generates a 
headcount of those living below any given expenditure threshold. Th e 
number in the middle class is defi ned as the diff erence between the 
number of people with expenditures below the $100 per day threshold 
and of those with expenditures below the $10 per day threshold. 

 Using this approach, there were an estimated 72 million middle class 
people in South Asia in 2010. India, with 59.5 million middle class, not 
surprisingly, had the largest number, but that simply refl ects India’s large 
absolute population. Pakistan came next with 7 million. As a share of 
its total population, the Indian middle class is still less than 5 per cent. 
Th e highest incidence in South Asia is in Sri Lanka with the middle class 
forming 18 per cent of its population (  Table 3.1  ).8 South Asia’s middle 
class has grown in absolute numbers by 11.6 per cent over the last decade, 
but it started from a very low base. 

   Table 3.1   shows that South Asia’s middle class is just starting to 
become noticeable in global terms. Its 72 million people in this category 
comprise 3.8 per cent of the global middle class.   Table 3.1   also shows 
why the middle class is so important to the American economy—fully 
three-quarters of all Americans belong to the middle class according to 
our defi nition. 

 Th ese fi gures actually underestimate the global economic signifi cance 
of the American middle class because each middle class person does not 
have the same individual purchasing power. Th e average US middle 
class consumer is closer to the top of the range, while the average 
developing-country middle class consumer is closer to the lower 

7 National income accounts data are from the World Bank’s World Development 
Indicators (http://go.worldbank.org/U0FSM7AQ40 ). Accessed in August 2009 and 
updated to 2010 using the IMF’s World Economic Outlook, October 2010.

8 Note that Sri Lanka’s middle class population share is larger than China’s despite 
China having a higher per capita GDP. Th is is because more of Sri Lanka’s GDP goes to 
households for their consumption.
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threshold. Actually the data suggest that the US accounts for over one-
fi fth of global spending by the middle class, while India accounts for 
only 1.8 per cent. 

 But this situation is fast changing as a consequence of diverging 
growth rates in South Asia and the developed world. According to the 
World Bank, South Asia was poised to grow by 6.9 per cent in 2010 
and nearly 7.4 per cent in 2011 thanks to strong growth in India, good 
performance in Bangladesh, a post-confl ict bounce in Sri Lanka, and 
recovery from the fl oods in Pakistan (World Bank 2010: 3). Medium-
term growth scenarios for South Asia show most countries reverting to 
their pre-crisis growth rates, while India continues to accelerate to a new 
normal of up to 10 per cent thanks to a strong technological catch-up 
with advanced economies (  Box 3.1  ). 

 Th e methodology described in   Box 3.  1 can be used to develop growth 
scenarios for each South Asian country.9 Th ese should be interpreted as 
scenarios, not forecasts or projections, based on current policies and trends. 
Th ey are a look at what the future might hold for each country under one 
set of assumptions.   Table 3.2   shows the outcomes of such an exercise. 

 Th e growth scenarios in   Table 3.2   are mostly within the range of 
other commentators. Th ere may well be other outcomes. Sri Lanka could 
recover strongly now that the war is over. Bangladesh has the potential 
to do better, especially if China—its main competitor in the global 
garments industry—moves up the value chain and becomes a more 
expensive locality for low-tech production. Pakistan has the potential 
to do better but has been distracted by political and security challenges. 

9 For the equations and data sources used to develop the scenario, see Kharas (2010).

     table  3.1 South Asia’s Middle Class, 2010   

Number of 
People (million)

Global Share Share of Country 
Population

Bangladesh 1.8 0.1% 1.1%
India 59.5 3.2% 4.9%
Nepal 0.3 0.0% 0.9%
Pakistan 7.1 0.4% 4.1%
Sri Lanka 3.6 0.2% 18.5%
South Asia 72.2 3.8% 4.5%
Memo: China 169.3 9.0% 12.5%
USA 232.0 12.3% 73.7%
World 1,889.1 100% 28.2%
Source: Author’s calculations.
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    Box 3.1  A Growth Scenario Methodology    

 Th e basic framework is a constant-returns-to-scale Cobb-Douglas 
production function with growth dependent on capital accumulation, 
labour force growth, and technological improvements. Capital 
accumulation is determined by investment which is assumed to remain 
at the average rate of the 10 years from 1998 to 2007. Labour force 
growth is taken from UN population projections of the working-age 
group of 15–64-year olds. 

 What remains is the estimation of technological improvements. 
 Following Goldman Sachs and others, I assume that the rate of 

technological improvement in each country has two components. 
First, the global technology frontier is shifting out with new advances 
in science, new products, and new processes. Th is is assumed to remain 
at its long-run historical level in the United States of 1.3 per cent per 
year. Second, most countries are operating within this global frontier. 
Some, with a proven policy track record like India, can catch up rapidly. 
I assume, like others, that the rate at which catch-up occurs is inversely 
proportional to the gap between the per capita income level of the 
country and that of the United States which is represented as the global 
leader in technology. Other countries, including Bangladesh, Nepal, 
Pakistan, and Sri Lanka, have no proven track record of convergence. 
I assume no change in policy and so simply assign a zero ‘catch-up’ rate 
for these countries. Of course, with a change in policy course, these 
countries too could become ‘convergers’, but the base scenario does 
not assume this will happen. 

 Th e modelling framework may appear overly deterministic and 
devoid of policy content, but several of the variables refl ect policy 
choices. For example, some analysts, like Bhalla (2008) emphasize the 
role of undervalued exchange rates in promoting rapid growth over 
long periods of time. In our model, this same outcome is achieved as 
undervalued exchange rates lower a country’s income level relative to 
that of the United States and induce more rapid technological growth. 
As another example, openness and other reform measures may show 
up in higher investment rates as businesses enter new sectors or may 
be captured by a demonstrated track record of convergence, boosting 
projected total factor productivity (TFP) growth. Implementation 
eff ectiveness, governance, and institutional development are captured by 
giving higher rates of technical progress to countries with demonstrated 
high levels of growth which are indicative of their institutional 
depth.  
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Indeed, these are so severe that it could do even worse than its historical 
record would suggest. 

 A great question mark surrounds India. Here the growth scenario is 
at the top end of the range of most other analysts. Th e Eleventh Five-
Year Plan, developed by the Planning Commission in November 2007 
to provide a macroeconomic scenario for 2008–12, envisages growth of 
9 per cent. But the Prime Minister has pushed for 10 per cent growth 
to accelerate reduction in poverty. India’s former Chief Economic 
Adviser in the Ministry of Finance, Dr Arvind Virmani, proposes 
9 per cent as the sustainable trend level for the next fi ve years, but notes that 
the trend level has been rising (Basu 2008). As early as 2001 a McKinsey 
report on India indicated that a 10 per cent growth rate was achievable, 
driven by productivity improvements stemming largely from removing 
distortions in land and product markets (McKinsey Global Institute 
2001). Th e International Monetary Fund (IMF), in a recent review of 
the Indian growth potential, shows that scholars have systematically 
been raising their estimates of India’s long-run prospects: Rodrik and 
Subramanian (2004) to 7.3–7.6 per cent, Bosworth and Collins (2006) to 
8–8.4 per cent, World Economic Outlook (Fall 2006) to 8.7–9 per cent, 
and Poddar and Yi (2007) to 9.5–9.8 per cent (Oura 2007). Actual 
Indian economic growth per capita for 2010 is forecast by the IMF at 
9.75 per cent (IMF 2010: 23). 

 Th ere are many reasons for being optimistic about India’s growth 
prospects today.   

    1.  Growth in Asia is strengthening, and India will benefit from 
neighbourhood eff ects—the fastest-growing markets in the world will 
be closer home. Already China is India’s largest trading partner.  

     table  3.2 GDP and Population Growth Assumptions, 
2010–25 (per cent)   

GDPpc PPP Growth Population Growth
Bangladesh 2.30 1.40
India 10.00 1.10
Nepal 2.50 1.80
Pakistan 3.00 1.80
Sri Lanka 1.80 0.30
Source: Author’s calculations; United Nations, World Population 
Prospects.
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   2.  India recovered well, in fact almost unscathed, from the Great 
Recession, demonstrating the healthy underlying condition of its 
fi nancial sector.10  

   3.  Indian investment levels (foreign and domestic) and manufacturing 
growth have started to pick up, with record portfolio capital infl ows 
recently.  

   4.  India has turned the corner on public-sector debt—the share of interest 
in GDP that must be fi nanced from budget resources has fallen since 
2002, leaving more fi scal space for infrastructure spending.  

   5 . Indian demographics and urbanization are favourable.  
   6 . India’s emerging middle class can drive growth in the same way as in 

other countries.  
   7.  Th e shift in values that underpins the political economy of reforms 

appears to be well under way in India, suggesting that there will be 
sustained eff ort to continue along the path of good economic policies 
and structural reforms that was embarked upon in 1991.     

 Ultimately these advantages must be translated into real achievements, 
and India still faces a daunting array of constraints that should not be 
underestimated. But the potential for more rapid growth seems to be 
signifi cant. 

 From a historical perspective, India would not be unique if it achieved 
this growth. In fact, China saw an increase of 11.3 per cent (in constant 
US dollars) in its per capita income from 1993 to 2008. Th e Republic 
of Korea saw an income growth of 10.7 per cent over 30 years between 
1965 and 1995. Th ese are, of course, diff erent countries with diff erent 
growth strategies and trajectories, but in reality India has tracked China 
very closely, with a 10-year lag, over the last 15 years (  Figure 3.1  ). Should 
it continue to do so, the growth scenario depicted in the preceding 
discussion could come to pass. 

 With a specifi ed growth scenario and income distribution parameters, 
it is possible to examine the implications for the evolution of the middle 
class over time.   Table 3.   3 shows what could happen in South Asia. 

   Table 3.   3 shows the dramatic expansion in South Asia’s middle class, 
driven by the expansion of the Indian middle class. From 72 million 
people, South Asia could have over a billion middle class consumers by 
2025, representing one-quarter of the global total. South Asia would 

10 Warren Buff ett is reputed to have quipped: ‘You only know who’s swimming naked 
when the tide goes out.’ India is clearly well clad.
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become a largely middle class region, with India’s middle class having the 
same share of its population, as the United States does today. Sri Lanka 
too, even with relatively modest growth, would have a big expansion in 
its middle class, which would amount to 30.3 per cent of its population. 
But the other South Asian countries would lag behind. 

 A visual demonstration of why India’s middle class could expand so 
rapidly is provided in   Figure 3.2  .11 In this fi gure, the vertical axis shows 
the cumulative distribution of the population and the horizontal axis 
shows per capita GDP. Each point on the line shows the fraction of 
the population with income levels below the value represented by the 
horizontal axis. For example, the light grey line in the picture, representing 
incomes in 2005, shows that about 98 per cent of the population had 
incomes below $10 per day, while perhaps 35 per cent of the population 

11 Appendix A3.1 has similar figures for the other four major South Asian 
countries.
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    figure 3.1  India and China Growth Trajectories    
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had incomes below $2.50 per day. As economic growth happens, the lines 
shift to the right. Th e black line shows the scenario in 2015. Already, 
substantially fewer people (83 per cent of the population) have incomes 
below the $10 per day lower threshold for the middle class, but most 

     table  3.3 South Asia’s Middle Class, 2010–25   

Number of People: Global Share
(million)

Share of 
Country 

Population
2010 2025 2010 2025 2010 2025

Bangladesh 1.8 4.9 0.1% 0.1% 1.1% 2.4%
India 59.5 1026.1 3.2% 24.8% 4.9% 70.9%
Nepal 0.3 0.8 0.0% 0.0% 0.9% 2.1%
Pakistan 7.1 28.9 0.4% 0.7% 4.1% 12.8%
Sri Lanka 3.6 6.2 0.2% 0.1% 18.5% 30.3%
South Asia 72.2 1066.9 3.8% 25.8% 4.5% 55.1%
Memo: China 169.3 844.5 9.0% 20.4% 12.5% 58.4%
USA 232.0 198.5 12.3% 4.8% 73.7% 55.9%
World 1,889.1 4,136.4 100% 100% 28.2% 53.4%
Source: Author’s calculations.
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people will have overcome the $2.50 per day threshold. By 2025, the 
line will have shifted again to the right, and by then less than 30 per cent 
could have incomes below our middle class threshold of $10 per day. 

 Th ese are stylized facts. Of course, because of the unevenness of 
growth, in spatial, ethnic, caste, and other terms, not everyone will share 
equally in India’s growth. Th e shape of the tail of the distribution could 
change if some groups become marginalized. But that is unlikely to aff ect 
the large improvements in living standards for the bulk of the population 
that is already above $2.50 per day. Th ose are the people who will be 
joining the ranks of the Indian middle class in the next 15 years. 

 In this baseline scenario, with India and China having large middle 
class populations, the world would become increasingly middle class. But 
the United States would have a lower number of middle class people in 
absolute terms and a rapidly declining share of the global total. Th is is 
not because the United States is becoming poorer; quite the opposite, it 
is because it is becoming richer. Th e children of today’s middle class are 
more likely to be rich, with higher education levels and large inheritances 
from their baby boomer parents. 

 A noteworthy feature is the differential performance of India 
and its neighbours. Until now South Asian income levels have been 
approximately the same. Within-country income diff erentials have far 
exceeded across-country ones. Th at could change if the growth scenario 
shown here comes to pass. A middle class India would stand in sharp 
contrast to its much poorer brethren to the east and west.  

    how the middle class can sustain growth   
 While it is clear that growth can create a middle class, the reverse is also 
true, that is, a large middle class can help sustain growth. Th e middle class 
has played a special role in economic thought for centuries. Emerging 
as the bourgeoisie in the late 14th century, while derided by some for its 
economic materialism, it provided the impetus for expansion of a capitalist 
market economy and trade between nation states. Ever since, the middle 
class has been considered a source of entrepreneurship and innovation, 
setting up the small businesses that make a modern economy thrive. 

 Banerjee and Dufl o (2007) list four specifi c contributions that the 
middle class can make to economic growth. 

 First, they note the links between the middle class and democracy. 
Researchers have found broad international support for many key features 
of democracy, such as individual rights and free and fair elections, in 
poor countries as well as in rich countries. Still, members of the global 
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middle class tend to have a more intense desire for democracy than 
their fellow citizens, and governments of middle class countries will be 
more inclined to allow democratic expressions to fl ourish (Pew Global 
Attitudes Project 2009). Usually the middle class is disinclined towards 
radical reforms. A large middle class generates a shift towards the centre 
and reduces the risk of sudden changes in rules and regulations. Th is 
certainty reassures investors. 

 While intuitively appealing, evidence for the strength of the causal 
link from democracy to growth is mixed. Barro (1996) found a weak 
(and slightly negative) impact of democracy on economic growth in a 
panel regression of 100 countries from 1960 to 1990, but his results 
are conditional on maintenance of the rule of law, free markets, small 
government consumption, and high human capital. He does not go 
further to ask whether these outcomes themselves are associated with 
democracy or indeed a large middle class. Lehoucq (2008) goes further 
and explicitly links better growth performance in Costa Rica with 
democracy and political competition. His conclusion: ‘stable democracy 
unambiguously helps development’ at least in Latin America. 

 Second, Acemoglu and Zilibotti (1997) emphasize the role of the 
middle class as a source of entrepreneurs. Th is follows the original tradition 
of defi ning the middle class in terms of occupation and diff erentiating it 
from the nobility or peasants who characterized the feudal economy. It 
is often claimed that small businesses and family farms—the heart of the 
middle class—made America great. But Banerjee and Dufl o (2007) fi nd 
that the average middle class person is not an entrepreneur in waiting. 
If they do run a business, it is usually small and not very profi table. Th is 
fi nding does not necessarily contradict the commonly held view that 
entrepreneurs come from the ranks of the middle class. After all, there 
are many middle class people (at least in successful economies) and much 
smaller numbers of entrepreneurs. So it can still be the case that most 
entrepreneurs come from the middle class, even if most of the middle 
class are not entrepreneurs. 

 Th ird, Doepke and Zilibotti (2007) emphasize the contribution of 
the middle class to human capital and saving. But Kenny (2008) fi nds 
evidence of beta convergence in most human capital variables—education, 
infant mortality, and life expectancy—implying that the lower the starting 
point the more rapid the rate of accumulation of human capital. Th is is 
the opposite of what would be expected if saving rates and the willingness 
to invest in human capital were higher among middle class households. 
Similarly, studies on countries like China fi nd that households save a 
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considerable portion of their income even when they are near poor (World 
Bank 2009). Th us there is nothing special about the middle class in terms 
of its contribution to human capital. If anything, the evidence points to 
a slowing down in the rate of human capital formation (albeit from a 
much higher base) as households enter the middle class. 

 However, there is clear evidence that values and behaviours do change 
as families attain middle class status. Already a shift is taking place in India. 
Various rounds of the World Values Survey provide some information 
about how Indian society is changing. Perhaps the most interesting 
questions from the perspective of this chapter are those dealing with the 
political system, with jobs, and with qualities for the next generation. 

 In 1995, only 26 per cent of the Indian sample of 1,275 respondents 
was prepared to say ‘no’ when asked if democracy was bad for the 
economy, implying they thought democracy could be good for growth 
(  Table 3.4  ). Six years later, in 2001, the share had risen to 38 per cent. By 
2006, 70 per cent of respondents thought a democratic political system 
was fairly or very good for governing the country. 

 In 1995, only 47 per cent of respondents felt that it was important 
that their jobs be interesting. Th e vast majority valued pay and security 
as the only important elements of a job. By 2001, while pay and security 
remained important, job interest was identifi ed as important by 74 
per cent (  Table 3.4  ). Th e percentage of respondents who felt that the 
opportunity to use initiative in a job was important rose from 46 to 64 
per cent between 1995 and 2001. Th ese data suggest a changing ethos 
towards work. Where interest levels and initiative are important, it is 
likely that labour productivity and job satisfaction will also be high. By 
the time of the 2006 survey, 70 per cent said that work should come fi rst 
even if it meant less spare time. 

 Th e qualities that parents feel that their children will need to get ahead 
have also changed. On these questions it is possible to compare 1990 
with 2001 and 2006: independence (30 per cent to 56 per cent to 67 per 
cent); hard work (67 per cent to 85 per cent to 82 per cent); thrift and 
saving (24 per cent to 62 per cent to 56 per cent); and determination and 
perseverance (28 per cent to 46 per cent to 41per cent). By 2006, 68 per 
cent of the parents felt that a feeling of responsibility was important for 
their child to get ahead. In other words, the changing values associated 
with middle income families are already visible in India. 

 Th e fourth hypothesis about what makes the middle class special 
focuses on consumption. Business houses such as Nomura (2009) argue 
that there is a kink in consumer demand curves around $6,000 per capita. 
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     table  3.4 Shifting Values as the Indian Middle Class Expands   

Values 1990 1995 2001 2006
Is democracy bad for the economy? (% No) 26 38
Having a democratic political system for 
governing the country (% very good, fairly good)

70

Is a prospering economy an essential characteristic 
of a democracy?
 (% Yes) 42
 (% No) 10
First choice for aims of the country for the next 
10 years
 A high level of economic growth 40
 Strong defence forces 12
 People have more say in how things are done 11
  Trying to make our cities and countryside 

more beautiful
18

Is it important that your job be interesting ?
(% Yes)

47 74

Is it important to be allowed initiative in your 
job? (% Yes)

46 64

Work should come fi rst even if it means less 
spare time
 % Agree, strongly agree 70
 % Disagree, strongly disagree 11
What is most important for your child to get 
ahead? (2010 version: Which of these qualities are 
especially important for children to learn at home)
 Independence (% Yes) 30 56 67
 Hard work (% Yes) 67 85 82
 Th rift and saving (% Yes) 24 62 56
 Determination and perseverance (% Yes) 28 46 41
 Feeling of responsibility (% Yes) 68
Source: World Values Survey, Rounds 1990, 1995, 2001, and 2006.

Above this level, the income elasticity for items like consumer durables as 
well as for services like insurance increases well above one. Th is remains 
the case until income levels surpass $25,000.12 At that point, the income 
elasticity drops again. 

12 Actually, the Nomura analysis plots ‘per capita expenditure of almost anything’ 
against GDP per capita. Note that a GDP per capita of $6000 corresponds quite closely 
with a per capita household expenditure fi gure of $3650 (or $1/day).
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 Th e expanding demand for consumer durables—cars, motorcycles, 
televisions, air conditioners, mobile phones, and refrigerators—is already 
leading to an acceleration in manufacturing in India. Unlike East Asian 
countries that built their manufacturing industries as export platforms, 
South Asian manufacturing is largely domestically oriented (except for 
Bangladeshi garments). 

 Th e middle class is also demanding housing, shopping malls, and 
other infrastructure, and can aff ord to take an annual vacation, boosting 
domestic tourism. It saves for its own retirement, for housing, and for 
children’s education, providing the resources for fi xed capital formation, 
especially when there are two-income families. In short, most examples 
of rapid sustained economic growth coincide with the development and 
expansion of the middle class. 

 Murphy et al. (1989) concretize this argument. According to them, 
industrialization has fi xed costs. Because international trade is costly, 
there must be a domestic market of a certain size to overcome these costs. 
Th e domestic market, in turn, is a function of the number of people 
with suffi  cient income to buy a product. In poor countries, if there is 
too much equality, individual income levels do not rise to a level which 
leads to a high demand for manufactures—most income being spent 
on basic necessities. On the other hand, if there is too much inequality, 
there are not enough people in the market to cover the fi xed costs of a 
manufactured product. If instead there is a sizeable middle class, then 
a large enough number of potential customers to support industrial 
development exists. 

 Others have also emphasized the consumption role of the middle class. 
Schor (1999) has argued that it is a ‘new consumerism’ that defi nes the 
middle class: a constant, ‘upscaling of lifestyle norms; the pervasiveness 
of conspicuous, status goods and of competition for acquiring them; and 
the growing disconnect between consumer desires and incomes’. 

 Middle class consumers are willing to pay a little extra for quality. 
Th at encourages product diff erentiation and fi rms that are successful in 
meeting these new demands will have higher profi t margins. Th ey also 
invest more in production and marketing of new goods. In this model, 
once the middle class passes a threshold size, a virtuous cycle is initiated: 
a bigger middle class spends more, leading to higher business profi ts, 
savings and investment, higher growth, and a larger middle class. 

 Due to its good economic performance lately, a new middle class has 
started emerging in South Asia. Th is middle class has a comfortable lifestyle, 
even by global standards. Th is is most evident in India and Sri Lanka. 
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 However, the Indian economy alone in South Asia appears poised 
for growth at ‘miracle-like’ rates, that is, at rates that emulate the few 
countries in East Asia that have had successful development over many 
years. If this growth is sustained over the next 15 years, South Asia could 
be transformed. India would emerge as a region with a middle class that 
is proportionately as large as that of the United States today. 

 Th e implications of such a shift are far-reaching and go well beyond 
the economics of a larger consumer market in the region. Th ey extend to 
shifting values, politics, and attitudes. Th ere is already evidence that this 
is changing the face of Indian society. If it does not also occur elsewhere 
then the rough parity between countries on the subcontinent will give 
way to more dramatic diff erences. 

 Th is chapter has argued that a massive shift in India towards a middle 
class society is in the making. Others have made similar claims, but with 
diff erent quantifi cation methods. In the fi nal analysis, the precise numbers 
are less relevant than the trends—and those seem to be strong at present. 
Growth, urbanization, education, home ownership, formal-sector jobs, 
and better economic security are a cause and consequence of India’s 
expanding middle class. A more prosperous South Asia, with democratic 
governance and a demand for liberal economic policies, could be taking 
shape. If it does, it will fi nally spell the end of the ‘Licence Raj’.  

    appendix A3.1 the evolution of the middle 
class in south asian economies     
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Harnessing Globalization  

   Weishi Grace Gu and Eswar Prasad    

  Th e integration of the world economy through increasing trade and 
fi nancial linkages took a hit during the global fi nancial crisis. Now that 
recovery is underway, the rapid growth of global trade and fi nancial 
fl ows has resumed, indicating that the crisis resulted in only a temporary 
setback to the forces of globalization. 

 Of course, globalization is not an end in itself; nor is it an unqualifi ed 
benefi t. Th e literature seems to have moved towards a consensus that 
trade liberalization promotes growth, although it can have distributional 
consequences that favour some groups over others. At a macroeconomic 
level, however, trade is seen as clearly benefi cial.1 Indeed, there is also 
some evidence that developing economies that are more open to trade 
are less susceptible to crises and recover faster from crises that do occur 
(see Frankel and Cavallo 2004 and Cavallo 2005). 

 Th e literature on the costs and benefi ts of fi nancial integration is more 
controversial. Th eory suggests that fi nancial openness should benefi t all 
countries by promoting more effi  cient international allocation of capital, 
and also consumption smoothing via international risk-sharing. Th e 
strong presumption was that these benefi ts ought to be large, especially 
for developing countries that tend to be relatively capital poor and have 

1 For empirical evidence showing that trade openness has a direct and positive eff ect 
on economic growth, see, for example, Frankel and Romer (1999) and Dollar and Kraay 
(2003). Rodriguez and Rodrik (2002) present a contrarian view but, as summarized in 
recent surveys by Krueger and Berg (2003), Baldwin (2004), and Winters (2004), the 
weight of the evidence supports the by now conventional wisdom that trade is good for 
growth.
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more volatile income growth. However, the empirical literature is far from 
conclusive. Indeed, Prasad et al. (2003) conclude that, taken as a whole, 
the vast empirical literature provides little robust evidence of a causal 
relationship between fi nancial integration and growth. Moreover, they 
conclude that among developing countries, the volatility of consumption 
growth relative to income growth appears to be positively associated with 
fi nancial integration, the opposite of what canonical theoretical models 
would predict. In theory, access to international markets should allow all 
countries to smooth consumption by insuring against country-specifi c 
income risk. 

 Kose et al. (2009a) provide a framework that yields some more 
nuanced perspectives on fi nancial globalization. Th ese authors argue 
that far more important than the direct growth eff ects of access to 
more capital is how capital fl ows generate a number of what they label 
‘potential collateral benefi ts’ of fi nancial integration. Th ere is now a 
rapidly growing literature showing that fi nancial openness can, in many 
but not all circumstances, promote development of the domestic fi nancial 
sector, impose discipline on macroeconomic policies, generate effi  ciency 
gains among domestic fi rms by exposing them to competition from 
foreign entrants, and unleash forces that result in better government 
and corporate governance. 

 Kose et al. (2009b, 2009c) point out some complexities in managing 
the cost-benefi t trade-off . For developing countries, fi nancial globalization 
appears to have the potential of playing a catalytic role in generating this 
array of collateral benefi ts that may help boost long-run growth and 
welfare. At the same time, opening the capital account without having 
some basic supporting conditions in place can delay the realization of 
these benefi ts, while making a country more vulnerable to sudden stops 
of capital fl ows. Th is is a fundamental tension between the costs and 
benefi ts of fi nancial globalization that may be diffi  cult to avoid and 
ultimately the balance depends on country-specifi c conditions, including 
institutional and fi nancial development. 

 In this chapter, we evaluate the extent and nature of integration of South 
Asian economies with world trade and fi nancial systems, using this vast 
academic literature as a reference point. Our analysis covers Bangladesh, 
Bhutan, India, Nepal, Pakistan, and Sri Lanka. Th ese South Asian economies 
have participated in the phenomenon of globalization to varying extents. As 
noted earlier, globalization is not an end in itself and the benefi t-cost calculus 
depends to a signifi cant extent on the structure of a particular economy and 
the nature of its integration into world trade and fi nance. 
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 Hence, in the next section of this chapter, we begin our analysis by 
providing an empirical characterization of growth patterns in South 
Asia. On average, economies in this region have experienced decent gross 
domestic product (GDP) growth of 5.5 per cent over the last decade. 
We also examine the composition of growth in these economies, an 
issue that is particularly relevant in the context of recent discussions on 
global rebalancing of growth (see Prasad 2011). We fi nd that in these 
economies consumption is in fact the main driver of growth and the 
trade balance is generally negative. Th us growth looks a lot more balanced 
and less dependent on external demand than is the case with some East 
Asian economies such as China. Employment growth, however, remains 
a challenge even for some fast-growing economies in the South Asian 
region. We also look at the region’s dependence on external trade from 
diff erent perspectives. 

 In the next section, we focus on service sector growth and services 
exports of South Asian economies. One of the interesting fi ndings from 
this analysis is that growth in the services sector among economies in 
the region has already outpaced that of many other emerging markets 
and has led to a diverging growth path from the rest of Asia. Th e 
importance of services exports to economies in the region may in 
fact have played a role in allowing these economies to recover more 
quickly from the global fi nancial crisis than countries whose exports 
are dominated by manufactured goods, as services exports held up a lot 
better during the crisis and in the early stages of the global economic 
recovery. 

 In the following section, we provide another perspective on the 
balance of growth that ties together the domestic and international 
implications by examining patterns of national savings and investment. 
An analysis of the evolution of savings–investment balances is especially 
relevant for understanding the dynamics of global imbalances. In the 
penultimate section we broaden this discussion by examining capital 
infl ows to South Asia and the accumulation of foreign exchange reserves. 
In general, South Asia has had increasing openness to capital infl ows 
but the de facto fi nancial integration of each of its economies with the 
world economy, as measured by fi nancial fl ows relative to the size of 
their domestic GDP, has remained modest. Th e countries in the region 
maintain relatively large levels of foreign exchange reserves and this 
should reduce the vulnerability of these economies to external crises. 
Th e concluding section contains a summary of the main fi ndings and a 
discussion of policy implications. 
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    Composition of Growth   
 In this section, we characterize some of the key patterns of growth in 
the South Asian economies and also examine related outcomes, such 
as employment growth. It is useful to start off  with a description of the 
evolution of the structure of GDP from a national accounts perspective. 
  Table 4.1   shows the shares of diff erent components of GDP for three 
years—1995, 2000, and 2009. We show the data for each South Asian 
economy, averages for the group, and some comparative data for other 
countries and country groups.2 

 Th e median share of private (household) consumption in South 
Asian countries’ GDP fell from 76.6 per cent in 1995 to 65.2 per 
cent in 2009. Th e median shares of government consumption and 
investment increased from 9.5 and 23.7 per cent respectively in 1995 
to 11.9 and 28.8 per cent in 2009. Th e median share of net exports in 
GDP was relatively stable at around –7.7 per cent. 

 Of course, these averages mask substantial diff erences across countries. 
Among the major South Asian economies, the most dramatic shift in 
the share of private consumption swas recorded by Bangladesh. Its 
share in GDP fell from 73 per cent in 2000 to 66 per cent in 2009. 
Bhutan is the only South Asian economy where private consumption 
now accounts for less than half of its GDP (48.5 per cent), while its 
government consumption is over a quarter of its GDP, much higher than 
other Asian and developed countries in our sample. In Bangladesh, the 
shares of both investment and net exports rose markedly—by about 4 
and 3 percentage points respectively—from 2000 to 2009. Th ere is a 
signifi cant decline in the share of private consumption in India’s GDP 
as well—from 64.2 per cent in 2000 to 59.5 per cent in 2009—with 
investment taking up the slack. Th e share of private consumption and 
investment in Sri Lanka’s GDP declined as well—from 72.1 and 28 per 
cent respectively in 2000 to 64.3 and 23.8 per cent in 2009—while 
government consumption and net exports increased. In Nepal, there was 
a surge in the share of investment, which was off set by a corresponding 
expansion of the trade defi cit. Overall, South Asian countries’ private 
consumption, investment, and net exports shares similar to the averages 
of Asian developing countries, while their government consumption 

2 We show medians rather than means in these calculations to mitigate the eff ects of 
outliers in these small samples. In any event, using means rather than medians made little 
diff erence to the patterns we discuss in the text. Th e reported averages treat each country 
as a unit; there is no weighting for country size. 
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ratios are mostly higher than those of Asian developing countries (except 
Bangladesh) and close to that of Asian emerging markets. 

   Table 4.2   shows average GDP growth rates over the period 2000–9 
for each country in the sample. Th e next fi ve columns to the right of 
GDP growth show the contributions of diff erent components to GDP 
growth. Th ey are total consumption (which is further broken down into 
private and government consumption), investment, and net exports. All of 
them should add up approximatedly to the overall GDP growth. Th e last 
column of the table shows employment growth in the formal sector. 

 Consumption is typically the largest component of GDP, so it is 
usually the case that consumption growth tends to track overall GDP 
growth. On average, total consumption growth (private and public) 
contributes about 4.2 percentage points to GDP growth, relative to 
median GDP growth in the sample of about 5.5 per cent per annum. 
In other words, consumption growth on average accounts for over three-
quarters of GDP growth among the six countries in the sample. 

 Th ere are two economies—Nepal and Sri Lanka—for which the 
contribution of consumption growth amounts to 90 per cent of GDP 
growth, well above the sample average. At the other extreme is Bangladesh, 
where consumption growth contributes about 3.6 percentage points out 
of 5.8 per cent GDP growth. 

 What is the relative importance of private versus government 
consumption in driving GDP growth? Private consumption growth 
strongly dominates total consumption growth in most sample countries, 
with the notable exception of Bhutan (where private and government 
consumption weight almost equally, with the former being 40 per cent 
and the latter 30 per cent; note that Bhutan also has a higher government 
consumption share in GDP than other countries in   Table 4.1  ). On 
average, private consumption growth accounts for four-fi fths of the total 
growth contribution of consumption. 

 Investment growth on average accounts for about 1.7 percentage 
points of GDP growth. Both India and Nepal get relatively high 
contributions from investment growth, nearly 4 percentage points per 
annum in the case of India and close to 2.3 in Nepal. It is worth noting 
that only in Nepal does investment growth contribute more than 50 per 
cent of GDP growth. Another key fact about India’s investment growth 
is that it is heavily fi nanced through foreign capital (as we will see later, 
India now runs a large current account defi cit). 

 Another aspect of the balance of growth is related to dependence on 
external trade for growth. Here it is important to be careful about the 
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use of the term ‘export-led growth’. Even if a country has a very high 
level of exports relative to GDP, it could have a balanced trade account, 
which would mean that  net  exports were not contributing much to the 
bottomline in terms of GDP growth (Prasad 2011). 

 Th e penultimate column of   Table 4.2   shows that, on average, net 
exports make a slightly negative contribution (–0.3 percentage points) 
to overall GDP growth among the countries in the region. For three of 
the six economies in the sample, net exports contributed −0.8 percentage 
point or below to GDP growth. Th e average contribution of net exports 
to growth is positive in the cases of Bangladesh, Bhutan, and Pakistan. 

 Overall, South Asia is on a reasonably balanced growth path on 
average, with about 70 per cent growth contributed by consumption, 20 
per cent by investment, and 10 per cent by net exports, similar to other 
Asian and developed countries.  

    Employment Growth   
 A diff erent way of thinking about the composition of growth is how 
much employment is generated in the process of achieving that growth 
rate. Th e last column of   Table 4.2   shows that the cross-sectional median 
of employment growth over the period 2000–9 was about 2.5 per cent. 
Th e two economies with the lowest average rate of employment growth 
were India and Sri Lanka. It is striking that in India net employment 
growth, at 1.9 per cent per annum, was only about one-fi fth the pace 
of output growth. Th is is consistent with the fi ndings of Bosworth et al. 
(2007) and Gordon and Gupta (2004). Th ey both show that to date, the 
increase in India’s output growth has been associated with little increase 
in overall rates of job creation. Moreover, while agricultural output has 
fallen as a share of GDP, agriculture’s share in total employment remains 
surprisingly high. Th e authors point out that there could be signifi cant 
productivity gains from further sectoral reallocation of labour, moving 
from agriculture to other sectors.  

    Dependence on Trade   
 Returning to the issue of dependence on export-led growth, we present 
some additional trade data in   Table 4.3  . Th e fi rst three columns show, 
the ratio of total trade (imports + exports), exports, and trade balance 
(exports – imports) to GDP for 2000.3 Th e measure of exports and 

3 Data on the trade balance ratio to GDP should in principle match the data reported in 
  Table 4.1  . Th ere are some discrepancies due to the fact that data in   Table 4.1   are taken from the 
national income accounts while the data in   Table 4.3   come from the balance of payments. 
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imports used here includes goods and non-factor services. Th e next three 
columns show the same three ratios, but for 2009. Th e median ratio of 
exports to GDP increased from about 14 per cent to 20 per cent during 
this decade, suggesting a higher level of dependence on exports. But the 
median ratio of trade balance (or net exports), which is of relevance to 
the GDP bottomline, has in fact become much more negative and, on 
average, was about –11 per cent of GDP in 2009. Th is is down from a 
median of about –8 per cent of GDP in 2000, refl ecting a faster rise of 
imports into the region during the past decade. 

 For all the countries in the sample, the trade balance has on average 
been negative during the 2000s. But there are wide disparities in the 
region. Th e largest average trade defi cits are recorded by Nepal, Bhutan, 
and Sri Lanka. Nepal’s trade defi cit increased from 14 per cent of GDP 
in 2000 to 28 per cent in 2009, resulting in about equal parts from 
declining exports and rising imports. India’s and Pakistan’s trade defi cits 
also grew over the past decade, even though their exports increased. 
While trade openness has increased in most South Asian economies 
during 2000–9, the increase in volume of trade has not kept pace with 
GDP growth in Sri Lanka. Overall, trade growth among South Asian 
economies appears similar to the patterns observed in the broad group 
of Asian emerging markets.  

    Service Industry and Trade in Services   
 Although overall trade data suggest that growth in South Asian 
economies’ trade is similar to that in a broader sample of Asian emerging 
markets, there are still signifi cant disparities in the structure of trade 
patterns across these two groups. One of the distinctive features of 
South Asian economies is that they have undergone what some authors 
have characterized as a services revolution over the past three decades 
(Ghani 2010). 

 How big is the services sector in South Asia? Ghani and Kharas (2010) 
show that among the countries in the region, the services sector’s share 
in GDP has been steadily growing from 40 per cent in 1980 to 55 per 
cent in 2005, while the share of manufacturing has stayed relatively stable 
at around 20 per cent. Among the countries in our sample, in 2005, 
Sri Lanka’s services sector accounted for about 60 per cent of the GDP, 
while that ratio is about 55 per cent for India and Pakistan and 43 per 
cent for Nepal. Among East Asian economies, by contrast, the share of 
manufacturing in GDP is about 45 per cent, with a growing services sector 
that on average still accounts for only about 45 per cent of GDP. 
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 Ghani and Kharas (2010) also report the contributions of the services 
sector to GDP growth in Bangladesh, China, India, Korea, Pakistan, and 
Sri Lanka for the periods 1980–5 and 2000–7. In the early 1980s, four 
South Asian countries and Korea had a relatively large contribution to 
the GDP from their services sector, of about 40 to 55 per cent. In India, 
the services sector contributed about 40 per cent of GDP growth during 
that period while the corresponding fi gure for China was only 30 per 
cent. By the 2000s, services sector growth contributed about 60 per cent 
of GDP growth in India. Th e growth contribution of the services sector 
remained low in China, at around 40 per cent. 

 Clearly, there has been a divergence in the sectoral distribution 
of growth between South Asian countries and China. Ghani (2010) 
concludes that South Asia has witnessed a services-led growth that is very 
diff erent from the manufacturing-led growth in China or, more generally, 
the emerging markets of East Asia. More recently, the growth patterns of 
these two groups have been converging in terms of the sectoral distribution 
of growth and the relative shares of services and manufacturing in GDP. 
Th e share of services output in GDP has increased signifi cantly in China 
in recent years, while manufacturing growth has picked up in many South 
Asian economies, including Bangladesh, India, and Pakistan. 

 It is worth further examining the evidence on what kinds of services 
are growing faster—modern services (including banking, insurance, 
fi nancial, and communication-related services) or traditional services 
(including trade, hotels and restaurants, personal, cultural and recreational 
services, community and social services, transportation, storage, real estate 
dwellings, and government and public administration services). Ghani 
(2010) shows that modern services experienced average annual growth of 
more than 9 per cent per annum in Bangladesh, India, Pakistan, and Sri 
Lanka during 2000–6. Traditional services grew at lower rates in all the 
sample countries. Th ese trends suggest that the tradable portion of the 
services sector is expanding relatively fast in these economies, suggesting 
another channel through which these economies are likely to expand 
their integration into global trade and fi nance. 

 Th is conjecture is supported by data. Countries that had faster services 
sector value-added growth also experienced faster growth in services 
sector exports over the last three decades. India’s services exports grew 
at an annual rate of 27 per cent during 2001–8; over the same period, 
the corresponding fi gures were about 17 per cent for Pakistan and about 
10 per cent for Bhutan, Nepal, and Sri Lanka. Overall, South Asia’s 
services exports grew by about 22 per cent annually according to Ghani 
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and Anand (2009); this exceeds even the rapid growth of East Asian 
manufactured exports. Th e share of services exports (in value terms) in 
GDP in India increased from about 3 per cent in 2000 to 8 per cent in 
2008; while their share in total exports increased from 27 per cent to 
36 per cent over the same period (  Table 4.4  ). In the case of Sri Lanka, 
the ratio of services exports to total exports rose by 5 percentage points 
from 2000 to 2008 but the share of services exports in GDP fell slightly 
over this period. 

 Most important, services exports served as a buff er for South Asian 
countries during the 2007 fi nancial crisis. While most countries around 
the world experienced huge declines in goods exports, Bhutan, India, 
Nepal, Pakistan, and Sri Lanka achieved better balance of their trade 
accounts during this period largely as a consequence of an average increase 
of about 19 per cent in services exports in both 2007 and 2008. Ghani and 
Anand (2009) come to the same conclusion, noting that services exports 
are less volatile than goods exports. Th ey also note that globalization of 
services is still at an early stage and it is likely to grow and/or recover 
faster even during crises.  

    Savings–Investment Balances   
 Having examined the structures of South Asian economies and their trade 
patterns, we now shift to an analysis of where these economies fi t into the 
debate about global imbalances and the rebalancing of domestic growth. 
Th e connection between domestic and global imbalances is through 
the current account, which represents the diff erence between national 

     table  4.4 Services Exports   

2000 2008
Country As per cent 

of GDP
As per cent of 
Total Exports

As per cent 
of GDP

As per cent of 
Total Exports

Bhutan 7.8 – 4.4 –
India 3.4 26.7 8.2 36.1
Nepal 8.8 – 6.2 –
Pakistan 1.9 13.3 2.5 16.9
Sri Lanka 5.8 14.9 4.9 19.8
Source: United Nations Service Trade Statistics Database, EIU country data, and 
authors’ calculations.
Note: Exports include both goods and services.
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savings and national investment. It is of interest to examine not just the 
evolution of the current account but its components as well. 

   Table 4.5   presents 2009 nominal GDP, current account balances, 
and national savings, both in terms of value (to facilitate cross-country 
comparisons of magnitudes) as well as ratios to GDP. Most South Asian 
economies had current account defi cits in 2009, with the exception of 
Bangladesh. At the same time, domestic savings rates in the region were 
quite high. Th e ratio of gross national savings to GDP ranged from 
17–18 per cent in Pakistan and Sri Lanka to 31–2 per cent in India and 
Bhutan. 

 In India, the household savings rate has increased over the last decade, 
as documented by authors, such as Athukorala and Sen (2004), and 
Panagariya (2008). Households tend to hold about half of their savings 
in physical savings (including livestock, landholdings, and jewellery), 
with various forms of fi nancial savings accounting for the other half 
(Prasad 2011). Moulick (2008) provides some qualitative evidence on 
how lack of access to the formal fi nancial system aff ects savings patterns 
among poor people in the north-east region of India, including the level 
of household savings and the forms in which savings are held. Basu and 
Maertens (2007) suggest that expansion of nationalized bank branches 
during the 1970s might have helped the rise in fi nancial savings. Mohan 
(2008), however, also notes that while gross fi nancial savings of the 
household sector have increased in recent years, households’ fi nancial 
liabilities have also been rapidly increasing, albeit from a low base. He 
points to data showing that households’ gross fi nancial savings rose from 
13.8 per cent of GDP in 2004–5 to 18.3 per cent in 2006–7, while their 
fi nancial liabilities increased from 3.8 per cent of GDP during 2004–5 to 
6.8 per cent during 2006–7. He attributes both phenomena to fi nancial 
development as well as the broadening of access to the fi nancial system. 
In addition, life cycle factors may aff ect India’s saving behaviour. As 
Prasad (2011) points out, the share of the working-age population is 
projected to increase slightly over the next three decades in Bangladesh, 
India, and Pakistan, and this could have positive eff ects on savings, other 
things being equal, according to the life cycle model (see Ang 2009, for 
some empirical evidence). 

 Overall, South Asia’s current account and national savings ratios 
to GDP are close to those of Asian developing countries. South Asian 
economies do have one signifi cant diff erence relative to other Asian 
emerging markets. Economies in East Asia, in particular, tend to have 
high savings rates but also current account surpluses rather than defi cits. 
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To understand the implications of these diff erences, it is necessary to delve 
more deeply into the components of the savings–investment balance. 

   Figure 4.1   shows savings and investment balances for each of the 
South Asian economies in our sample.   Figure 4.2   shows the corresponding 
evolution of current account balances. For instance, the top left panel 
of   Figure 4.1   shows that savings and investment have both slowly been 
increasing in Bangladesh since the early 2000s. Th e rate of increase in 
savings has been higher than that of investment, leading to a rising current 
account surplus, which had increased to 3.3 per cent of its GDP by 
2009. By contrast, Pakistan and Sri Lanka show no clear trend in savings 
and investment, but the diff erence between the two measures widened 
during 2003–8, leading to large current account defi cits. Pakistan in 
fact used to run current account surpluses in the early 2000s. Sri Lanka 
has persistently run current account defi cits during this period. Both 
countries experienced a sharp contraction in their current account 
defi cits in 2009, partly because external fi nancing dried up during the 
crisis. Th e case of Bhutan is an interesting one. Its investment to GDP 
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    figure 4.1  Savings–Investment as Ratios to GDP     
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ratio was more than 60 per cent in 2002–4, while its savings rate was 
substantially lower, implying massive current account defi cits. Th is 
turned into a current account surplus in 2007–8, before reverting to a 
sizable defi cit in 2009. 

 India experienced a gradual increase in both savings and investment 
to GDP ratios over 2000–7, before both levelled off  during the crisis. 
Investment growth exceeded growth in savings for much of this period, 
resulting in a shift from a current account surplus in 2001–4 to a modest 
current account defi cit of about 2 per cent of GDP in 2008–9. In other 
words, despite its high domestic savings rate, India still relies, to a modest 
extent, on foreign fi nancing to plug the gap in its savings–investment 
balance. 

 One key question is whether current account deficits finance 
investment or consumption. In the former case, they are more likely to 
be sustainable as they add to an economy’s productive capacity over the 
long term. By contrast, defi cit-fi nanced consumption booms of the sort 
experienced by some Latin American economies in previous decades can 
end in tears, especially if the foreign fi nancing is in the form of foreign 
currency-denominated debt. 
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    figure 4.2  Current Account Balances as Ratios to GDP    

    Source : CEIC database and the authors’ calculations.    
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   Figure 4.3   provides a complementary perspective to the overall 
savings–investment balance by showing annual growth rates of gross 
fi xed investment. Across the region, investment growth is on average 
high but tends to be very volatile. In Bhutan and Pakistan, investment 
growth rates have plummeted in recent years, even before the crisis hit. 
By contrast, investment growth in Bangladesh has held to a moderate 
but steady pace even during the height of the global fi nancial crisis. 
One consequence is that Bangladesh continued to experience strong 
overall GDP growth during the crisis while Bhutan had negative growth 
in 2009. As expected, there is generally a positive correlation between 
investment growth and GDP growth over time for the countries in our 
sample. Interestingly, while the investment to GDP ratio stayed at a high 
level, investment growth in India declined in 2008–9 during the worst 
of the fi nancial crisis.  

    Capital Inflows and Foreign Reserves   
  In the past decade, South Asia has gradually become open to capital 
inflows. We now examine in greater detail the levels of financial 
integration of these economies with the world economy and also the form 
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    figure 4.3  Gross Fixed Investment (Annual Growth Rates)    

    Source : CEIC database and the authors’ calculations.    
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that this integration has taken.   Figure 4.4   shows the evolution of overall 
net capital infl ows into Bangladesh, India, Pakistan, and Sri Lanka. 

 Th e level of net infl ows into Bangladesh has remained relatively stable 
over 2000–9. Net infl ows into India and Pakistan increased sharply over 
the 2000s until the crisis hit, when they shrank signifi cantly but did not 
collapse. Sri Lanka experienced low or slightly negative net infl ows for 
much of the 2000s. 

   Table 4.6   looks at total net infl ows expressed as ratios to GDP, 
for 2000 and 2009, for each of these countries.   Table 4.6   also shows 
the distribution among diff erent types of capital infl ows, as this has 
implications for judging the potential benefi ts and volatility of overall 
capital infl ows. Th e level of net infl ows into Bangladesh as a ratio 
to GDP was roughly the same in 2000 as in 2009, with the other 
investment category accounting for the major portion. In India’s case, 
both foreign direct investment (FDI) and equity investment increased 
sharply and now dominate overall net infl ows. FDI infl ows as a share 
of GDP rose from 0.8 per cent to 2.7 per cent while equity infl ows 
rose from 0.5 per cent of the GDP to 1.6 per cent. While portfolio 
equity fl ows are considered to be more volatile than FDI, both types 
of infl ows are presumed to have advantages compared to other types 
of fl ows in terms of their contributions to both productivity growth 
and risk sharing (see Kose et al. 2009b, 2009c). By contrast, the 
biggest increase in the case of Pakistan was accounted for by other 

    figure 4.4  Net Capital Infl ows    

    Source : CEIC database and the authors’ calculations.    
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investment, which, according to the International Monetary Fund 
(IMF) classifi cation of capital fl ows, includes currency and deposits, 
loans, and trade credits. Sri Lanka experienced sharp net outfl ows of 
portfolio equity as well as other investment in 2009, moving from a 
situation of net infl ows of 4.1 per cent of GDP in 2000 to net outfl ows 
of 1.4 per cent of GDP in 2009. 

 Overall, South Asia has had increasing openness to capital fl ows, 
but de facto fi nancial openness as measured by the ratio of fl ows to 
GDP remains small. In terms of potential benefi ts from these fl ows, the 
composition of infl ows has become increasingly favourable for India and, 
to some extent, for Pakistan. Ghani and Anand (2009) show that foreign 
capital infl ows to South Asia—remittances, international syndicated 
bank lending, private capital investments, and issue of bonds—surged 
during the early to mid-2000s, but collapsed in the aftermath of the 
crisis. Th ey argue that South Asia is unique in attracting capital fl ows 
that are less volatile, noting that the region relies more on remittances 
than traditional forms of infl ows like direct investment, portfolio fl ows, 
and bank loans. According to them, remittances are less volatile and 
more persistent, although such fl ows were of course not totally immune 
to the global recession. 

 Nevertheless, greater fi nancial openness does imply greater exposure to 
the vagaries of international capital fl ows and the whims of international 
investors. Foreign exchange reserves provide a way to self-insure against 
these risks, although such self-insurance can be quite costly.4 Indeed, the 
recent crisis has provided emerging markets further impetus to consider 
self-insurance strategies. How do South Asian economies look in terms 
of their ability to fend off  crises using reserves? To examine this, we look 
at how reserves stocks stack up relative to the size of the economy and 
the quantity of short-term external debt.5 

4 Rodrik (2006) estimates the social cost of self-insurance through holding reserves to 
be about 1 per cent of GDP for developing countries as a group. Hauner (2006) presents 
estimates of the quasi-fi scal costs of holding reserves. Prasad and Rajan (2008) discuss how 
China’s currency policy, which has resulted in rapid reserve accumulation, has constrained 
domestic macroeconomic policies and hampered fi nancial sector reforms, both of which 
could have long-term consequences for economic welfare.

5 Obstfeld et al. (2008) argue that countries may have good reasons to use the ratio 
of reserves to M2 or the monetary base as a more suitable criterion, especially if they 
have weak banking systems. Prasad and Rajan (2008) argue that while foreign exchange 
reserves provide a useful cushion against fi nancial and balance-of-payments crises, thus 
making capital account liberalization less risky, they also create problems of their own. 
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   Figure 4.5   shows individual countries’ foreign exchange reserves as a 
ratio of GDP or of short-term external debt. Th e left axis of each panel 
and pink line show the reserves to short-term debt ratio and the right axis 
and blue line show the reserves to GDP ratio. Bhutan had a stable ratio 
of reserves to GDP of about 60 per cent during the past decade, which 
is also the highest reserves–GDP ratio among the sample countries. Both 
Bangladesh and India have had a growing reserves–GDP ratio over the 
years, while Pakistan’s and Sri Lanka’s ratios fi rst increased in the early 
2000s and then declined during the fi nancial crisis. 

Many emerging market economies, including India, are fi nding it increasingly diffi  cult to 
‘sterilize’ (using government bonds) the liquidity created by infl ows; therefore pressures 
for domestic currency appreciation are building. Further, governments are increasingly 
questioning the benefi ts of a policy that, in essence, involves purchasing more low-yield 
securities from foreign governments fi nanced by higher-yield domestic debt. Also see 
Jeanne (2007) for a discussion of the costs and benefi ts of reserves.
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    figure 4.5  Total Foreign Exchange Reserves    

    Source : CEIC database and the authors’ calculations.    
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 Th e evolution of the ratios of reserves to short-term debt looks similar 
to that of the reserves to GDP ratios, except in the case of India, where the 
former ratio declined sharply in 2007 due to a huge increase in short-term 
debt in 2007 (from US $10 billion to US $38 billion). More importantly, 
even though there was a dramatic increase in short-term debt, reserves still 
account for many multiples of short-term debt. In fact, reserves are still 
close to the level of total external debt of all maturities (short-term debt 
accounts for only 20 per cent of India’s external debt; see Prasad 2009). 
Hence reserve adequacy based on standard benchmarks is certainly not 
a concern for India and other South Asian economies. 

   One other concern among developing economies about greater capital 
account openness is related to fl uctuations in the exchange rate, which 
these economies view as detrimental to their export sectors. To look at 
this, we examine the trade-weighted real eff ective exchange rates for a 
subset of the countries in our sample. Th ere is no evidence of excessive 
volatility in these exchange rates, although there is an unmistakable trend 
towards real exchange appreciation in India and Sri Lanka starting in the 
mid-2000s and similar forces in the other two economies more recently 
in   Figure 4.6  . In any event, there is no evidence of sharp year-to-year 
fl uctuations in real eff ective exchange rates. 

 As is the case for the rest of the world, South Asian economies 
are increasing their global trade linkages, a process that looks set to 
continue and that has signifi cant benefi ts for these economies. Th e 
picture on fi nancial integration is more complex. Despite the relatively 
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modest numbers, the reality is that the wave of fi nancial globalization 
has probably only temporarily receded from the shores of South Asian 
economies as a result of the global fi nancial crisis. Indeed, countries do 
not have much of a choice but to manage rather than resist capital account 
liberalization over time as capital accounts are becoming de facto more 
open over time irrespective of government attempts to control them 
(Prasad and Rajan 2008). 

 Th is creates a conundrum for countries with low levels of fi nancial 
and institutional development (see Kose et al. 2011). But even more 
generally, the costs and benefi ts of fi nancial openness are far from obvious, 
as alluded to earlier. For instance, Prasad et al. (2007) have documented 
that non-industrial countries with smaller current account defi cits or 
current account surpluses have, on average, registered higher growth 
rates than those non-industrial countries that have run larger current 
account defi cits. Further, Aizenman et al. (2007) show that developing 
countries that tend to rely more on domestic rather than foreign fi nance 
for their investment do better in terms of growth. However, there are 
also many benefi ts that can be brought by fi nancial integration, such as 
to growth, fi nancial sector development, and institutional quality (Kose 
et al. 2009a; Kose and Prasad 2010). 

 Indeed, the right approach might be to manage capital account 
opening in a manner that delivers potential direct and indirect benefi ts 
while controlling the risks. For instance, Kochhar et al. (2006) argue that 
India needs to rethink its capital account framework in the light of the 
need for infrastructure investment. Th is requires a rapid expansion of the 
country’s real and fi nancial absorptive capacity, including developing the 
corporate bond market, raising the limits on foreigners’ participation in 
this market, and permitting greater capital outfl ows. On the other hand, 
increasing exposure to international capital fl ows could make countries 
more vulnerable to sudden stops, especially countries with signifi cant 
current account defi cits, including India. Th erefore, it is important 
to systematically develop a strategy for opening up a country’s capital 
account in a manner that maximizes the potential benefi ts while keeping 
under control the inevitable costs, which may be especially large during 
the initial phases of the transition to a more open capital account (Kose 
et al. 2009; Prasad 2009a).  
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International Migration and 

Demographic Divergence between 
South Asia and the West  

   Çağlar Özden and Christopher Robert Parsons    

  Migration and remittances play an important role in the economic growth 
and poverty reduction story currently unfolding in South Asia. Millions of 
highly skilled South Asian engineers, professionals, and other workers live 
and work in Western OECD (Organisation for Economic Co-operation 
and Development) countries and the Persian Gulf. Th ese migrants form 
some of the crucial bonds that link South Asian economies to global 
markets and facilitate transfer of key knowledge and technologies. As 
importantly, the remittances that the migrants send back sustain higher 
living standards, enable children to attend schools, and provide capital 
for numerous small businesses without access to formal fi nance channels. 
In short, migrants and their remittances are already a big part of the 
economic growth picture in South Asia for millions of people regardless 
of their location in the social and economic spectrum. 

 Th is chapter argues that the current migration patterns and outcomes 
observed for South Asia, especially with respect to OECD countries, are 
actually just the tip of the iceberg as compared to the actual potential. Th e 
main source of potential benefi ts of migration fl ows from South Asia to 
OECD countries is the signifi cant demographic divergence between the 
two regions. While OECD countries, especially those in Western Europe 
and Japan, are experiencing rapid declines in fertility rates and increases 
in dependency ratios, South Asia is on an almost opposite trajectory. 
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However, this divergence is only expected to last for one generation, 
so the window of opportunity for implementing any economically 
signifi cant labour mobility agreements is actually quite narrow. After 
identifying the current migration and demographic patterns for the two 
regions, exploring politically and institutionally feasible arrangements is 
the second goal of this chapter. 

 Before proceeding to the demographic profi les and trajectories of 
OECD and South Asian countries, it is important to provide a brief 
snapshot of why migration and remittances are important for South Asia. 
A detailed analysis is provided in Mohapatra and Ozden (2010). 

 Currently, almost 24 million people born in South Asia are living 
outside their countries of birth. Th e details by destination and origin 
are presented in   Table 5.1  . Th is is around 1.5 per cent of the total 
population of the region. Indians constitute a majority of the migrants 
due to the sheer size of the country, but the rate of emigration is higher 
for smaller countries, such as Nepal, Sri Lanka, and Afghanistan. In terms 
of destinations, 35 per cent of the migrants are in the Middle-Eastern 
countries, close to 20 per cent are in the wealthy OECD countries, and 
43 per cent are in the other countries in the region. Among the most 
important examples of the latter are Nepalis, Pakistanis, and Bangladeshis 
who are currently living in India. Th e second section of the chapter 
provides a detailed picture of migration patterns. 

 Remittances form a signifi cant share of external fi nancial fl ows to 
South Asian countries according to estimates compiled by Ratha and 
Mohapatra (2009). Offi  cially recorded remittance fl ows to South Asia 
were expected to have reached $66 billion in 2008. Migrant remittances 
were more than half the size of private medium- and long-term capital 

     table  5.1 Migrants from South Asia, 2000 (in thousand)   

EU USA 
and 

Canada

Middle- 
East

Other 
South 
Asian

Rest 
of the 
World

Total

Afghanistan 94 70 2,338 44 106 2,652
Bangladesh 285 122 666 5,534 266 6,873
India 793 1,400 4,049 2,045 755 9,042
Nepal 19 14 188 911 63 1,195
Pakistan 513 313 28 1,422 178 2,454
Sri Lanka 197 118 967 278 147 1,707
Source: Ozden et al. (2011).
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fl ows received by South Asia in 2007, and more than four times the 
offi  cial development assistance (ODA) to the region in the previous year 
(see   Figure 5.1  ). Remittances are the largest source of external fi nancing 
after private capital fl ows to the region. Th e true size of the remittances 
is likely to be higher, due to signifi cant unrecorded fl ows through formal 
and informal channels. Th e last section of this chapter provides a more 
detailed country-level picture of remittance fl ows to the region. 

 Current demographic trends in most OECD countries suggest that 
they are entering uncharted territories. Rapid declines in fertility rates and 
increases in life expectancy are leading to population and age dynamics 
that will have signifi cant economic and social consequences in the very 
near future. Th e critical features of the new population profi les are the 
steadily declining under-30 and the rapidly growing above-65 years 
segments. Although these demographic patterns are the most evident 
in Western Europe, and Japan and Korea, similar trends are gradually 
emerging in Canada and the US, and in Australia and New Zealand 
as well. Th e projected changes in the population structures of Western 
Europe and Japan and Korea suggest that these regions will be facing 
labour shortages as early as 2025. Even if one accounts for immigration 
and changes in labour participation rates, the labour force is expected to 
decline in both regions and current labour shortages are likely to worsen 
over time. Of course, these will have many consequences for various 
components of the national economic and policy environment, such as 
fi scal balances, social protection, and welfare policies. 
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 Meanwhile, developing regions are experiencing distinct demographic 
trends. Latin America and Eastern Europe, key suppliers of migrant 
labour to the US and Western Europe respectively, are in the process 
of completing their demographic transitions. Fertility rates are falling 
and life expectancy is increasing in both the regions, suggesting that 
growth in their labour supplies has already started to taper off . In stark 
contrast, countries in South Asia and Sub-Saharan Africa continue to 
experience rapid growth of their working-age populations, the outcome of 
a combination of improving life expectancy and continuing high fertility 
rates. Th erefore, the populations in both the regions will remain extremely 
youthful and their labour force is projected to grow until around 2030. 

 Th e divergent trends of a shrinking labour force and an ageing 
population in OECD countries and growing labour supplies in South Asia 
and Sub-Saharan Africa provide compelling reasons for liberalizing the 
labour movement from both the regions to OECD countries. Moreover, 
the expected declines in the growth rates of the labour supply in both 
the regions within the next two decades lend urgency to facilitating the 
labour movement. Although the demographic profi les of South Asia and 
Sub-Saharan Africa suggest that both the regions could supply workers to 
OECD countries, the sheer size of South Asia’s relatively well-educated 
labour force makes it a much more attractive source of labour than Sub-
Saharan Africa. 

 Current demographic trends suggest that increased levels of 
immigration have already become an economic necessity in many OECD 
countries and will soon become so in the rest. However, strong and 
growing public opposition to higher migration fl ows will make it very 
diffi  cult for OECD governments to pass legislations or reach agreements 
that facilitate the movement of workers from developing countries. 
OECD governments therefore need to search for alternative mechanisms 
that respond to their labour market pressures without triggering strong 
public and political opposition, especially in the shadow of the current 
economic crisis. 

 One potentially acceptable approach is to use temporary movement 
schemes of workers. Th is would help OECD countries meet their labour 
needs while addressing public fears which usually centre upon permanent 
movement of migrants. Ensuring temporariness of migration can be 
challenging but governments in host and source countries can use a range 
of incentive measures and policies to increase the likelihood of migrants’ 
return. Such measures should involve various stakeholders, including 
employers and regulatory agencies in OECD countries and recruitment 



112        Reshaping Tomorrow

agencies and governments in South Asian countries. Th e objective of 
such measures would be to facilitate the movement of people through 
planned, safe, and lawful channels that make temporariness feasible and 
desirable for all parties involved—sending and receiving countries as well 
as the migrants themselves. 

 Some of the incentives that would facilitate temporariness include: 
(i) increasing workers’ ability to reach their earning/saving targets, (ii) 
enhancing the advantages of using legal means to migrate and maintaining 
legal migration status, (iii) reducing the costs of temporary emigration by, 
among other things, lowering the cost of placement services and keeping 
costs of administrative procedures related to emigration to a minimum, 
(iv) increasing incentives for return by enhancing fi nancial transfers: 
facilitating savings, social security, and remittances, and (v) providing 
portability of pensions and certain social security and health benefi ts 
through bilateral social security agreements. Regulatory agencies can 
also use sanctions to discourage permanent stay. Some of the sanctions 
that have been used by countries include an employer’s loss of right to 
continue to recruit abroad, punitive measures that are applied to those 
who facilitate irregular emigration, and joint liability of destination-
country employer and country-of-origin agent/recruitment agency in 
relation to temporary workers. 

 Many studies have chronicled the aberrant demographic trajectory of 
the world’s population. Following the onset of the Industrial Revolution, 
many countries have completed their demographic transitions, while 
others have begun their journeys from high birth and death rates to 
sustainably lower ones. In tandem with signifi cant advances in medicine—
among other contributory economic and social factors—many of today’s 
rich industrialized nations are now entering a period of unprecedented 
ageing.   Figure 5.2   highlights the issue by plotting the total dependency 
ratio for the rich OECD nations1 as well as for the countries of South 
Asia. Whereas in 1990 the dependency ratio for OECD was under 50, 
in 2050 this number is projected to be over 70. Th e news is not all bad. 
A healthier older generation tends to have high rates of saving and makes 
large intra-generational transfers. Ultimately, however, there do need to 
be suffi  cient numbers in the labour force to support those elsewhere, 
both in terms of required services and social protection. 

1 For the sake of comparability over time, ‘rich OECD’ comprises those nations that 
have been relatively well-off  over the entire period. Th ese are the OECD countries of 
North America, Oceania, Western Europe, and East Asia. 
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 Since most regions in the world are at least on the path towards lower 
birth and death rates, there remain few in a position to provide labour 
abroad. In the case of OECD, the only source regions with suffi  cient 
numbers are Sub-Saharan Africa and South Asia. Although variations 
exist, as a broad region, Sub-Saharan Africa would still be classifi ed as not 
yet having entered its demographic transition. Diff erences are also evident 
within South Asia, since Sri Lanka has completed its transformation 
while Afghanistan is yet to start its. Nonetheless, South Asia is the only 
region that has a suffi  ciently large population to be able to off set, in any 
meaningful way, this demographic defi cit in the relatively richer ‘North’ 
and provide the labour to potentially reap the benefi ts of its ‘demographic 
dividend’. 

 As can be seen from   Figure 5.2  , while in recent history the overall 
dependency ratio for the collective OECD has been increasing, the 
corresponding ratio for South Asia has been falling rapidly since the late 
1960s. It is expected to continue to fall until 2040 and then gradually 
increase. Th e middle line is the weighted average dependency ratio of the 
two regions, representing therefore the theoretical (although somewhat 
infeasible) outcome that could be obtained with complete freedom of 
movement of labour between the two regions. Th is serves to highlight 
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the potential demographic benefi ts of increased mobility of South Asians 
to OECD countries. It is also important to note that from around 2040, 
the dependency ratios in South Asia are projected to increase again, partly 
in response to falling fertility rates throughout the region. As such, the 
window of opportunity in which any benefi ts can be derived from this 
potential migration is relatively narrow. Th e time to prepare for change 
is now. Th e emphasis of this chapter is on the potential benefi ts of this 
migration, the benefi ciaries of any migration programme, and the policies 
that need be put in place to reap these benefi ts. 

    population patterns in destination countries   
 We begin our analysis by investigating the demographic patterns of 
the relatively rich countries of the North. We concentrate on six major 
receiving regions with relatively divergent demographic and migration 
patterns, especially with respect to South Asian migrants. Th ese are: (i) 
the United States and Canada, (ii) Australia and New Zealand, (iii) the 
United Kingdom, (iv) the Rest of Europe,2 (v) the Persian Gulf, and 
(vi) Japan and Korea. Figures 5.3a–f show the population dynamics 
among these regions and the relevant projections until 2050.3 Th e total 
population in each country is divided into four groups—young (0–15), 
mid1 (16–39), mid2 (40–64), and old (65+). Each line in the fi gures 
represents the number of people whose age is under that age grouping’s 
upper limit. For example, according to UN projections, there will be 
slightly over 72 million people in the United Kingdom in 2050 (top line 
in   Figure 5.3  a, around 56 million people at age 64 and below (second line 
from the top), 34 million people below age 39 (third line), and fi nally 
slightly below 12 million people below age 15 (bottom line). Interpreted 
in another way, the  area  between each line presents the population size 
of each of these age groups. 

 Th e Anglo-Saxon countries (Figures 5.3a–c) largely exhibit two 
patterns in the evolution of their populations. First, they evince 
considerable population growth with the United Kingdom being the 
least pronounced. Each age category is relatively fl at, especially after 

2 Th e Rest of Europe basically refers to Western Europe and does not include Eastern 
European countries. It consists of the EU-15 countries (with the exception of the United 
Kingdom) as well as Norway, Iceland, and Switzerland. 

3 Note that all fundamental demographic data regarding population dynamics (such 
as age distribution, fertility levels, and dependency ratios) in this chapter are provided 
by the United Nations Population Division. Projections are based upon the medium 
fertility assumption.
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1990, with the exception of the ‘old’. Th is is the age bracket that is 
widening and is projected to grow far more rapidly in the future. Th ese 
trends demonstrate that the increase in overall population is mainly due 
to ageing, together with a certain amount of in-migration. Th e Rest of 
Europe (  Figure 5.3  d) and Japan and Korea (  Figure 5.3  e) exhibit generally 
similar demographic trajectories with a couple of diff erences. First, the 
‘young’ constitute an ever-dwindling proportion of the population whose 
decline began around the 1980s. Th is deterioration in the numbers of the 
‘young’ is particularly striking in the Rest of Europe. Conversely, the ‘old’ 
in both these latter regions constitute a considerably larger proportion of 
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   Source: United Nations (2009).    



116        Reshaping Tomorrow

the population and the numbers in this category are projected to grow 
still further into the future. Th e overall population in both the regions is 
projected to decline, although this process is expected to start far sooner 
and fall far faster in Japan and Korea. Importantly however, in the Rest 
of Europe the total size of the middle-aged group is projected to remain 
fairly high and to start declining around 2020. In Japan and Korea the 
number of the middle-aged started falling as early as 2000. 

 The Persian Gulf region (  Figure 5.3  f ) exhibits very different 
demographics. Th e total population skyrocketed over 1950–2050. In 
terms of specifi c age groups, the number of young increased until 1990 
and then levelled off  in subsequent decades. In short, while the earlier 
population growth was due to an increased size of the young group, much 
of the later growth (post-1990) is due to rapidly increasing middle and 
old age groups as well as incoming migrants. 

  Figures   5.4   and  5.5   turn instead to the  growth  in total populations 
and evolution of fertility rates in these six regions. Th e population growth 
rate is the average exponential rate of growth of the total population over 
a given period4 expressed as a percentage. Th e fertility rate is expressed as 
the number of children per woman.5 All the destination regions exhibit 
similar trends albeit to diff ering degrees, with the notable exception of 
the Persian Gulf. In terms of population growth, the trend is broadly 
downward and towards zero. Japan and Korea and the Rest of Europe 
represent the most extreme cases where the current rates of growth are 
close to zero but are projected to actually be negative in the future. Th e 
United Kingdom has had very low levels of population growth, but in 
fact experienced a slight increase around the turn of the century. Th e 
Persian Gulf countries, in contrast, experienced huge population growth 
throughout the decade of the 1970s in response to the rapid increase in 
oil incomes. Th is process also led to rapid migration fl ows. Until 2050, 
the Persian Gulf countries are expected to sustain the highest levels of 
population growth among the six regions analysed here. 

 Th e Anglo-Saxon countries (United Kingdom, United States, Canada, 
Australia, and New Zealand) again exhibit very similar patterns in terms 
of fertility rates which fell until the mid-1980s, thereafter remaining fl at, 
hovering around 2. In comparison, fertility rates in Japan and Korea and 

4 Th is is calculated as ln / ,
P
P

tPP

0PP
⎛
⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

 where 0 refers to the beginning time period and t refers 
to the length of time over which the measure is calculated. 

5 Th is is the average number of children a hypothetical cohort of women would have at 
the end of their reproductive periods. Th ey are assumed to be subject to the fertility rates of 
a given period during their whole lives and are assumed to live throughout the period. 
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the Rest of Europe, which started from lower fertility levels in 1950, 
have fallen faster and more signifi cantly over recent decades. Today, the 
fertility rates in both the regions are under 2, when a common rule-of-
thumb measure of the replacement fertility rate for developed countries 
is somewhere around 2.1. Th ese low rates help explain both the low 
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   figure 5.5 Total Fertility Rates in Destinations, 1950–2050  (Projected)   
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numbers of the young in these regions as well as the projected declining 
population in the future (in the absence of migration). 

 Figures 5.6a–f show the total, child, and old dependency ratios 
for each of our six major destination regions,6 which prove useful for 
assessing future demographic trends and their impact upon residents’ 
lives, especially in terms of labour market patterns and social protection 
issues. Again, the Anglo-Saxon countries exhibit the most similar patterns. 
Th ey have a gradually declining total dependency ratio up until around 
2010, after which their ratios increase. Importantly, for all of these 
countries the dependency ratio of the old surpasses that of the young, 
immediately for the United Kingdom and around 2025 for countries 
in North America and Oceania. Th e dependency ratios in both Japan 
and Korea and the Rest of Europe are far more exaggerated, portending 
therefore the future global trend and what lies in store for the Anglo-
Saxon countries after 2050. In these regions, the total dependency ratios 
have already started rising, dramatically so in Japan and Korea. In both 
these regions the old dependency ratio has already surpassed that of the 
young, refl ecting increasing life expectancies in conjunction with rapidly 
falling rates of fertility. Th e projections for the Persian Gulf countries, 
however, represent the other extreme. Across this region, dependency 
ratios are forecast to continue to fall until around 2030 after which they 
are expected to increase, but only mildly. At no point is the dependency 
of the ‘young’ projected to overtake that of the ‘old’. As we shall see 
dependency ratios in the Persian Gulf region are far more similar to 
those of South Asia.  

    population patterns in south asia   
 Now we turn to a comparable analysis in the six largest countries of South 
Asia, namely India, Pakistan, Afghanistan, Bangladesh, Sri Lanka, and 
Nepal. We omit a discussion of the Maldives and Bhutan since although 
they represent interesting case studies, collectively they comprise just a 
sliver of the total population in the region. 

 Figures 5.7a–f show the evolution of population in these countries. 
Populations have clearly been increasing sharply in recent decades. 

6 Th e child dependency ratio is calculated as the numbers aged 0–15, divided by 
the working population (15–64). Th e old dependency ratio is calculated as the numbers 
aged 65+, divided by the working population (15–64). Th e total dependency ratio is the 
ratio of (the sum of ) the young and old to the working-age population. Th ese ratios are 
expressed as the number of dependents per 100 persons of working age.
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   figures 5.6a–f Dependency Ratios in Destination Regions, 
1950–2050     (Projected)

   Source: United Nations (2009).    

Th e formats of the fi gures are identical to the ones presented for the 
six main destination regions. India, Pakistan, Bangladesh, and Nepal 
exhibit very similar population trends. Th e populations of all the four 
countries were increasing until 1970, after which they grew even more 
rapidly. Importantly, for these countries the ‘young’ group (which is 
far broader when compared to that of the destination regions) remains 
fl at, such that after 2010 further population increases will result from 
changes in life expectancy and not from ever greater numbers of births. 
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   figures 5.7a–f Population Dynamics in South Asia, 1950–2050     
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   Source: United Nations (2009).    

Th is is exemplifi ed by the projected widening of the remaining age 
brackets. However, even by 2050 the proportion in the ‘old’ bracket will 
be far narrower than in the cases mentioned earlier indicating lower life 
expectancies than in the other parts of the world. At the same time, the 
proportion of the young, although fl at, also comprises a larger fraction 
of the population in 2050, demonstrating the fact that fertility rates will 
also remain  relatively  high for longer in these countries. 

 Afghanistan and Sri Lanka remain outliers. Afghanistan, having 
borne the brunt of military invasion, civil confl ict, and political upheaval 
for decades, had relatively few people until 1990, when the population 
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began to take off . Unlike the four countries mentioned earlier, the vast 
majority of this growth will result from births, causing the lower two 
age brackets to expand substantially. Th e numbers in the ‘old’ category 
will grow, although to a far lesser extent, demonstrating the low life 
expectancy which is expected to be prevalent in the coming decades. 
Sri Lanka, having traditionally adopted sophisticated health, education, 
and migration strategies, exhibits population trends that are diff erent 
from the rest of the region and in the opposite direction. Th e numbers 
of the ‘young’ in Sri Lanka are already dwindling due to the country’s 
rapid movement through its demographic transition and the signifi cant 
out-migration that it has experienced. At the same time, a signifi cant 
proportion of the population lives into old age, a far greater fraction as 
compared to the other countries in South Asia. 

  Figures   5.8   and  5.9   present the population growth and fertility rates 
of the six South Asian countries. These countries exhibit rising population 
growth rates until around the mid-1980s, after which the rates decline 
steadily. The only exception is Afghanistan, which demonstrates a sharp 
fall at the time of the Soviet occupation followed by a corresponding 
bounce. By 2050, it is projected that India’s population growth rate will 
be close to zero, while Sri Lanka’s will actually be negative. Rapid declines 
in fertility rates, both actual and projected, have, however, been truly 
startling. Sri Lanka’s fertility rates started falling first (reflecting its early 
entry into the demographic transition) in 1960. However, by 2010, all 
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the countries exhibited sharp falls. Afghanistan lags behind the others, 
but its rates are eventually expected to converge with those of the other 
countries in the region. 

 Figures 5.10a–f show the parallel dependency ratio graphs for the six 
origin countries of interest in South Asia. Again four countries, India, 
Pakistan, Bangladesh, and Nepal, exhibit very similar patterns. In these 
countries the ‘total’ and ‘child’ dependency ratios have remained extremely 
high but have started falling rapidly and are projected to fall further. At the 
same time, the ‘old’ dependency ratio has remained fairly fl at, but this is 
forecast to rise gently until 2050. Afghanistan, again an outlier, is projected 
to have an extremely fl at ‘old’ dependency ratio and ‘total’ and ‘child’ 
dependency ratios that fall less swiftly. Sri Lanka, in contrast, exhibits a 
‘total’ dependency ratio that is more U-shaped, and is actually very similar 
to that of the United Kingdom or United States. Here the ‘total’ dependency 
fell until the turn of the century after which it started increasing. At the 
same time, the child dependency ratio has been falling dramatically and 
this trend is expected to continue, refl ecting the low numbers of young 
that are forecast for the future. What drives the upward section of the ‘U’ 
is the steep increase in the ‘old’ dependency ratio, which by the end of the 
period, is expected to have surpassed that of the ‘young’. As diff erent as it 
is, Sri Lanka portends the demographics of the region as a whole. 

 In summary, population growth rates across the major destination 
regions are declining or are on the verge of becoming negative. At the same 
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   figures 5.10a–f Dependency Ratios in South Asia, 1950–2050 
(Projected)    

   Source: United Nations (2009).    

time, low fertility rates, which are currently close to the replacement level, 
together with higher life expectancies, are contributing to rapidly ageing 
populations. Fewer young people and greater numbers of old will inevitably 
result in signifi cantly higher ‘old’ dependency ratios in these countries. 
Increasingly therefore, across these destination OECD countries, fewer 
workers will remain to support those not in the labour force, which will 
ultimately translate into a greater demand for labour from abroad. 

 In complete contrast, the countries in South Asia have experienced, 
or are experiencing, huge population growths. Relatively lower projected 
rates of life expectancy (with the notable exception of Sri Lanka), coupled 
with relatively high fertility rates, will ensure that their populations will 
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also remain extremely youthful into the near future. As a result, until 
around 2030, the total dependency ratios in these countries will fall 
substantially. Up until then, therefore, across most of South Asia there will 
be a surplus of young workers at precisely the same time as the demand 
for global workers from the wealthier North increases. 

 During this relatively narrow window (until 2030), there will 
exist considerable potential for labour to migrate from South Asia to 
the wealthier North. Th e crucial point is that the time frame of this 
opportunity is rather limited. As cultural norms converge on lower rates 
of fertility, population growth rates across South Asia are also expected 
to fall. Th is, in combination with an ageing population, albeit at a far 
slower rate than in the North, will eventually result in rising dependency 
ratios across the Indian subcontinent too. Th e current challenges that 
policymakers face therefore include how best to harness this potential, 
how to maximize the benefi ts to both sending and receiving regions, and 
how to militate against the potential pitfalls that are commonly associated 
with large international migrations.  

    migration   
 It is mainly through migration that Asian labour can support ageing 
populations in the developed countries. Some policymakers and 
economists suggest that outsourcing and international trade can help move 
a large portion of the economic activity from the North to South Asia as 
the labour force shrinks in the former. However, there is a large range of 
non-tradable services that cannot be outsourced or traded and need to be 
locally supplied. Among these are healthcare and household services that 
will especially be in high demand as the populations in the North age. 

 Migration could also have huge consequences for relieving resource 
constraints in the origin countries in South Asia that will come under 
increasing pressure in the near future. Ultimately, we wish to assess the 
future benefi ts from these migration fl ows and discuss their potential 
in terms of the current policy environment. However, before doing so 
we examine current and past migration patterns in terms of geographic 
coverage as well as the age and education profi les of migrants. 

 Ozden et al. (2011) fi nd that the proportion of global migration 
relative to overall population remained remarkably stable between 1960 
and 2000, the last year for which comprehensive data exist. In addition, 
they fi nd that the great increase in the  numbers  of migrants between 1960 
and 2000 is the result of a far larger number of people emigrating from 
the relatively poor ‘South’ to the more affl  uent ‘North’. 
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 Th e trends in   Figure 5.11   clearly demonstrate that in  every  destination 
region, there have been increasing migrant stocks from developing 
regions, although in varying degrees. In 2000, the immigrant stocks in 
Australia and New Zealand and Japan and Korea comprised three times 
as many migrants from developing countries as in 1960. Between 1960 
and 2000, Australia and New Zealand maintained the lowest proportion 
of migrants from developing countries in their immigrant stock because 
of the large infl ux of migrants from Europe, predominantly the United 
Kingdom. Similarly, Japan and Korea attracted migrants mainly from 
other developed nations. However, over the period, large numbers from 
China, North Korea, and Brazil have changed the composition 
signifi cantly, to the extent that in 2000 Japan and Korea had overtaken 
both Europe and North America in terms of the proportion of migrants 
from developing countries in their stock. Th e proportion of developing-
country migrants in the United States and Canada has doubled. On the 
other hand, the proportions in the Rest of Europe have remained 
remarkably stable. It is the large infl ows from the Philippines, India, 
Vietnam, China, and Cuba to the United States which account for the 
changing composition of the migrant stock in North America. In the 
countries of the Persian Gulf, the proportions of those from developing 
countries have always been extremely high, around 95 per cent. 

   Figure 5.12   shows the total number of immigrants in key destination 
regions as a fraction of their total populations. Japan and Korea 
have historically been the most isolationist countries in terms of the 
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     Source: Ozden et al. (2011).    
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proportions of migrants admitted, even though they face the most severe 
demographic challenges. Th e trend line for the share of migrants in 
South Asian countries, composed mostly of regional migrants, declines 
gradually over time. Most of these migrant stocks emerged during the 
partition and as that population aged, their overall ratio declined. Th e 
countries of Europe (including the United Kingdom), have since 1960 
accepted an ever-growing fraction of immigrants relative to their home 
populations. Th is trend is largely replicated in the data for the two North 
American destinations, although they exhibit a fl atter trend in the earlier 
decades. Data for Australia and New Zealand, the youngest countries 
in the group, reveal that the overall immigrant concentrations have 
remained fairly stable throughout the 40 years for which we have data. 
Th is is in spite of the specifi c immigrant policies adopted to promote 
international migration to these destinations throughout the period. Th e 
most interesting case study in this context is that of the Persian Gulf, 
where the immigration concentration soared from under 5 to over 33 
per cent, refl ecting the increase in oil wealth. 

 So how do the migrations from South Asia compare to those from 
developing countries as a whole?   Figure 5.13   presents the fraction 
of South Asians in each of our destination country migrant stocks. 
In general, South Asians comprise a relatively small fraction of the 
total immigrant stocks—5 per cent in Japan and Korea, Australia and 
New Zealand, the Rest of Europe and the United States, and Canada. 
Historically United Kingdom has been the single country with the 
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     Source: Ozden et al. (2011).

highest concentration of migrants from South Asia, around a fi fth of the 
total in 2000. However, it is the Gulf that hosts the largest fraction of 
South Asians relative to the total stock. Th is arguably refl ects the strong 
selection of mostly unskilled migrants from South Asia as well as from 
Egypt, Yemen, and the Philippines. 

   Figure 5.14   plots the ratio of origin-country emigrant stocks as a 
proportion of their total native populations. In terms of these emigrant 
concentrations, the early decades are dominated by political migrations 
during the partition of India. In 1960, over 16 per cent of the people 
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born in Pakistan resided outside its borders. Th e corresponding fi gures 
are 5 per cent for Nepal and 2 per cent for India. Th ese refl ect both the 
size and growth of their domestic populations. Over time, the emigrant 
concentrations across all these countries have fallen due to the attrition 
in their migrant stocks,that is because of return migration and deaths of 
the original migrants from the partition. Bangladesh and Afghanistan 
both exhibit fairly fl at trends until their respective confl icts, after which 
the percentage of emigrants relative to their total populations increased 
signifi cantly. Sri Lanka, again the outlier, exhibits a steady increase in 
the concentration of emigrants throughout the period and no noticeable 
jump is obvious around the time of the start of the civil war in 1983. 

 All regions, therefore, demonstrated a greater propensity to accept 
migrants from abroad between 1960 and 2000, although there is signifi cant 
variation. Over the same period, there has been increasing diversifi cation 
in terms of the number of countries from which host nations accept 
migrants; with increasing numbers originating in developing countries. 
On the whole, however, the overall concentrations of migrants in the 
various destinations are reasonably low. Only the Persian Gulf and to a 
lesser extent the United Kingdom, have traditionally admitted signifi cant 
proportions of South Asians relative to their total immigrant stocks, 
although large numbers are also hosted by North America. Despite the 
fairly large numbers of South Asians residing abroad—over 21 million 
offi  cially recorded in 2000—the actual fractions of those migrating still 
remain fairly small due to their large domestic populations at home. 

 Th e next question is between which pairs of countries have migrations 
taken place to date, since this might give provide an insight into future 
migration patterns. In terms of regions, in 2000, and excepting South 
Asia itself, the Gulf, the United States (and Canada), and the United 
Kingdom were by far the most important destinations for South Asian 
migrants (as a whole). Th ese countries were home to 4.6 million (45 per 
cent of the total immigrant stock), 2 million (5 per cent), and 1 million 
(21 per cent), South Asian migrants respectively. Collectively, the Rest 
of Europe also hosts 1 million South Asian migrants (3.3 per cent of 
the total), while Australia and New Zealand, and Japan and Korea are 
home to under a quarter of a million between them. It is important to 
note that here the data refer to the foreign born; in other words to fi rst 
generation migrants. If we were instead able to use a defi nition based 
on an ethnicity dimension, the number of  ethnic  immigrants would be 
much higher in those countries since it would include the children born 
in the destinations. 
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   Source: Ozden et al. (2011).    

   Figures   5.15a–f show the composition of emigrant stocks from each 
of our six South Asian countries to the rest of the world, while excluding 
South Asia as a destination. We begin our analysis with India, the most 
populous country in the region. Th e total number of Indian migrants 
increased by half a million between 1960  and 2000. Th is again—and 
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this is the reason for excluding South Asia as a destination region—is 
due to the statistical infl uence of the partition. However, leaving intra-
South Asian migrants aside, while the actual numbers of fi rst-generation 
Indian migrants abroad has changed relatively little, the composition has 
changed fundamentally. Th e number of Indians in the rest of the world 
(classifi ed as ‘other’) has remained fairly stable, although the fraction 
of the total that this represents has fallen sharply. Popular destinations 
included in this catch-all term include Singapore and Malaysia. Th e 
United Kingdom, due to its colonial ties, has always attracted high 
numbers of Indian migrants, over one-fi fth in 1970. But this fi gure fell 
over time and in 2000 was just 9 per cent. Th e stock of Indian emigrants 
in the Rest of Europe tripled during the last four decades of the 20th 
century. By 2000 the region was almost as important a destination region 
as the UK (8 per cent). Canada and the United States, however, continue 
to attract ever greater numbers from India. Th ese North American 
countries collectively attracted over 14 times as many migrants in 2000 
as in 1960, over one-quarter of the total emigrant stock of Indians in 
the world. By far the most important destination for Indian migrants 
is the Persian Gulf. Data show that the number of Indian immigrants 
in this region has grown by over a factor of 50 such that in 2000 this 
stock represented over 40 per cent of the region’s total migrant stock. 
Japan and Korea have experienced negligible migration from India. 
Australia and New Zealand have experienced an upsurge (from 18,000 
to 113,000) in immigration from India, but they continue to focus on 
admitting only the most highly skilled. 

 Pakistan, the second most populous country in the region, exhibits 
fairly similar migration patterns to those of India. Th e United Kingdom 
is the most important destination for Pakistani migrants accounting for 
14 per cent of the total stock, compared to just 13 per cent in the United 
States and Canada and 11 per cent in the Rest of Europe. Importantly 
then, although the number of Pakistanis in the US and Canada has 
increased by a factor of over 20, these countries are far less important 
for Pakistan than for the other countries in the region. Similar to the 
Indian case, the importance of the Rest of Europe signifi cantly jumped 
for Pakistan between 1990 and 2000. Should the trend continue, it 
will likely overtake both the United Kingdom and the countries of 
North America as the most important destination region for Pakistanis. 
Seventy-fi ve times as many Pakistanis were residing in the countries of 
the Persian Gulf in 2000 when compared to 1960. In terms of the share 
of total migrant populations, the Persian Gulf countries represent a more 
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important destination for Pakistani migrants than for Indian migrants. 
Finally, few Pakistanis migrate to Oceania or East Asia. 

 Bangladesh demonstrates similar overall migration patterns to both 
India and Pakistan with slight diff erences. First, the Persian Gulf is by 
far the most important emigration destination, home to nearly three-
quarter of all Bangladeshis abroad in 1990 and still well over half in 2000. 
Th is declining share has occurred in parallel with relatively more Bangladeshis 
migrating to both the United States and Canada and countries in the Rest of 
Europe, most notably France, Italy, and Germany. In comparison to North 
America and continental Europe, UK is a more important destination 
for migrants from Bangladesh. Th e share of migrants in UK stayed quite 
stable since 1980, while the overall number of immigrants from Bangladesh 
increased rapidly. Again, neither Australia and New Zealand nor Japan and 
Korea host signifi cant numbers of migrants from Bangladesh. 

 Sri Lanka’s migration history contrasts with that of the other South 
Asian countries already analysed. Although the Persian Gulf is an 
important destination for Sri Lankans, in terms of offi  cial data, greater 
numbers of Sri Lankans resided in the Rest of Europe in 2000. Th is is 
due, in large part, to the migration of ethnic Tamils from Sri Lanka, 
large numbers of whom reside in Germany, Switzerland, France, and 
to a lesser extent the Netherlands. Collectively, this region accounts for 
around one-third of all Sri Lankans abroad.Th e Gulf has also experienced 
large increases in the number of Sri Lankan migrants, nearly a 50-fold 
increase over the period, and according to offi  cial statistics, today around 
one-third of all Sri Lankans reside there. While the United Kingdom is 
an important destination for South Asians as a whole, this is not so in 
the case of Sri Lanka (or Nepal). America, Canada, Australia, and New 
Zealand have been relatively important destinations throughout the 
period. Japan and Korea again attract few from Sri Lanka, while other 
notable destination countries include Th ailand and Malaysia. 

 Overall, there are far fewer Nepalese abroad when compared to the 
other South Asian nations and those who reside abroad exhibit fairly 
diff erent migration patterns. First, the largest portion of Nepalese 
migrants lives in India. Outside the region, the Persian Gulf remains an 
important destination, hosting around one-fi fth of recorded Nepalese 
emigrants in 2000. In stark contrast to the other origin countries, the 
United Kingdom hosts negligible numbers from Nepal. Some 2 per 
cent reside in North America, while some 4 per cent make their home 
in the Rest of Europe, predominantly in Germany, the Netherlands, 
and Switzerland. Interestingly, one-tenth of all Nepalese emigrants live 
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in either Australia and New Zealand or Japan and Korea. Indeed, there 
was a noticeable increase in the relative importance of both these regions 
between 1990 and 2000. In the case of Nepal, however, the most popular 
destination region is our remainder category, with the largest numbers 
migrating to Th ailand and Malaysia. 

 Last, we turn to the case of Afghanistan. Perhaps unsurprisingly, given 
its history, the most popular destinations for Afghans are the bordering 
countries of Iran and Tajikistan. North America and the Rest of Europe 
each host around 5 per cent of Afghans, the latter predominantly in the 
Netherlands, Germany, Italy, and France. Th e Persian Gulf attracts just 
over an eighth of all Afghans abroad, while few Afghans are hosted by 
the United Kingdom, Oceania, or East Asia. 

 Next we examine migrant characteristics, beginning with age.   Figure 
5.16   shows the number of migrants from each country in South Asia in 
OECD, by fi ve-year age brackets. Correspondingly,   Figure 5.17   shows 
the percentage of migrants in each fi ve-year age bracket above the age 
of 15 and below the age of 70.7 Clearly, the numbers from India and 

7 Data for these graphs  have been taken from the OECD DIOC database. However, 
one of the limitations is in not having data on those aged less than 15 years. Moreover, 
since the age categories above 69 years are aggregated in the underlying data, we omit 
these from our analysis here since they serve to skew the fi gures. 
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   Source: OECD DIOC Database (2008).    
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   figures 5.17 Age Breakdown of South Asian Immigrants in the 
OECD (Percentage), 2000    

   Source: OECD DIOC Database (2008).    
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Pakistan dominate, with a majority of Indians being in their mid-20s and 
mid-30s. However, all the age brackets from India are well populated, 
including that of those aged above 50, which is conspicuously sparser in 
the other countries of South Asia, because they entered their demographic 
transitions later .  Nepal has by far the youngest emigrant stock in OECD, 
since four-fi fths are aged under 40, and approximately one-half under 30. 
In terms of ages, Afghani and Bangladeshi migrants are very comparable 
since around two-thirds of the emigrant population of each is under 40 
and around two-fi fths is under 30. Similarly, emigrants in OECD from 
Pakistan and Sri Lanka are very alike (over half of each under 40 and one-
quarter under 30). India has the oldest emigrant population. Less than 
one half is aged less than 40 and less than one-quarter aged under 30. 

 Figures 5.18a–f, investigate the selection of South Asian migrants by 
age category. In others words, they compare the age distributions of a 
country’s domestic and emigrant populations. Across all origin countries, 
the proportion of emigrants aged 25 or under is far lower than that 
of the domestic population; with the exception of Nepal, the country 
with by far the youngest emigrant stock. Similarly, and unsurprisingly, 
a higher proportion of older South Asians reside at home as opposed 
to abroad; with the exception of India—the country with by far the 
oldest emigrant stock. Interestingly, India has a greater proportion of 
emigrants in every age category with the exception of those aged under 
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25. Bangladesh and Nepal have a greater propensity to send migrants 
aged between 25 and 40 to OECD, when compared to their domestic 
populations. Generally, Sri Lankans and Pakistanis in OECD are a little 
older, with the greatest diff erences (selections) occurring between those 
aged between 30 and 50. 

 Figures 5.19a–f compare the age distributions of migrants and 
natives across our destination regions8 such that the gaps between the 

8 Due to data constraints, Rest of Europe is not directly comparable to its aforementioned 
namesake. Rather, this group comprises all those European countries that are members 
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   figures 5.18a–f Selection of South Asian Migrants by Age, 2000    

   Source: OECD DIOC Database (2008); United Nations Population Division, 
World Population Prospects, 2008 revision.    
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   figures 5.19a–f Age Distribution Comparison: Natives/Immigrants/
South Asians in Major Destinations, 2000    

   Source: OECD DIOC Database (2008); United Nations (2009).    

plotted lines highlight a greater/smaller proportion of natives vis-à-vis 
immigrants, or vice-versa. Th e three lines represent the distribution of 
natives, the distribution of all migrants, and fi nally the distribution 

of the OECD—for which comparable data exist (as opposed to simply all members of 
the EU-27 with the exception of the United Kingdom). Th e full list includes: Austria, 
Belgium, the Czech Republic, Denmark, Finland, France, Greece, Hungary, Ireland, Italy, 
Luxembourg, the Netherlands, Norway, Poland, Portugal, Slovakia, Spain, Sweden, and 
Switzerland. Korea also had to be dropped from being twinned with Japan in this analysis, 
again due to data constraints. 
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of South Asian migrants. Several interesting trends are evident. First, 
across all our regions—again with the exception of Australia and New 
Zealand—there exist signifi cantly higher proportions of immigrants 
when compared to domestic populations in the younger age brackets. 
Second, across all the destinations the age of South Asian migrants 
is disproportionately skewed towards the younger age brackets and 
correspondingly such migrants are far scarcer in the upper age brackets. 
Looking comparatively across all the fi gures we can see that Japan has by 
far the youngest immigrant population (two-thirds of all migrants under 
the age of 40 and four-fi fths under 40 from South Asia). Following 
from our earlier discussion, we can see that Australia and New Zealand 
have by far the oldest immigrant populations (less than two-fi fths of all 
immigrants under the age of 40 and less than half of all South Asians 
under 40), and an investigation of the South Asian migrant stocks over 
time reveals that this is the result of migrant selection as opposed to 
the bulk of these migrations occurring in the past. 

 An examination of the educational composition of migrants 
to various destinations reveals strong patterns of migrant selection 
(  Figure 5.20  ). Broadly, Australia and New Zealand attract the most highly 
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   figure 5.21a Remittance Infl ows to India, 1970–2009    

   Source: Mohapatra et al. (2010).    

skilled South Asians, followed by the United States, Canada, Japan, and 
Korea. However, a higher proportion of highly skilled Indians migrate 
to North America. Th e countries of the Persian Gulf, other countries in 
South Asia, and the United Kingdom host the smallest fractions of highly 
skilled South Asians. Th e most highly skilled group across all our origins 
and destinations is Bangladeshis in Australia and New Zealand, while 
the least skilled are Bangladeshis in the United Kingdom and Nepalese 
in India. Taking simple averages across the origin countries reveals that 
Indians are the most highly skilled emigrants. 

 Figures 5.21a and 5.21b show the annual remittance infl ows to our 
six major origin nations in the region. India is plotted separately since its 
remittances statistically dominate the remittances to the other countries 
in the region. Unsurprisingly, given the numbers involved, remittance 
infl ows to India are greater than the sum of remittance fl ows to all of 
the other countries in South Asia combined. Interestingly, Pakistan’s 
remittance infl ows were on a downward trajectory from 1983 until 2002, 
soon after which (2005) Bangladesh overtook Pakistan in terms of the 
amount received at home despite having a marginally smaller population. 
Without bilateral remittance fi gures, however, we are not in a position 
to speculate on the relationship between destination or skill level and 
the amount of remittances sent home.  

    policy implications   
 Th e current demographic patterns across the globe present important 
social and economic challenges. One of the key observations is the 
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opposing patterns, especially between the many OECD countries and the 
South Asian countries (along with Sub-Saharan Africa to a certain extent). 
Western Europe and Japan and Korea are experiencing rapid aging and 
declining fertility levels. On the other hand, working-age populations 
are swiftly growing in South Asia and Sub-Saharan Africa with labour 
markets fi nding it diffi  cult to digest these new entrants. 

 Th ese divergent labour market and demographic trends in the two 
regions actually present the answers to each other’s challenges. Th e solution 
is one of the oldest and simplest ideas in economics; in the presence of 
supply and demand imbalances, free mobility of products and/or inputs 
will lead to a more effi  cient outcome. In this context, excess labour that 
is unabsorbed by the labour markets needs to move from South Asia to 
the OECD countries which are experiencing rapidly growing shortages 
and imbalances. In other words, large cohorts of working-age people in 
South Asia who are not being effi  ciently employed at home can fi ll the 
vacancies created in the labour markets of the West. 

 Unfortunately, the window of opportunity is quite narrow. If the 
experiences of other developing regions (such as Latin America, Eastern 
Europe, and North Africa) are anything to go by, it will not be too long 
before the remaining South Asian countries complete their demographic 
transitions. Th eir fertility and population growths will start declining 
and the excess labour force will soon disappear. Th us it is important to 
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act now and implement mechanisms that would allow the movement 
of working-age people from South Asia to the OECD countries within 
the next two decades. 

 A critical constraint in taking advantage of this ‘arbitrage’ opportunity 
in demographic trajectories is the political and public opposition to 
migration in OECD countries which became especially strong in the 
shadow of the current economic crisis. A possible solution involves 
temporary migration schemes which have built-in mechanisms that 
guarantee return migration. Such mechanisms involve both carrots and 
sticks, that is incentives to encourage return after a contract period is 
completed and punishment for those migrants who fail to honour their 
promises to return. Many incentive mechanisms provide benefi ts that 
the migrants enjoy during their stay in the destination country and after 
they return home but are lost if the temporary migrants overstay their 
visas. Among these are: (i) certain legal, economic, and social rights on 
healthcare, education, and access to legal services, (ii) portable pensions 
and social security benefi ts that are maintained via bilateral agreements, 
(iii) fi nancial incentives where certain portions of the wages are paid after 
return, and (iv) training and human capital acquisition programmes for 
which migrants become eligible while they adhere to their contracts. In 
addition, fi rms and employers who hire overstaying migrant workers 
are punished, which tends to lower the attractiveness of overstaying in 
the fi rst place. 

 In short, the world is going through an unprecedented demographic 
transition but there is still time to implement certain policies that 
would mitigate the negative eff ects for many parties involved. Th ere 
is a unique opportunity for South Asian and OECD countries to 
jointly design temporary migration programmes and it is hoped that 
economic rationality and foresight do not fall victim to myopic political 
visions.   
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Challenges Ahead





    6 
Avoiding Lopsided Spatial 

Transformation   

   Arvind Panagariya    

  During the fi rst several decades of their independence, countries in South 
Asia grew less than 2 per cent annually in per capita terms. Overall, 
annual GDP growth in the region as a whole in the 1970s was only 3 
per cent (  Table 6.1  ). Allowing for 2 per cent population growth, this 
would translate into just 1 per cent annual growth in per capita income 
in the 1970s. Such slow growth naturally meant virtually no change in 
people’s lives over an entire decade. Because the starting level of income 
itself was extremely low, the governments in the region also failed to 
generate signifi cant volumes of resources to fi nance the anti-poverty 
programmes that they were eager to pursue. In India, where the National 
Sample Survey Organisation (NSSO) has conducted regular expenditure 
surveys since the early 1950s, data exhibit no reduction in the trend 
poverty headcount ratio during 1951–80. 

     table  6.1 GDP Growth Rates in South Asia   

Country 1971–80 1981–90 1991–2000 2001–8
Bangladesh 1.0 3.7 4.8 5.8
India 3.1 5.6 5.5 7.5
Nepal 2.1 4.8 5.0 3.6
Pakistan 4.7 6.3 4.0 4.9
Sri Lanka 4.4 4.2 5.2 5.1
South Asia 3.0 5.4 5.2 7.0
Source: Author’s calculations using data from the World Development 
Indicators online (accessed on 9 September 2010).
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 However, at least some of the countries in the region have at last 
begun to turn the corner. India, by far the largest country in the region, 
grew at an average rate of 7.5 per cent during 2001–8 compared with 
just 3.1 per cent in the 1970s. Bangladesh, another populous country 
in the region, appears similarly poised to take off , though at 5.8 per cent 
during the 2000s, its growth has been signifi cantly below that of India. 
Growth has been steady in Sri Lanka during the four decades beginning 
with the 1970s with some upward shift in the 1990s and 2000s. But this 
growth is still well below the country’s true potential, no doubt in part 
due to the insurgency that preoccupied the country until recently. Nepal 
also picked up some momentum during the 1980s and 1990s relative 
to the 1970s but experienced a setback recently as it transitioned from 
monarchy to democracy. Finally, matters have turned decidedly for the 
worse in Pakistan relative to the 1980s when it grew at an impressive 
annual rate of 6.3 per cent. Unlike in Sri Lanka and Nepal, prospects 
in Pakistan seem bleak in the short-run. Internal confl icts, which show 
no sign of abating, have made investments in the country highly risky 
(  Table 6.1  ). 

 Beginning with 2003–4, the growth rate in India has shifted to the 
miracle levels that countries, such as Korea and the Taiwan Province 
of China experienced during the 1960s and 1970s. Prior to the recent 
fi nancial crisis, the country averaged growth at 8.8 per cent for fi ve 
years, which fell to only 6.7 and 7.4 per cent in 2008–9 and 2009–10 
respectively. Th erefore, the average growth rate during the last seven fi scal 
years has been 8.3 per cent. During the fi rst quarter of the current fi scal 
year, 2010–11, growth has already hit 8.8 per cent with manufacturing 
growing at an unprecedented 12.4 per cent. Because the real value of 
the rupee in terms of the dollar has been steadily rising due to higher 
infl ation rates in India than in the United States without equivalent 
devaluation of the rupee in nominal terms, the rate of growth in real 
dollars has been between 11 and 12 per cent in the seven years ending 
31 March 2010. 

 Th e shift in the growth rate in the region, especially in Bangladesh 
and India, has also broken the long-standing trend of unchanging levels 
of poverty. Even by a conservative count, India alone lifted at least 200 
million people out of poverty during its high-growth period. Based on 
the national poverty line, the headcount ratio fell from 51 per cent in 
1996 to 40 per cent in 2005 in Bangladesh, from 36 per cent in 1993–4 
to 27 per cent in 2004–5 in India, and from 41.8 per cent in 1996 to 
30.9 per cent in 2004 in Nepal. Trends in Pakistan and Sri Lanka have 
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been mixed, refl ecting less robust growth on a sustained basis as also 
internal strife. 

 While the gains in poverty alleviation in India and Bangladesh are 
very welcome, they do not fare so impressively on a comparative basis: 
the process of poverty reduction has been much slower than in countries, 
such as South Korea and Taiwan during their high-growth periods of the 
1960s and 1970s. In these countries, increasing shares of industry in the 
GDP and employment and declining shares of agriculture accompanied 
rapid growth. Th is can be gleaned from   Table 6.   2 in the case of South 
Korea. In 1965, agriculture accounted for 36.9 per cent of GDP and 
58.6 per cent of the labour force. By 1980, these shares had dropped 
to 15.1 and 34 per cent respectively. Correspondingly, the share of 
manufacturing in GDP rose from 17.7 to 30.6 per cent and that in 
employment from 9.4 to 21.6 per cent. Th is transformation also took 
place against the background of an average annual rise of 10 per cent in 

     table  6.2 Sectoral Shares in the GDP and Employment in South Korea   

Year Agriculture, Forestry, 
and Fisheries

Mining Manufacturing Other

A. GDP by sector (as per cent of GDP)
1960 36.9 2.1 13.6 47.4
1965 38.7 1.8 17.7 41.8
1970 25.8 1.3 21 51.9
1975 24.9 1.4 26.6 47.1
1980 15.1 1.4 30.6 52.9
1985 13.9 1.5 29.2 55.3
1990 9.1 0.5 29.2 61.2
B. Employment by sector (as per cent of total employment)
1960 68.3 0.3 1.5 29.9
1965 58.6 0.9 9.4 31.1
1970 50.4 1.1 13.1 35.4
1975 45.7 0.5 18.6 35.2
1980 34 0.9 21.6 43.5
1985 24.9 1 23.4 50.7
1990 18.3 0.4 26.9 54.4

Source: Economic Planning Board, Major Statistics of Korean Economy, 
various issues and Bank of Korea, Economic Statistics Yearbook 1962 
(as cited in Yoo 1997: Table 2, from which this table is taken).
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real wages and a virtual elimination of abject poverty. Within a matter 
of 15 years, South Korea was transformed from a primarily agrarian 
economy to an industrial one. 

 Th is same rapid transformation has failed to materialize in South 
Asia. Despite the miracle levels of growth during the last seven years and 
approximately 6 per cent growth in the preceding 15 years, the countryside 
remains home to a majority of workers and people in India. Th e pace of 
migration from agriculture to industry and rural to urban regions has 
been painfully slow. Correspondingly, the decline in poverty has also been 
far slower than in the countries of East Asia and in China. 

 Looking to the future, therefore, we must ask where the existing trends 
and policies would take South Asia in the coming decades and what 
policy corrections are desirable to reshape these trends. Th e following 
discussion suggests that without policy correction the region, especially 
India, is heading towards a highly lopsided structure such that while 
the output share of agriculture will decline to a minuscule level, its 
employment share will remain disproportionately large. Concomitantly, 
an extremely large part of India will remain traditional and rural while 
the rest turns urban and modern, fully linked to the global economy. 
In other words, the current dualistic nature of the economy will persist 
with diff erences further sharpened rather than narrowed. Th erefore, the 
need for corrective policy actions can be hardly overstated. Th is is the 
spirit in which I approach the remainder of the chapter.1 

    the transformation problem   
 At least in India, the problem of transformation of the economy from a 
traditional, agrarian, and rural one to a modern, non-agrarian, and urban 
one has been manifested in three diff erent forms. Th ese manifestations are 
discussed in this section. In the next section, the immediate causes of why the 
course of India’s economy has been diff erent from that of other fast-growing 
economies in the past is probed. In the section that follows, the policy 
reforms necessary to achieve the desired transformation are discussed. 

    Persistently Large Employment Share of Agriculture    
 One unmistakable feature of growth in South Asia, as in virtually all 
other countries, has been the steadily shrinking share of agriculture. 
  Table 6.3   shows this for the period from 1981 to 2008. In India, Nepal, 
and Sri Lanka, this share approximately halved during these 27 years. 

1 See also Dasgupta et al. (2010) in this context.
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In the remaining two countries, Bangladesh and Pakistan, the decline 
was one-third. 

 But whereas growth in other labour-abundant economies at low levels 
of income has also been accompanied by a rapid shift of the workforce 
out of agriculture, the same has not happened in the countries in the 
region, especially in India.   Table 6.4   illustrates this point. During 11 years, 
from 1993–4 to 2004–5, employment in agriculture in India fell from 
61.7 to 54 per cent of total employment. Th e change was suffi  ciently 
small for employment in agriculture in absolute terms to increase from 

     Table  6.3 Share of Agriculture in GDP   

Country 1981 1991 2001 2008
Bangladesh 31.7 30.4 24.1 19.0
India 34.4 29.6 23.2 17.5
Nepal 60.9 47.2 39.5 33.7
Pakistan 30.8 25.8 24.1 20.4
Sri Lanka 27.7 26.8 20.1 13.4

Source: World Bank, WDI online (accessed on 9 September 2010).

     Table  6.4 Employment in Major Sectors of the Indian Economy   

Sector 1993–4 1999–2000 2004–5
Total (million workers)

Agriculture 206 214.8 225
Industry 40.5 44.1 55.2
Services 87.5 107.9 136.3
Memo: Manufacturing 36.6 40.9 51.6
Total 334 366.8 416.5

Per cent of Total
Agriculture 61.7 58.6 54.0
Industry 12.1 12.0 13.3
Services 26.2 29.4 32.7
Memo: Manufacturing 11.0 11.2 12.4
Total 100.0 100.0 100.0

Source: Various NSSO Employment and Unemployment Survey reports, 
Government of India, and author’s calculations.
Note: Industry includes manufacturing, mining and quarrying, and 
electricity and water but not construction.
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206 million to 225 million. Th is meant that the labour–land ratio 
marginally increased over this period. A further observation is that only 
a very small part of the (small) decline in the share of agriculture in total 
employment was accounted for by an increased share of manufacturing, 
which increased from 11 to just 12.2 per cent over the 11-year period. 
Almost the entire decline in the employment share of agriculture was 
accounted for by services, which increased their employment share from 
26.2 to 32.7 per cent. 

 One way to dramatize the transformation problem is that in 1993–4, 
agriculture employed 61.7 per cent of the workforce and contributed 
30 per cent of the GDP. In 2004–5, the last year for which reliable 
employment data are available, the two shares fell to 54 and 20.2 per 
cent respectively. Th at is to say, the output per worker in agriculture was 
not only much smaller than in industry and services, the gap between 
the two outputs per worker is progressively increasing.  

    Th e Persistent Dominance of Informal Employment    
 One further worrisome feature of the current economic structure is 
the exceptionally large employment share of the informal sector and a 
large and increasing share of informal employment within the relatively 
small formal sector. A recent report by the National Commission for 
Enterprises in the Unorganized Sector (Government of India 2007) 
provides the necessary data to support the existence of this feature of 
the economy. Th e report defi nes the informal sector as consisting of 
all unincorporated enterprises owned by individuals or households 
engaged in the production and sale of goods and services operated on 
a proprietary or partnership basis and employing less than 10 workers. 
It also defi nes informal employment as employment in the informal sector 
excluding regular workers with social security benefi ts and employment 
in the formal sector without any employment or social security benefi ts 
provided by the employer.2 

   Table 6.5   shows the pattern of formal-informal employment across 
formal–informal sectors in 1999–2000 and 2004–5. Perhaps the most 
striking feature of the table is the low and declining proportion of formal 
employment in total employment. During the fi ve years covered by the 
table, the share of formal employment in total employment declined 

2 Th e formal sector is to be distinguished here from the organized sector commonly 
defi ned in India as consisting of all fi rms with 10 or more workers using power and those 
with 20 or more workers even if not using power.
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to 7.6 per cent in 2004–5 from the already low level of 8.8 per cent 
in 1999–2000. Employment in the formal sector remained virtually 
unchanged with the share of formal employment in it declining from 
62.2 per cent in 1999–2000 to 53.4 per cent in 2004–5. Th ere is clearly 
increasing reluctance to provide formal employment even within the 
relatively small formal sector. 

 Relying on two NSSO surveys conducted in 2001–2 and 2006–7, 
a recent paper by Dehejia and Panagariya (2010) analyses in detail the 
output and employment patterns in the major services sectors (excluding 
public enterprises, wholesale and retail trade, and the fi nancial sector). 
Th ey fi nd that while almost four-fi fths of the output in these services 
is concentrated in establishment enterprises, almost three-fi fths of the 
employment is concentrated in own-account enterprises.3 In other words, 
a large proportion of the services labour force is in low-productivity own-
account enterprises. Th ey summarize the pattern in these terms:
  Perhaps the most important conclusion that follows from Table 4 is that a very 
large proportion of the labor force in services remains employed in enterprises 
with very low average productivity. Th e transformation problem India faces 

3 Own-account enterprises are defi ned as enterprises with no workers employed on a 
regular basis.  Enterprises that employ one or more workers on a regular basis are classifi ed 
as establishment enterprises.  Many of the establishment enterprises are thus informal-
sector enterprises on the basis of the defi nition provided in footnote 2.

     table   6.5 Percentage Distribution of Employment in 
Formal–Informal Categories and across Formal–Informal Sectors   

Sector/Worker Informal 
Employment

Formal 
Employment

Total

1999–2000
Informal sector 99.6 0.4 86.4
Formal sector 37.8 62.2 13.6
Total 91.2 8.8 100
2004–5
Informal sector 99.6 0.4 86.3
Formal sector 46.6 53.4 13.7
Total 92.4 7.6 100

Source: Excerpted from Table 1.1 of the ‘Report on Conditions of Work 
and Promotion of Livelihoods in the Unorganized Sector’ (August 2007), 
by the National Commission for Enterprises in the Unorganized Sector, 
Government of India.
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with respect to the movement of the vast workforce out of agriculture into more 
productive non-agricultural activities is also present within services. A majority 
of the workforce within services is in small, informal enterprises with relatively 
low output per worker. (Dehejia and Panagariya 2010: 19)   

 Observe that establishment enterprises include all enterprises 
employing one or more workers on a regular basis. As such, many of 
the establishment enterprises themselves belong to the informal sector. 
One way to convey how dramatically the output and employment 
relationship alters as we move towards larger enterprises is to note that 
according to the 2006–7 survey, the largest 626 enterprises accounted 
for as much as 38 per cent of output but only 2 per cent of employment 
in the sectors covered.  

    Th e Slow Pace of Urbanization    
 A fi nal disappointing characteristic of the evolution of South Asia’s 
economic structure has been the low level of and generally piecemeal 
increase in the share of urban population in total population. All the 
countries share low and gradual rates of urbanization in broad terms. 
  Figure 6.1   plots urban population as a per cent of total population in 
the fi ve major countries of the region from 1960 to 2008. 

 Among the countries shown, only Pakistan shows a rate of 
urbanization exceeding 30 per cent. Growth in the rate of urbanization 
has been highly piecemeal in all countries, including in Pakistan. It 
began with 25.1 per cent of its population in urban areas in 1971 
and reached 36.2 per cent in 2008. On average, these fi gures imply 
less than 3 percentage points per decade of gain in urbanization. In 
India, the pace has been even slower: based on the census conducted 
once every decade, this proportion increased from 17.3 per cent in 
1951 to 18 per cent in 1961, 19.9 per cent in 1971, 23.3 per cent 
in 1981, 25.7 per cent in 1991, and 27.8 per cent in 2001. On 
average, the shift in the composition of the population has been just 
2 percentage points per decade. Th e estimated rate of urbanization 
in India was 29.5 per cent in 2008. Nepal and Bangladesh started 
with a very low urban base, which initially grew rapidly but has 
slowed down since the 1980s, especially in Nepal. Both countries 
had lower urban-total population ratios compared to India and 
Pakistan. Th e story of Sri Lanka has been the most disconcerting from 
this perspective: its rate of urbanization has actually seen a gradual 
decline since 1971, falling from 19.5 per cent in that year to 15.1 per 
cent in 2008.   
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s    ome key features related to the 
slow transformation   
 While the countries in the region broadly share the characteristics 
discussed here, albeit with some variations, the factors giving rise to 
those shared characteristics are likely to vary across countries. I would 
hypothesize that in countries other than India, a key reason for the slow 
transformation remains slow growth. In Bangladesh, a policy framework 
conducive to rapid growth needs to be strengthened. In Pakistan, 
Nepal, and Sri Lanka, internal strife leading to general lack of safety 
of investments has added to policy failure. In India, the story is more 
complicated involving a policy framework that has inhibited the rapid 
growth of labour-intensive industry. 

 Th e key characteristic on which I wish to focus next relates to the 
slow movement of workers from agriculture into industry and services 
relative to other similarly fast-growing economies such as South Korea 
and Taiwan in the past. In the Indian case, we can point to several 
structural features of the economy that are themselves the result of the 
economic policies introduced following independence, and especially 
in the 1970s. 
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    figure 6.1  Urban Population as per cent of Total Population in 
South Asia    

    Source : Author’s construction using data from World Bank, WDI online (accessed 
on 9 September 2010)    .
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    A Low and Stagnant Share of Manufacturing in the GDP    
 As noted earlier, a common feature observed in most labour-abundant 
economies as they grow from relatively low levels of per capita income 
is the rapidly expanding share of manufactures in both output and 
employment. Th is was the case, for example, in South Korea and Taiwan 
in the 1960s and 1970s. Th is was also the pattern observed in China 
during the 1980s and 1990s. Going back into history, today’s industrial 
economies exhibited the same pattern when they started their ascent 
from poverty to prosperity some 150 to 200 years ago. 

 Surprisingly, however, this pattern has failed to decisively reproduce 
itself in almost any of the larger countries in South Asia except, arguably, 
Bangladesh. As   Table 6.6   shows the share has been entirely stagnant in 
India over the 27-year period covered by the data. In the other countries, 
there is at best a mildly increasing trend with a just 2 to 5 percentage 
point increase over a period of 27 years with the share staying below 20 
per cent in every single case. 

 Slow growth in manufacturing in the face of rapid GDP growth need 
not by itself worry us provided it is not in the way of growth in employment 
opportunities for unskilled and low-skilled workers at decent wages in 
industry and services so that these sectors still manage to rapidly pull the 
underemployed workers in agriculture into gainful employment. Th is can 
happen through a variety of channels in a rapidly growing economy. First, 
in fast-growing economies, growth in industry and services is almost always 
faster than in agriculture so that the former may pull some of the workers 
out of the latter even if manufacturing is growing at approximately the same 
rate as the GDP as a whole. Second, the composition of output within 
manufacturing may shift towards unskilled or low-skilled labour-intensive 
products. Th is would help raise the overall labour intensity of manufacturing 
and generate rising numbers of well-paid jobs even when manufacturing 

     table  6.6  Th e Share of Manufactures in GDP   

Country 1981 1991 2001 2008
Bangladesh 13.7 13.4 15.6 17.8
India 16.8 15.7 15.0 15.8
Nepal 4.1 6.7 9.3 7.4
Pakistan 15.1 17.1 15.5 19.7
Sri Lanka 16.2 14.8 16.0 18.0

Source: World Bank, WDI online (accessed on 9 September 2010).
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grows more slowly than services. Third, even with an unchanged 
composition of output, technology may progressively shift towards increased 
unskilled or low-skilled workers. Finally, the non-manufacturing sectors, 
mainly services, that drive the rapid growth may themselves increasingly 
absorb unskilled and low-skilled workers. For example, increasing incomes 
may expand the demand for domestic servants; car mechanics; plumbers 
and electricians; car, truck, and taxi drivers; repairmen for household 
appliances; gardeners; beauticians; and caterers. 

 However, data suggest that so far only the fi rst and the last mechanisms 
have facilitated some movement of workers out of agriculture into non-
agricultural activities. Th e remaining two mechanisms have actually 
worked in the opposite direction. Th e result has been a relatively slow 
transition from an agrarian and rural to a non-agrarian and urban 
structure of the economy. Th is is seen in the slow pace of movement of 
workers from agriculture to industry and services and of population from 
rural to urban regions. Despite rapid growth that dramatically produced 
some 69 billionaires in dollar terms in 2010 in India, the broad character 
of the country remains agrarian and rural.4  

    Low and Stagnant Share of Labour-intensive 
Products in Manufacturing    
 Unfortunately, the share of labour-intensive products in manufacturing 
has been low in India and it has shown little signs of increasing with 
accelerated growth. In a recent paper, Das et al. (2009) assemble output 
and input usage data on 96 four-digit organized manufacturing industries 
from 1990–1 to 2003–4. Measuring labour intensity by the ratio of 
workers to gross fi xed capital stock, they defi ne industries exhibiting 
higher labour intensity than is the average in manufacturing as labour 
intensive. Th is criterion leads to the identifi cation of 31 four-digit 
industries, such as food and beverages, apparel, textiles manufactures, 
and manufacture of furniture as labour intensive. Surprisingly, gross 
value added (GVA) in these 31 industries between 1990–1 and 2003–4 
turns out to average only 13.8 per cent of the total organized sector 
manufacturing value-added (Das et al. 2009: 5). 

Th erefore, to begin with, India has not specialized in the labour-
intensive sectors within manufacturing. Calculations by Das et al. 

4 For the list of billionaires, see http://en.wikipedia.org/wiki/List of Indians by net 
worth (accessed on 11 September 2010).  Of the 57 billionaires on this list, three are 
Indians with non-Indian citizenships.
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(2009: 8) also show that during the fi rst 13 years of economic reforms 
ending in 2003–4, there was no perceptible movement towards labour-
intensive sectors within manufacturing: the share of labour-intensive 
manufactures in total manufactures GVA increased from 12.94 per 
cent in 1990–1 to 15.90 per cent in 2000–1 but fell back to 12.91 per 
cent in 2003–4. 

 While I do not have the necessary data to demonstrate this, a 
plausible hypothesis is that during the high-growth period (2003–4 to 
2009–10), the overall production structure of the economy (rather than 
just manufactures) moved further away from labour-intensive activities. 
Some of the fastest-growing sectors during the last seven years have 
been automobiles, two- and three-wheeler vehicles, auto parts, software, 
telecommunications, petroleum refi ning, pharmaceuticals, and fi nance. 
None of these is a major producer of employment opportunities for 
unskilled and low-skilled workers. 

 Some indirect evidence in favour of the hypothesis that the overall 
production structure has moved towards capital and skilled labour-
intensive sectors can be gleaned from the changes in the composition 
of India’s exports. India’s commodity exports show a very high and 
increasing bias in favour of capital-intensive products.   Figure 6.  2 captures 
this phenomenon. 

 In 1990–1, engineering goods, chemicals and related products, 
gems and jewellery, petroleum products, and textile products other than 
readymade garments, which are either capital-intensive or semi-skilled 
labour-intensive, accounted for 43 per cent of the total commodity 
exports. By 2007–8, these products came to account for 71 per cent of 
the total commodity exports. Readymade garments, the most unskilled 
or low-skilled labour-intensive product, fell in share from 12 to just 6 per 
cent. Engineering goods and petroleum products, both highly capital-
intensive, showed the largest expansion.  

    High and Rising Capital–Labour Ratio in 
Manufacturing Production    
 In addition to specialization in capital and skilled labour-intensive rather 
than unskilled labour-intensive products, India also employs a very high 
capital–labour ratio (or very low labour–capital ratio) in the production 
of any given product relative to its factor endowment ratio and the level 
of development. Moreover, the capital–labour ratio has shown a rising 
trend over time. A recent paper by Hasan et al. (2010) shows that labour 
intensities in the vast majority of manufacturing industries in India are 
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lower than in other countries at its level of development and with similar 
factor endowments. More dramatically, Hasan et al. (2010: 14) report 
the following comparison between India and China:
  Figure 2 (a) presents capital stock per labor in thousands of 1995 Chinese Yuan 
per labor adjusted for PPP for India and China from 1989 through 2004 in 19 
manufacturing industries. Capital stock per labor in Indian manufacturing is 
consistently above capital stock per labor in China. Even though both countries 
were comparable in many ways in 1980 with similar income and development 
indicators, also refl ected in the similar levels of capital stock per labor in 1980, 
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from 1980 through 2000, India’s growth in capital stock per labor was higher 
than that of China with signifi cant divergence from 1990 through 2000. Figure 2 
(b) presents employment in these 19 industries in India and China in thousands 
of standardized workers. While Chinese manufacturing shows steady growth 
during the period, except for a slump in the late 1990s and early 2000s, India’s 
manufacturing employment shows very little growth.   

 Hasan et al. (2010) also compare the actual capital–labour ratio in 13 
broad industry groups in India to the corresponding ratio that would 
prevail in the United States had the wages there been the same as in 
India. Th ey fi nd that the actual capital–labour ratio in India is higher 
than that predicted for the United States at Indian wages in every single 
industry group. When the authors disaggregate data into 22 sectors, the 
same result still obtains in 18 of them. Th e evidence that India employs 
extra-high capital–labour ratio in production in relation to its factor 
endowments is highly compelling. 

 In addition to the capital–labour ratio being uniformly high relative 
to that in comparable countries, there has also been a rising trend in this 
ratio. Rani and Unni (2004) calculate the capital–labour ratios in both 
the organized and unorganized manufacturing sectors and fi nd them 
to exhibit sharply rising trends. Chaudhuri (2002) studied the trend in 
labour–capital ratio in three-digit organized manufacturing sectors from 
1990–1 to 1997–8 and found that labour intensity progressively declines. 
Finally, Das et al. (2009) calculate the average labour–capital ratio in 31 
labour-intensive organized manufacturing industries and fi nd a sharply 
declining trend between 1990–1 and 2003–4. 

 In principle, the increasing trend in capital–labour ratio can be 
a perfectly rational response to changing economic conditions. For 
example, the ratio may rise in response to a rise in wages relative to 
the cost of capital.5 Likewise, for given factor prices, technological 
change may have led to a shift away from the use of labour as has surely 
been happening with the spread of information technology. Another 
explanation may be a shift towards more capital-intensive products within 
each broader product category analysed. While the observed trend may 
seem unsurprising for these possible reasons, what makes it worrisome 
is the presence of high capital–labour ratios in Indian manufacturing 
relative to the country’s factor endowment ratio to begin with and the 

5 At least on the basis of the average real wage increases in the labour-intensive sectors 
of  2.73 per cent per annum between 1990–1 and 2003–4 reported by Das et al. (2009), 
this factor would seem to have limited explanatory power.  
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total absence of a structural shift towards more labour-intensive products 
that would aid faster movement of workers away from agriculture and 
into industry and services.  

    Missing Large-scale Firms in Labour-intensive Sectors    
 In India, truly large-scale fi rms are generally absent from labour-intensive 
sectors. Firms that employ tens of thousands of workers exist but they are 
in capital-intensive sectors, such as automobiles and engineering goods. 
Th is is in contrast to China and, to some degree even Bangladesh and Sri 
Lanka, where very large fi rms in sectors such as apparel can be found. 

 Because small fi rms naturally look for markets in their immediate 
vicinity, India’s export performance has been greatly impacted by this size 
diff erence. India has relatively limited or sometimes no presence in many 
light consumer goods in world markets. For example, Indian toys are nearly 
absent from world markets. A more telling example is that of clothing and 
accessories (category SITC 84), which have a vast world market and which 
formed China’s leading export in the 1980s and 1990s. Indeed, despite the 
emergence of electronic products as its leading export, China still dominates 
the market for clothing and accessories. In contrast, exports from India in 
this category are barely able to match those from Bangladesh. 

 Table 6.7, which shows India’s exports of clothing and accessories 
as per cent of those by Bangladesh and China, illustrates this point. 

     table  6.7 Exports of Clothing and Accessories (SITC 84) by India as a   
Percentage of Exports by Bangladesh and China   

Bangladesh China
Year USA World USA World
2001 85.9 134.6 33.4 15.0
2002 95.0 143.0 32.1 14.1
2003 100.8 124.6 25.7 12.1
2004 98.8 110.0 23.9 11.2
2005 117.4 126.5 20.2 11.8
2006 107.4 115.0 18.5 10.0
2007 96.4 105.7 15.4 8.6
2008 15.3 9.1
2009 13.8 11.2

Source: Author’s calculations based on the United Nations commodity trade 
data.
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Between 2001 and 2007, exports from India to the United States were 
approximately the same as those by the much smaller Bangladesh. In the 
world market as a whole, India had a more than 40 per cent lead over 
Bangladesh in 2002. Th is lead steadily eroded in the following years, 
dropping to just 5.7 per cent in 2007. In comparison with China, India’s 
presence was much smaller in both the United States and the world 
markets in 2001. And even as electronic products have emerged as the 
largest export from China, its lead in clothing and accessories over India 
has considerably widened.   

t    owards possible solutions   
  Dehejia and Panagariya (2010) fi nd that even own-account enterprises 
(which do not hire workers on a regular basis) and establishment 
enterprises (which do hire workers on a regular basis) with less than fi ve 
workers that can be thought of as belonging entirely to the informal 
sector experienced some growth between 2001–2 and 2006–7. Th is 
fi nding is consistent with the hypothesis that pro-market reforms, 
which stimulated growth in the formal sectors of the economy, increased 
incomes of certain sections of society and therefore their demand for the 
services in the informal sector. For example, increased incomes would be 
associated with increased expenditures on weddings, religious ceremonies, 
conferences, and other events. Th ey would also lead to expanded travel 
and transportation needs which would in turn increase the demand for 
automobile drivers, mechanics, and workers at ports, airports, and railway 
stations. Increased incomes also increase the demand for domestic help 
creating well-paid jobs in the household sector. It is probable that it is 
this increase in the demand for informal-sector workers that led to the 
observed decline in both rural and urban poverty despite limited decline 
in the employment share of agriculture and an outright decline in formal 
employment in the formal sector.6 

   In principle, a continuation of this process, complemented by income 
transfers to the poor made possible by increased government revenues 
following accelerated growth, can be counted on to eventually eradicate 
poverty. But this process is bound to be slow as has been the case to date. 
Growth has delivered less poverty reduction in India than would have 
been the case if the leading sectors had been unskilled labour-intensive 
rather than capital and skilled labour-intensive. Likewise, future growth 

6 Rural poverty fell from 37.3 to 28.3 per cent and urban poverty from 32.4 to 25.7 
per cent between 1993–4 and 2004–5.
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will lead to less poverty reduction and greater inequality if it relies 
on the existing process. It will also leave a disproportionately large 
workforce in the rural and agricultural sector, impeding urbanization 
and modernization. For instance, at the current growth of 2 percentage 
points per decade in urbanization, it will be another 50 years before 
urbanization reaches even 40 per cent. India will remain dualistic in the 
decades to come.  

  If the process of poverty alleviation and modernization is to be 
accelerated, a series of reforms that create a large volume of well-paid jobs 
for unskilled workers is needed. India is a labour-abundant country and 
must, accordingly, reorient itself toward specialization in labour-intensive 
industries. It is striking that while the reforms in China beginning in 
the late 1970s led it to quickly move into labour-intensive sectors and 
turned it into a large exporter of labour-intensive products, the same 
has not happened in India. Th e end to investment licensing, removal of 
restrictions on investments by big business houses outside the so-called 
‘core’ sectors, elimination of reservations for small-scale industries, and 
import liberalization that were expected to stimulate labour-intensive 
industries have so far failed to do so. Th e likely reason is that there still 
remain binding restrictions on the expansion of labour-intensive sectors 
that must be addressed. In the remainder of this section, I list a series of 
measures aimed at achieving this objective.7   

    A More Flexible Labour Market Regime    
 India needs to modernize its labour market laws. In the formal, organized 
sector, the current laws give disproportionately large amount of power 
to workers. Th e result has been a fl ight of entrepreneurs away from 
workers and towards capital. As the evidence presented in the previous 
section shows, entrepreneurs have generally avoided labour-intensive 
sectors and technologies. In the labour-intensive sectors, they have also 
shied away from large-scale operations and therefore chosen to forego 
the economies of scale that could potentially allow them to challenge the 
dominance of China in light manufacturing industries in world markets. 
For example, one of the provisions of the Industrial Disputes Act 1947, 
makes it extremely diffi  cult for establishments with 50 or more workers to 
reassign the latter from one task to another. Another provision eff ectively 
prohibits manufacturing fi rms with 100 workers or more from laying-off  

7 Th e remainder of the discussion in this section extensively draws on Panagariya 
(2008a, 2010).
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workers under any circumstances. Even if a specifi c operation of the fi rm 
becomes unprofi table and requires closing down, the fi rm must pay the 
workers out of profi ts from other operations. While it may be possible 
to remain competitive under these onerous conditions for large-scale 
fi rms in capital-intensive manufacturing industries, such as automobiles 
where labour costs are a small proportion of the total cost, the same is 
not true for unskilled labour-intensive industries where labour costs are 
80 per cent or more of the total costs. 

 At a broader level, the entire labour law regime in India requires 
an overhaul. Th e number of labour laws in India easily exceeds 100 
and many of them are mutually inconsistent: a wit has even remarked 
that you cannot implement 100 per cent of the labour laws in India 
without violating 20 per cent of them. Laws relating to unions, strikes, 
defi nition of a workman, contract labour, and employment of women 
all need reforms.  

    A Transparent Bankruptcy Law    
 India also needs a modern bankruptcy law along the lines of Chapter 
11 of the US bankruptcy law. Under the current laws, fi rms are often 
denied permission to liquidate and asked to restructure even though 
they are insolvent. In cases where a decision in favour of liquidation is 
made, the process takes a very long time. Th e government-appointed 
Eradi Committee, which submitted its report in 2000, noted that as 
of December 1999, 48 per cent of the cases under liquidation had 
been in process for 15 or more years and 15 per cent of the cases had 
been in the works for 25 years or longer. Th e onerous and long-drawn 
process has detrimental eff ects on entry. When fi rms realize that exit 
is very costly, they hesitate to enter. In cases when workers have to be 
paid their dues out of the assets of an exiting fi rm, bankruptcy hurts 
their interests as well.  

    Land Acquisition Laws    
 India also needs to reform the Land Acquisition Act 1894, which is 
antiquated and has proved to be a major barrier to the entry of large-
scale fi rms even in capital-intensive sectors. In recent years, entering 
fi rms that need large pieces of land have found it very diffi  cult to acquire 
it. In many cases state governments have tried to acquire land on their 
behalf using their powers under the Land Acquisition Act 1894, only 
to be forced to retreat in the face of widespread discontent among and 
demonstrations by landowners. 
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 Th e key problem has been that state governments have tried to 
acquire land at prices well below market prices to provide it cheaply 
to industrialists. Th is was the case, for example, with the West Bengal 
government that tried to acquire 997 acres of land for Tata Motor’s Nano 
car project. Th e government agreed to give land to Tata on a 90-year 
lease at a throwaway annual rent of just Rs 10 million (Rs 15,380 per 
acre) for the fi rst fi ve years, with modest increases allowed subsequently. 
At the other end, it tried to acquire land by force at the prevailing 
registered price, which is well known to be far below the market price 
to evade hefty transfer taxes. A popular movement by farmers ultimately 
forced the government’s hand, which was unable to deliver on its contract 
with Tata. In turn, the latter had to move the manufacturing site of Nano 
out of West Bengal to Gujarat.8 

 Th e current law must be replaced by one that provides for investors 
to privately negotiate land transactions in most cases and requires 
government intermediation only under exceptional circumstances. In the 
rare cases that the government does get involved, the law must require 
the payment of actual market price to landowners rather than the price 
offi  cially registered in the sales records in the immediately preceding years. 
Buyers and sellers in India register land transactions at well below actual 
prices to evade hefty transfer taxes. Th erefore, forced acquisition of land by 
the government at prices refl ected in the registered prices falls well short 
of fully compensating landowners for the true value of their land.  

    Education    
 While primary education is receiving its deserved share of attention 
from policymakers and more than 95 per cent of the children below 14 
years of age are now in schools, higher education in India is in urgent 
need of reform. Without such reform, shortages of skilled workers are 
bound to arrest the growth of Indian manufacturing and service sectors. 
Th e quality of education inside the classroom also remains low. Th e 
only reason why Indian universities and other institutions of higher 
education continue to produce world class graduates is that they get to 
select from a very large pool of highly talented students, thanks to the 
excellent school education in grades 9 through 12. A large number of 
private schools in India fi ercely compete against one another and many 
of them impart very high quality education. Th is gives the universities 
well-prepared students who often master the curriculum on their own 

8 For further details, see Panagariya (2008b).
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knowing well that scoring high marks in university examinations will 
mean a ticket to a good job in a burgeoning economy or, better still, to 
further education abroad. 

 Th ere are no quick fi xes for the Indian higher education system. But 
the starting point has to be genuine entry to both domestic and foreign 
private universities with no strings attached either to tuition fees or 
employee salaries. Only then will a few high-quality universities have the 
chance to emerge and bring about the necessary competitive pressure for 
improvements in public universities. Of course, private entry will also 
help expand higher education faster; it is no secret that the government 
lacks the resources for the expansion of university education at the 
required pace. 

 Th e existing higher education system is highly centralized with 
virtually all the power residing in the University Grants Commission 
(UGC). Th e government simply needs to abolish the UGC and free 
universities and colleges from its yoke. After more than 50 years of 
operating under the current highly centralized system, universities and 
colleges have matured enough to make their own decisions. Th ere is 
no body like the UGC in the United States, the country that currently 
imparts by far the best higher education. Universities and colleges also 
have to be permitted to charge signifi cant amounts of tuition fees to 
alleviate the severe resource constraints that they face. Higher education 
imparts enough private gain to the students to justify such fees.  

    Modernizing Social Safety Nets    
 India needs to evolve a modern system of social safety nets. Regressive 
subsidies, such as those on water, electricity, fertilizer, and food 
procurement, which are all captured by large farmers, must be ended. 
Th e Mahatma Gandhi National Rural Employment Guarantee Scheme 
(NREGS), which has reached a relatively limited segment of the poor 
population must be replaced by a system of cash transfers and medical 
insurance to cover hospitalization on at least a limited scale for those 
below the poverty line.9 Abolition of other subsidies can free up ample 
resources for medical insurance and other social programmes. 

 Perhaps the worst example of a vast and regressive food subsidy is 
provided by India’s public distribution system (PDS) and the associated 

9 See Panagariya (2009) for details on why employment guarantee to all rural 
households is an inappropriate instrument for placing purchasing power in the hands 
of the poor. 
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costs of food storage, food procurement, and public employment. Th e 
Food Corporation of India (FCI), the agency entrusted with overseeing 
PDS, maintains a workforce of 400,000 individuals. It procures 
foodgrains at above-market prices from mostly rich farmers, with few 
marginal farmers able to access its high price. It also maintains vast 
stocks of food—60 million tonnes at the time of writing—without 
proper storage facilities. Th e result is that a signifi cant part of its stocks 
is washed away by rains, eaten by rats, or rendered unusable by pests. Th e 
government could release vast resources to fi nance social safety nets for 
the poor by grossly downsizing the FCI. Th e Unique Identifi cation (UID) 
project, popularly known by its name in Hindi, Adhar, and currently 
under implementation, would make it a relatively straightforward matter 
to make cash transfers to the poor. Th e poor could then buy foodgrains 
from the open market like the non-poor. Th e FCI would then need to 
maintain its operations only in areas where the private market might not 
reach and therefore could be greatly downsized. 

 Conceptually, it is important to understand that the current social 
programmes create a strong incentive against migration out of rural to 
urban areas. Workers receive employment under the MGNREGA only 
if they off er themselves for work in rural public works programmes. 
Likewise, water and fertilizer subsidies accrue to those engaged in 
cultivation. In contrast, cash transfers made available to the poor regardless 
of their location will leave the workers free to seek employment in the 
most productive alternatives whether they are in rural or urban areas.  

    Agricultural Reforms    
 Speeding migration out of agriculture also requires reforms within that 
sector. Enhanced productivity in agriculture will help release workers 
from land to move into other activities. Currently, farms in India are 
predominantly tiny and discourage the use of machinery. High procurement 
prices for specifi c crops also discourage farmers from moving into other 
commercial crops. Reforms are required with respect to land sales as well 
as land leasing and above-market procurement prices need to end. 

 India also needs to experiment more aggressively with genetically 
modifi ed crops to raise productivity. Giving farmers proper ownership 
titles to land will allow them to lease their piece of land without fear 
of losing it and this will permit consolidation. Any ceilings on rent of 
leased land must be lifted as well. Steps necessary to facilitate contract 
farming must be taken. Where feasible, commercial farming must be 
given a chance. Th e adoption of some of the best and most productive 
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techniques in agriculture will require the entry of the corporate sector 
in farming. Any barriers to the development of food processing must 
be removed as well.  

    Infrastructure   
 More rapid transformation will also require improved performance in 
building infrastructure. At least three points need to be mentioned in 
this context. First, apparel exports, the labour-intensive product with 
the greatest export potential, requires just-in-time delivery. Each new 
season opens with new fashions in clothing and a manufacturer unable 
to deliver clothes accordingly at the exact time stands to lose the market. 
Th is outcome can only be achieved if the factories are well connected 
to the ports by world-class roads and turnaround time at the ports is 
low. Second, producers of labour-intensive products must have access 
to continuous supply of electricity at reasonable prices. Electricity 
costs are the major non-wage costs for these manufacturers so that 
high electricity tariff s can quickly price them out of world markets. 
Finally, all-weather roads must connect villages to the nearest cities 
and electricity provided to all villages to help modernize and urbanize 
the villages themselves. 

 Within infrastructure, perhaps the most important area in need 
of reform is electricity. Th e Electricity Act 2003 provides an excellent 
framework for this reform but its implementation has been slow. It is 
crucial to end the culture of power subsidies to the farm sector and of 
cross-subsidy from industry to households and restore the fi nancial 
health of various distribution companies. Th e entry of private players in 
generation crucially depends on the ability of distribution companies to 
credibly sign long-term purchase contracts. If the distribution companies 
are ill, they lack the credibility to deliver on for such contracts.  

    Trade Liberalization   
 Finally, it needs reminding that continued trade liberalization including in 
agriculture is an essential part of the policy package aimed at achieving the 
transition to a modern economy. Following the recent global economic 
crisis and frequent condemnation of China for its contribution to global 
fi nancial imbalances, there has been a tendency on the part of some 
analysts to assert that the era of reliance on outward-oriented policies 
is now over. Such assertions refl ect very poor understanding of both 
facts and the role of outward-oriented policies. Th e key point is that 
outward orientation is not equivalent to current account surpluses. Most 
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developing countries that achieved miracle-level growth in the presence 
of outward-oriented policies have actually run current account defi cits. 
Th is was true, for example, of South Korea and Taiwan during the 1960s 
and 1970s and, indeed, even of China until the end of the 1990s. Shift in 
India’s own trade policy regime since 1991 towards outward orientation 
has been accompanied by continued current account defi cits in all but 
three or four years. 

 Gradual liberalization in agriculture is also required to improve its 
effi  ciency. Advocates of continued high protection argue that liberalization 
will hurt India’s subsistence farmers. Th is defence of protection is 
reminiscent of the advocacy of continued protection in manufacturing 
prior to the 1991 reform. It was argued then that liberalization would 
lead to the destruction of domestic industry. Th e actual outcome was 
the opposite. Increased trade only led to a restructuring of the industry 
with exports and imports both expanding. Th ere is no reason to expect 
any diff erent outcome in agriculture. India could emerge as a major 
exporter of agriculture as a consequence of liberalization. And marginal 
farmers and landless workers would be served much better by increased 
productivity in agriculture and improved prospects of well-paid jobs in 
labour-intensive industry. With the wages of unskilled and semi-skilled 
workers steadily rising in China, India has a unique opportunity to 
gradually replace it as the exporter of labour-intensive products. 

   conclusion   
 I began this chapter by documenting the low pace of urbanization 
and modernization in the countries of South Asia. In particular, while 
the share of agriculture in the GDP has steadily declined in almost all 
countries in the region, the movement of workers out of the countryside 
as refl ected in the pace of urbanization has been slow. Recognizing that the 
reasons for this phenomenon are likely to diff er across countries, I focus 
on the largest country in the region, India, when seeking explanations for 
it. I demonstrate that the slow transformation is rooted in a persistently 
low share of labour-intensive products in manufactures and high and 
rising capital–labour ratios in various manufactures. 

 In the last section of the chapter, I discuss the reforms needed to speed 
up the transformation. My list of reforms is unabashedly long. I do not 
subscribe to the view that one or two key reforms should suffi  ce to achieve 
the desired goal. It would surely be nice if development and poverty 
alleviation were a matter of relaxing one or two binding constraints. But 
India’s own experience shows that a multiplicity of reforms is required to 
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reach where India stands today. Reforms are politically diffi  cult but they 
must be introduced whenever the opportunity arises. Having a diversifi ed 
agenda has the advantage that if progress is politically diffi  cult in one 
area, it may not be so in another. For instance, progress was illusive in 
India in the area of higher education under the previous two regimes. 
But it has become possible under the current regime. It must also be 
remembered that hardly any reform can be accomplished in one stroke. 
Even the far-reaching trade reform of 1991 had to leave import licensing 
on consumer goods in place with its abolition becoming possible only 
ten years later in 2001. Th is constraint also favours having a diversifi ed 
agenda that can be gradually advanced on various fronts. 

 A fi nal point is that in a parliamentary democracy such as India, 
the determination of the leadership at the top to carry out reforms is of 
utmost importance. Given the executive serves only because it holds a 
majority in parliament, it has the power to change the laws as necessary to 
advance the reforms. Often it is argued that coalition politics can impair 
the ability to bring about policy changes. But in the end most coalition 
members also want to enjoy the power that comes with membership of 
the government.   
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Promoting Entrepreneurship, 

Growth, and Job Creation   

   Ejaz Ghani, William R. Kerr, and Stephen O’Connell     

      why is entrepreneurship important to south 
asia’s future?    
 Th is volume discusses many aspects of how South Asia will look in 2025. 
Entrepreneurship is one dimension in which, as   Figure 7.1   shows, South 
Asian countries have underperformed in both absolute and relative 
terms. Entrepreneurship, however, is a central factor in economic growth 
and development. It helps allocate resources effi  ciently, strengthens 
competition among fi rms, supports innovation and new product designs, 
and promotes trade growth through product variety. To achieve the strong 
economic growth and job creation essential for development, South Asia 
must harness and promote entrepreneurship. 

 Despite the importance of entrepreneurship, our understanding of its 
role in regional development is in its infancy. We have yet to answer even 
the most basic questions: How should one measure entrepreneurship? 
Are the appropriate measures diff erent from those used in advanced 
economies? What is the degree of spatial variation for entrepreneurship? 
What factors determine the locations of entrepreneurs? How does regional 
entrepreneurship relate to regional growth? Do these patterns resemble 
or diff er from those in advanced economies? 

 While recognizing that we can only scratch the surface of these 
important issues for South Asia’s future, this chapter provides a fi rst 
analysis using the manufacturing sector in India. It provides an overview 
of various entrepreneurship metrics and relates them to regional growth. 
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Th e link is quite strong and robust across many specifi cation variants. We 
also compare our results throughout the study with work on the United 
States. Many of the conclusions regarding the regional link between 
employment growth andentrepreneurship found for the United States 
also hold for South Asia, which is encouraging for the international 
portability of research fi ndings. Th ese conclusions are a foundation for 
future research on these important questions, and they provide initial 
guidance for policymakers. 

 Moreover, entrepreneurship and job creation have strong links to 
the other aspects of growth in South Asia discussed in this volume. 
Earlier chapters focus on the demographic dividend for South Asia 
and the rise of the middle class. Entrepreneurship is a central force for 
employing and expanding the economic opportunities for this growing 
population of South Asia. Globalization and the future of migration are 
also discussed. In this period of rapid development for South Asia, the 
capacity of regions to respond to new economic opportunities and build 
employment in emerging industries will shape the fl ows of people and 
businesses, domestically and internationally (witness only the spectacular 
rise of Bangalore). Finally, looking ahead to the challenges documented 
in the second half of this book, movements from the informal sector 
into the formal will depend in large part on the capacity of local and 
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regional economies to scale up their economies formally. Fernandes and 
Pakes (2010) observe that India’s manufacturing sector is underdeveloped 
relative to economies of similar size, and it is important to identify how 
formal jobs in this sector can be created to aid economic transitions and 
growth. Entrepreneurship will play a fundamental role in future urban 
economics for South Asia. 

 While focusing on entrepreneurship in this chapter, we clearly recognize 
that large fi rms also play an important role in regional development. Th e 
giant fi rms of South Asia are becoming globally powerful and growing 
in effi  ciency, which is to be applauded. Th ey too will shape employment 
opportunities in the decades ahead. However, the history of regional 
development shows that big fi rms are not suffi  cient. An entrepreneurial 
foundation that provides for local growth and regeneration is essential 
for long-term success and prosperity. Th is is evident in the current 
struggles of Detroit, Michigan, and its car manufacturers. Jane Jacobs 
(1970) highlights how Manchester, England, and its giant textile mills 
in the 1800s were a model of short-term effi  ciency and power but also 
ultimately insuffi  cient for long-term regional growth. Likewise, the very 
dynamic times ahead for South Asia require that entrepreneurship be 
embraced and supported. 

 Th e next section of this chapter briefl y reviews some theoretical and 
empirical linkages between entrepreneurship and growth. Th e section 
that follows discusses the measurement of entrepreneurship and our data. 
Th e next section analyses the link between entrepreneurship and region-
industry growth in India. Th e section that follows considers whether 
entrepreneurial returns or cost factors are behind the spatial distribution 
of entrepreneurship. Th e fi nal section gives a conclusion and provides 
some initial policy implications from this work.  

    entrepreneurship and growth: theoretical 
and empirical underpinnings    
 Th is section reviews theoretical and empirical foundations for studying 
entrepreneurship and growth. We keep this discussion short and non-
technical, but interested readers can consult Parker (2009) for a more 
detailed overview of prior literature. 

    Th eoretical Underpinnings    
 The concept of entrepreneurship has a rich intellectual tradition 
dating back to the foundations of economics as a discipline. Cantillion 
(1730) fi rst described entrepreneurship as self-employment of any sort, 
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with entrepreneurs buying at certain prices in the present and selling 
at uncertain prices in the future. Knight (1921) further developed 
the unique role that entrepreneurs can play by emphasizing how 
entrepreneurs predict and act upon fundamental market changes: 
recognizing opportunity, bearing uncertainty, and directing new 
ventures. In a related vein, Kirzner (1972, 1979) emphasized how 
entrepreneurs drive markets toward equilibrium. Schumpeter (1942) was 
perhaps the fi rst to link entrepreneurship and growth by emphasizing 
how entrepreneurs convert new ideas into successful innovations, 
generating ‘creative destruction’ by simultaneously creating new 
products and eliminating others. While these conceptualizations lack 
formal mathematical models, they remain at the heart of our view of 
entrepreneurship today. 

 Formal models of economic growth have meanwhile been developed 
over the past several decades, culminating in the endogenous growth 
theory. Classics among these include Solow (1956), Romer (1986, 
1990), and Aghion and Howitt (1992). Barro and Sala-i-Martin (1995) 
and Acemoglu (2009) provide comprehensive reviews. Th ese models 
mostly emphasize innovation as a central driver of economic growth. 
Th e accumulation of physical capital and complementary investments 
in worker education and skills are important, but long-run economic 
growth depends on innovations and technological developments that 
increase our productivity from a given set of resources. As innovation is 
the central focus of this work, these models can be formulated to include 
entrepreneurship, but this is not necessary. One can set up textbook 
endogenous growth models so that innovations are developed by entering 
entrepreneurial fi rms pursuing profi t incentives, but the models can also 
be formulated around incumbent fi rms. 

 Recent theoretical work provides more explicit links between 
entrepreneurship and growth. Continuing fi rst with the endogenous 
growth framework, Akcigit and Kerr (2010) developed a model of 
an economy with complete fi rm size distribution, fi rm entry and exit 
behaviour, and choices by fi rms to pursue exploration versus exploitation 
innovations. Exploration innovations seek to develop new technologies 
to capture product lines a fi rm does not already have, while exploitation 
innovations seek to enhance the product lines that a fi rm currently 
serves. Akcigit and Kerr (2010) show that new entrants and young fi rms 
invest comparatively more in exploration investments, while larger fi rms 
naturally invest more in exploitation eff orts given their many existing 
product lines. Th e model devises simple tests which highlight that growth 
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spillover eff ects are stronger for exploration innovations, showing that 
entrepreneurship explicitly matters for economic growth. 

 Another mechanism through which this relationship becomes 
apparent is that of occupational choice. Baumol (1990) and Murphy et al. 
(1991) emphasized the importance of how the best talent in the economy 
is allocated across activities. Talent can either be placed in entrepreneurial 
eff orts, which generates growth spillover eff ects through innovations and 
productivity enhancements that are shared in the economy, or go into 
professions that mostly seek to govern how output is distributed across 
the economy (for example, lawyers and bureaucracies). Th e types of 
technologies that exist, the relative sizes of markets, and similar factors 
govern how talent allocates itself across sectors. Economies where the 
most talented individuals enter entrepreneurship grow faster through 
this occupational choice mechanism. Banerjee and Newman (1993) also 
describe how these choices relate to income and wealth distribution in 
an economy. 

 Th eoretical and conceptual models have also emphasized increased 
risk-taking (Khilstrom and Laff ont 1979), benefi ts due to diversity 
(Jacobs 1970), and enhanced labour fl ows and industrial organization 
for technology (Fallick et al. 2006) as the means through which 
entrepreneurship impacts growth.Th ere are thus multiple channels 
through which entrepreneurship can matter for economic growth and 
development.  

    Empirical Underpinnings    
 Strong empirical research on the role of entrepreneurship in economic 
growth has been slower to develop than the theory. Th is sluggishness 
has been primarily due to data constraints rather than lack of interest, 
as only in the last two decades have micro-level data become available 
that allow us to accurately measure entry rates at the disaggregated levels 
(for example, cities and industries) required to test the relationship. Prior 
to this, while we could see clear correlations between entrepreneurship 
and development/growth in business cycle dynamics or in cross-sectional 
relationships for regions or countries (Klapper et al. 2010; Acs and 
Armington 2006; Audretsch et al. 2006; Acs and Audretsch 1993), it 
was impossible to assess entrepreneurship’s specifi c role versus general 
economic conditions in greater detail. 

 Much existing evidence focuses on the experience of the US, which 
was among the fi rst countries to develop the necessary data detail, and on 
the manufacturing sector in particular. Dunne et al. (1989a, 1989b) and 
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Davis et al. (1996) provide among the fi rst detailed accounts of the high 
fi rm entry and exit rates that exist in industries using manufacturing data 
from the US Census Bureau. Building on this tradition, Haltiwanger et 
al. (2010) provide very systematic documentation of the important role 
of start-ups and young fi rms in the employment growth process. Th is 
strong empirical link at the aggregate level is perhaps even more striking 
when examining urban or regional data in the United States (Glaeser et 
al. 2010). Cities in the United States with more entrepreneurship in the 
late 1970s have consistently grown faster in the three decades since then. 
Th is continues to hold at the industry level within cities. 

 Th ese studies mostly provide a decomposition of entrepreneurship’s 
role, and causal identifi cation of the elasticity between entrepreneurship 
and growth for the economy as a whole remains elusive so far (for 
understandable reasons given the strong endogenous relationship 
between growth and entrepreneurship). There has been greater 
progress, however, with respect to the impact of high-growth start-
ups, especially those backed by venture capital investors. Kortum and 
Lerner (2000) and Samila and Sorenson (2011) link the development 
of risk capital fi nancing to growth-spillover eff ects for industries 
and cities respectively. Th ese settings are attractive as identifi cation 
frameworks are feasible within this sub-sector of the economy (for 
example, endowment shocks that impact the volume of available 
venture capital fi nancing).   

    measurement of entrepreneurship for south 
asian countries    
 Th is section describes the measurement of entrepreneurship. We begin 
with a general overview, owing mostly to Glaeser and Kerr (2009), that 
also highlights issues particular to South Asia. We then describe our 
manufacturing data for India in detail. 

    Defi nitions of Entrepreneurship    
 Defi ning entrepreneurship is hard and controversial even in advanced 
countries.1 One approach, dating back to Cantillion (1730), is to 
describe entrepreneurship as the number of people leading independent 
businesses. Evans and Jovanovic (1989), Blanchfl ower and Oswald 
(1998), and many others have accordingly used self-employment rates as 

1 See, for example, the work of the OECD Entrepreneurship Indicators Programme 
in 2008 and 2009.
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their metric of entrepreneurship. Th is choice has also been encouraged by 
the fact that self-employment questions have typically been included in 
censuses of families or households. Th us data on self- employment rates 
became available much earlier than any other potential measure. 

 However, recent studies note the challenges that come with using 
self-employment metrics to describe the entrepreneurship necessary 
for economic growth and job creation. Due to the much larger raw 
count of self-employed workers, self-employment indices accord 
much more weight to small-scale, independent businesses and hobby 
entrepreneurship than entrepreneurship that can lead to substantial job 
creation for others. Th e vast majority of self-employment businesses as 
captured in labour and census surveys will not generate employment 
opportunities for other workers, and they may even be the products of 
a lack of employment opportunities for the business owner (Astebro et 
al. 2010; Schoar 2009).Th is latter factor is particularly acute in South 
Asia. Should each self-employed taxi driver be accorded the same weight 
as a new start-up company that is hoping to grow to employ hundreds 
of workers? 

 Th ese criticisms are evident in some simple examples. Silicon Valley 
is the exemplar of US regional entrepreneurship and the world’s largest 
venture capital market. Yet San Jose, CA, ranks last among America’s 
300+ metropolitan areas in terms of self-employment, with West Palm 
Beach, FL, instead being crowned as America’s most entrepreneurial city. 
Th is questionable pattern is also evident in country rankings. Southern 
European countries (for example Portugal and Greece) rank much higher 
than Scandinavian countries in terms of self-employment within Europe, 
but much lower in terms of most growth entrepreneurship indicators like 
venture capital markets (Bozkaya and Kerr 2010). Klapper et al. (2010) 
document the negative correlation between self-employment levels and 
economic development across a broad cross-section of countries, and 
we shall see later in this chapter that self-employment metrics for India 
perform poorly for describing job growth compared to better-specifi ed 
alternatives. 

 Hence, most recent studies of entrepreneurship and growth instead 
focus exclusively on formal fi rms that employ paid workers. Th ese 
thresholds—being incorporated, paying payroll taxes—are in some 
sense arbitrary, but they are natural given our fundamental interest in 
describing regional job creation. Th eir relevance is even greater for South 
Asia given the need to pull members of the informal economy into the 
formal sector. Here too, however, there are substantial disagreements as 



Promoting Entrepreneurship, Growth, and Job Creation         175

to what should be measured. A vast, earlier literature develops estimates 
of the number or share of small businesses in a region. A similar metric 
is average fi rm size (Glaeser 2007). 

 Th ese measures of small businesses overcome some of the problems 
of the earlier self-employment measures, but they still weight small 
businesses that are not attempting to grow substantially (for example a 
small, family-run business that has employed the same number of workers 
for many years) very heavily. In other words, they do not capture the 
important dynamic aspects of entrepreneurship for economic growth. 
Th ese metrics may also be additionally skewed in the Indian context 
given the well-known problem of the ‘missing middle’ in the fi rm-size 
distribution, which is often associated with rigid employment laws. A 
large count of small fi rms may not represent an entrepreneurial cluster 
as much as an environment where these laws are particularly binding 
(Besley and Burgess 2004). 

 Understandably, many researchers are instead drawn to metrics that 
are more tightly connected to the dynamic nature of entrepreneurship. 
Th e more recent micro-data have both enabled these measurements 
and stressed their better performance relative to small business counts 
(Haltiwanger et al. 2010). One approach focuses on start-ups within a 
single industry so that fi ner characterizations and case studies can be 
made (Feldman 2003; Saxenian 1994). Others look at new product 
introductions (Audretsch and Feldman 1996), venture capital placement 
(Samila and Sorenson 2011), or the founding of new fi rms (Rosenthal 
and Strange 2010; Kerr and Nanda 2009). Th ese dynamic measures of 
entrepreneurship are less available than self-employment rates or small 
business statistics, but are more tightly connected to entrepreneurship 
that can generate job growth. 

 We follow this emerging strand and principally defi ne entrepreneurship 
as the presence of young manufacturing establishments (but we will test 
all three variants). Haltiwanger et al. (2010) emphasize how in the US 
experience, young fi rms are more tightly associated with employment 
growth than small fi rms (conditioning on age). While we would also like 
to employ measures of entering establishments in their fi rst year (Glaeser 
and Kerr 2009), our data are only every few years in frequency. Th us the 
young establishment defi nition—less than three years old—is the most 
refi ned measure feasible for India at this time. We will separately test 
using all young establishments, which combines both stand-alone young 
fi rms and young establishments of multi-unit fi rms, and measures that 
focus exclusively on young fi rms. 
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 Th us our study of entrepreneurship falls between two more common 
types of studies, thereby hitting on a key element of South Asia’s future. 
On the one hand, we purposely steer clear of self-employment measures 
and the informal sector except as robustness checks or to contrast our 
results. Even for the United States, self-employment is a second-best link 
for measuring entrepreneurship for job creation.Th ese methodological 
challenges for low return or subsistence eff orts are compounded in 
South Asia where the informal sector employs 90 per cent of workers 
(Schoar 2009). To realize long-term employment growth, it is necessary 
to distinguish transformative entrepreneurship from subsistence 
entrepreneurship. 

 On the other hand, we also do not study the development of very 
high-growth entrepreneurship or venture capital markets in South Asia 
(except to the extent that they are a part of our offi  cial statistics). Th is is 
not because these entrepreneurs are not important for South Asia; quite 
the opposite and many recent studies focus on software’s emergence, 
returnee entrepreneurs, diasporas, and similar exciting developments 
(Nanda and Khanna 2010; Kerr 2008; Arora and Gambardella 2005). 
Yet these specialized sectors are still an extremely small part of the Indian 
economy, and we focus on identifying measures of entrepreneurship that 
apply more broadly across the entire manufacturing sector.  

    Indian Entrepreneurship and Growth Data in Manufacturing   
 We now describe our data on Indian manufacturing. Fernandes and Pakes 
(2010) also describe the Indian manufacturing sector and its fi rm-size 
distribution in detail. Our primary sources are repeated cross-sections 
of the Indian manufacturing sector based on Government of India 
industrial survey data. Separate industrial surveys of both the organized 
and unorganized manufacturing sectors were carried out in fi scal years 
1989–1990, 1994–5, 2000–1, and 2005–6. Th is dataset links the 
organized and unorganized sector survey data for these years, providing 
four snapshots of the entire Indian manufacturing industry back to 1989.
Nataraj (2009) and Kathuria et al. (2010) provide detailed overviews of 
similarly constructed databases. 

 Typically, manufacturing establishments with more than 10 workers 
are required to register under the India Factories Act of 1948. Th e 
organized sector is surveyed by the Central Statistical Organisation 
every year through the Annual Survey of Industries (ASI). Some 
large establishments are surveyed every year as part of a census frame, 
while approximately one-third of the smaller establishments are 
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surveyed with state and industry stratifi cation. We use sample weights 
provided with the data to create population-level estimates of total 
establishments, output, and employment by region and three-digit 
National Industry Classifi cation (NIC). Establishments below the 
employment threshold for the organized sector are not required to 
register under the Factories Act. Th is unorganized sector is surveyed 
by the National Sample Survey Organisation (NSSO), with a sampling 
universe of all manufacturing establishments that are not registered 
under the Factories Act. Unorganized establishments are unregistered, 
do not pay taxes, and are generally outside the purview of the state. 
For this reason, we use the organized–unorganized sector distinction 
readily available in our data to roughly distinguish between the formal 
and informal sectors. As with the ASI data, sampling weights supplied 
by the NSSO are used to expand the sample to be representative of 
the entire population. 

 Th e fi nal dataset contains many of the elements common to both ASI 
and NSSO surveys. Th is includes information on location, NIC industry, 
legal status and ownership structure, as well as detailed balance sheet and 
income statement accounts. An element of age—specifi cally whether 
the establishment is less than three years old—is also included. Data 
on employment, fi xed assets, wages, revenues, output, and raw material 
expenses are also available. We convert nominal values to constant 2005 
US dollars at purchasing power parity (PPP). We also update earlier NIC 
classifi cations to the current (NIC 2004) classifi cation using concordances 
provided with ASI data.  

   Descriptive Statistics on Indian Entrepreneurship in 
Manufacturing   
 Tables 7.1a and 7.1b provide some basic descriptive statistics relating 
to our sample.   Table 7.1  a gives various metrics of entrepreneurship that 
we will relate to job growth across Indian regions. Th e fi rst two rows 
are measures of the prevalence of young and small fi rms respectively 
on a per worker basis. Th e third and fourth rows give the employment 
share in these establishments. Th e fi fth row is the self-employment 
share. For each metric, we provide three data cuts: the formal sector 
only, the informal sector only, and the two sectors combined. In all 
cases, we adjust the metrics so that they are comparable. For example, 
the denominator for the fi rst row changes from per 1,000 formal 
workers, to per 1,000 informal workers, and fi nally to per 1,000 
formal + informal workers. 
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     table  7.1a Description Statistics on Entrepreneurship in Indian 
Manufacturing   

Formal 
Sector 
Only

Informal 
Sector 
Only

Combining 
Formal and 

Informal
Count of young establishments per 1,000 
 workers (<3 years old), 1989 2.2 105.6 84.6

Count of small establishments per 1,000 
 workers (<20 employees), 1989 6.4 513.5 410.8

Share of workers in young 
 establishments, 1989 9.6% 19.8% 17.7%

Share of workers in small 
 establishments, 1989 7.3% 99.9% 81.2%

Self-employment share, 1989 0.0% 18.0% 14.3%
Count of young establishments per 1,000 
 workers (<3 years old):
 1989 2.2 105.6 84.6
 1994 2.1 73.4 58.0
 2000 2.2 42.0 34.9
 2005 2.1 59.9 48.3
Count of young establishments per 1,000 
 workers (<3 years old):
 Andhra Pradesh 2.3 124.9 98.5
 Goa 3.3 138.3 75.5
 Gujarat 2.4 143.7 87.8
 Haryana 1.8 152.7 89.9
 Karnataka 1.6 110.9 87.2
 Kerala 1.9 158.6 135.6
 Madhya Pradesh 1.3 64.8 50.4
 Maharashtra 1.6 100.7 60.8
 Orissa 1.6 40.8 38.9
 Punjab 2.5 159.9 94.5
 Tamil Nadu 2.8 172.3 131.9
 Uttar Pradesh 3.6 129.9 110.7
 West Bengal 0.7 55.5 51.6
Source: Annual Survey of Industries; National Sample Survey, various rounds 
(1989–2005).
Notes: Descriptive statistics taken from Annual Survey of Industries and National 
Sample Statistics for years 1989, 1994, 2001, and 2005. ‘Young’ establishments 
are less than three years old at the time of the survey, ‘small’ establishments have 
fewer than 20 permanent employees.
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 Th e diff erences across the measurements and columns are to be 
expected. Counts of young establishments in the formal sector are low 
in India relative to advanced economies, much as   Figure 7.1   suggests. 
Small establishments are somewhat more common, but have a smaller 
employment share than young establishments. Self-employment is 
virtually non-existent in the formal manufacturing sector in India, but it 
should be noted that this is in some sense a result of the de facto defi nition 
arising from India’s registration laws. Th e informal sector has much 
higher levels of small establishments and self-employment, but young 
establishments are under-represented. Th e bottom two panels of   Table 
7.1  a provide additional details on our primary metric of entrepreneurship: 
young establishments per 1,000 workers in the formal sector. Th is measure 
shows a slight upward trend over time and signifi cant heterogeneity across 
Indian regions.Th e highest levels of young establishments are in Uttar 
Pradesh, Andhra Pradesh, and Orissa, while the lowest are in Haryana 
(including Delhi) and West Bengal. 

 To provide a rough comparison, Schmitt and Lane (2009) report that 
self-employment rates outside of agriculture among 16 Organisation 
for Economic Cooperation and Development (OECD) economies 
ranged from about 7 per cent (Norway and United States) to 25–30 
per cent (Greece and Italy) in 2000. India appears at the upper end of 
this distribution after including the informal sector. Schmitt and Lane 
(2009) also report that manufacturing employment in enterprises with 
fewer than 20 employees ranged from 9–11 per cent (Luxembourg, 
Ireland, and United States) to 30–35 per cent (Greece, Italy, and 
Portugal) in 2006. Davis et al. (1996) report that about 5 per cent of 
US manufacturing employment for 1973–88 was in establishments 
with fewer than 20 employees. Our Indian data are not as comparable 
on these latter dimensions—as these external statistics defi ne the formal 
manufacturing sector in ways that are diffi  cult for us to replicate with 
our two separate datasets—but India again appears to be at the upper 
end of the range. 

 Fernandes and Pakes (2010) similarly conclude that Indian 
manufacturing fi rms are disproportionately represented in the small 
end of the size distribution. Th us India has a relatively high share of 
small establishments and self-employment in manufacturing, and also a 
relatively low share of young establishments or new fi rm start-ups. Schoar 
(2007) concludes that India has too many entrepreneurs, in the sense of 
having high rates of self-employment and small businesses, but too little 
entrepreneurial growth. Finally, Ardagna and Lusardi (2008) analysed 



180        Reshaping Tomorrow

harmonized micro-data on entrepreneurship collected by the Global 
Entrepreneurship Monitor, fi nding that India has entry rates comparable 
to those of its peers. Th ey also estimated that the subsistence rate of 
entrepreneurship in India is high in absolute terms and comparable to that 
of its peers. Th ese patterns likely refl ect both push and pull factors. 

   Table 7.1  b describes the correlation between the young establishments 
per worker measure and the other metrics across states or industries. 
Th ere is a modest degree of correlation within the formal group, which 
is comparable to the 0.4–0.6 correlations that Glaeser and Kerr (2009) 
observed across US cities for entrepreneurship metrics. Th e link across 
metrics is much weaker in the informal sector, especially in regional 
variation. Unreported correlation matrices show that the correlation 

     table  7.1b Correlation between Measures of Entrepreneurship in 
Indian Manufacturing   

 Correlation with Log of Young 
Establishments per Worker, 1989 

Formal 
sector only

Informal 
sector only

Combining 
formal and 
informal

Correlation across regions
Count of small establishments 
 per 1,000 workers 
 (<20 employees), 1989

0.20 0.10 0.15

Share of workers in young 
 establishments, 1989 0.64* 0.91* 0.78*

Share of workers in small 
 establishments, 1989 0.23 −0.04 −0.07

Self-employment share, 1989 0.45 0.34 0.49*
Correlation across industries

Count of small establishments 
 per 1,000 workers 
 (<20 employees), 1989

0.68* 0.39* 0.52*

Share of workers in young 
 establishments, 1989 0.66* 0.77* 0.80*

Share of workers in small 
 establishments, 1989 0.71* 0.04 0.66*

Self-employment share, 1989 0.22 0.49* 0.18
Notes: See Table 7.1a
*signifi cant at 10% level.
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between formal and informal sector measures is much weaker. For 
example, the correlation between young establishments per worker in 
the formal sector and the self-employment rate in the informal sector is 
about 0.1. Th ere is likewise a much weaker correlation between small 
establishment metrics and self-employment metrics.   

    entrepreneurship and employment growth 
across south asia    
 We now turn to an empirical analysis of employment growth and 
entrepreneurship across regions. We fi rst provide very simple graphs and 
correlations that test relationships using our full range of metrics. We 
then undertake an extended region–industry analysis using our primary 
metric of young establishments per worker. We close this section with 
some sample decomposition tests to begin uncovering region and industry 
traits that govern the relationships. 

    General Relationship between Entrepreneurship and Growth    
   Figure 7.2  a provides the simplest representation. Th e vertical axis is 
the log of employment growth in the region from 1989 to 2005, while 
the horizontal axis is the log of the count of young fi rms per worker 
in 1989. Th ere is a strong upward slope to the trend line, similar to 
that found across cities in the United States (Glaeser et al. 2010), and 
it is clear that the relationship does not overly depend upon any one 
region.   Figure 7.2  b provides a comparable picture using region–industry 
employment growth and initial entrepreneurship levels. Th e pattern looks 
even more powerful and robust at this level of detail. It is important to 
note that these correlations are not between contemporaneous entry 
rates and employment growth, which can potentially have a mechanical 
relationship, but instead between initial entry rates and subsequent 
region–industry employment growth. 

   Table 7.2   provides a systematic comparison of our entrepreneurship 
metrics using the region–industry variation. The sample includes 
575 region–industry pairs that have positive employment in 1989, 
and we exclude nine extreme observations from   Figure 7.2  b. Th ese 
exclusions make our estimations more conservative. Panel A presents 
an unconditional estimation, while Panel B conditions on log initial 
employment (Glaeser et al. 2010; Delgado et al. 2008). Column headers 
indicate the entrepreneurship metric employed. Th e coeffi  cient in the fi rst 
column of Panel A is akin to the slope of the trend line in   Figure 7.2  b. 
Regressions are unweighted and report robust standard errors. 
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    figure 7.2 a Entrepreneurship and Growth in Indian Manufacturing 
by State, 1989–2005  

   Source: Annual Survey of Industries (1989–2005).   
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   figure 7.2 b Entrepreneurship and Growth in Indian Manufacturing 
by State and 3-digit Industry, 1989–2005    

   Source: Annual Survey of Industries (1989–2005).    

 Elasticities over the fi rst four columns in Panel A range from 0.18 to 
0.33 at the region–industry level. Th ese elasticities are quite comparable 
to those estimated in the United States using a similar design (Glaeser and 
Kerr 2010). All estimates are statistically signifi cant. Unreported regressions 
fi nd that these elasticities range from 0.22 to 0.35 when including the nine 
omitted observations or from 0.29 to 0.52 when estimated at the region 
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level. In strong contrast, there is a much weaker link from self-employment 
metrics, in either the formal or informal sector, to subsequent job growth. 
Th is stresses the importance of how entrepreneurship is measured for 
estimating its link to local job growth. 

 We find similar results in Panel B after controlling for initial 
employment levels in region–industries. Coeffi  cients tend to be a 
quarter to a third smaller, but they remain economically and statistically 
signifi cant. High levels of initial employment are correlated with lower 
job growth to 2005, indicative of convergence in the economic growth 
process. We noted earlier that our sample includes all region–industry 
pairs that had positive employment in 1989. Some region–industry 
cells have zero young businesses, which does not defi ne an initial 
entrepreneurship metric. To maintain a consistent sample size across 
specification variants, we recode these cases to have one young 
establishment, creating an unreported indicator variable that specifi es 
these cases in the regressions. We obtain very similar results if instead 
we simply drop these cases.  

    Extended Analysis at Region–Industry Level    
 Th e estimates discussed provide simple and transparent evidence, but 
it is natural to worry about omitted factors that could infl uence both 
employment growth and fi rm ages. Tables 7.3a and 7.3b provide a more 
formal set of growth regressions using young establishments in a region-
industry context. We begin in the fi rst column by simply including the 
explanatory variables of initial entrepreneurship and employment levels at 
both region and region–industry levels. Th is starting point is interesting 
in that it highlights that entrepreneurship at both the levels is important 
for growth in the focal region–industry. Similar patterns are evident in 
the United States, and we return in the next section to a more formal 
analysis of entrepreneurial returns and the Chinitz eff ect to trace why 
this might be so. 

 Th e second column further incorporates a vector of industry fi xed 
eff ects. Th ese fi xed eff ects capture the general growth of industries in 
India between 1989 and 2005 and the levels of entrepreneurship that 
existed in 1989. Whereas the simplest correlations could have refl ected, 
for example, general diff erences between textile and chemical industries, 
these fi xed eff ects require that the estimates only exploit variations 
across regions after controlling for general industry diff erences. Th ese 
fi xed eff ects also account for other fi xed industry factors like capital 
intensity and export behaviour. Elasticities are similar in this estimation, 
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although the region–industry entrepreneurship variable loses about half 
of its strength. Th is suggests that general industry diff erences—some 
sectors being very entrepreneurial and fast growing across all Indian 
regions—partly explain the strong eff ects in   Table 7.2  . Nevertheless, 
region–industry entrepreneurship remains important economically and 
is precisely estimated in the conditional regression. 

 Th e third column goes a step further and includes a vector of region 
fi xed eff ects. Like industry fi xed eff ects, the regional fi xed eff ects remove 
general diff erences across locations, for example the lower average entry 
in West Bengal or the higher average entry in Uttar Pradesh. Th ey also 
remove traits and policies that infl uence all industries equally, for example 
aggregate regional growth that increases demand for all manufacturing 
goods. Th e estimation now requires that higher employment growth at 
the region–industry level be linked to higher rates of young establishments 
after removing any systematic industry and region eff ects. Th e importance 
of region–industry entrepreneurship is very robust for this specifi cation 
choice. 

 Th is estimate of 0.138 (0.055) is our preferred specifi cation. In 
words, it fi nds that a 10 per cent increase in initial entrepreneurship in a 
region–industry in 1989 was associated with a 1.3 per cent higher rate of 
employment growth to 2005. We get this estimate after removing eff ects 
of initial employment levels and systematic growth eff ects by regions 
and industries. While India has historically been weaker in terms of 
growth-oriented entrepreneurship overall, industries and regions that have 
embraced entrepreneurship have grown faster. Given the potential for the 
manufacturing sector to expand in South Asia, this is very encouraging 
for future growth prospects. 

 Columns 4–6 provide additional robustness checks on this conditional 
specifi cation. We fi rst test for outliers by weighting the regression by initial 
employment in the region–industry, fi nding very similar eff ects. Column 
5 further controls for average age of establishments in the region–industry 
to verify that the observed young establishment relationship is not due 
to broader product cycles and industry evolution (Faberman 2007; 
Jovanovic and MacDonald 1994; and Klepper and Graddy 1990). Th is 
broader age regressor does little to explain the relationship between job 
growth and young establishments. 

 Th e fi rst fi ve columns of   Table 7.3  a use young establishments per 
worker regardless of whether they are independent fi rms or part of larger 
enterprises. We make this more encompassing measure our baseline to 
allow comparability to the World Bank reports and surveys that key off  this 
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concept. Th is choice also has the conceptual underpinning that encouraging 
entrepreneurship may involve the initial expansion and replication of highly 
productive enterprises to off er formal jobs to subsistence workers. Finally, 
a practical issue is that our data do not truly identify fi rm ownership 
structures of establishments; we only have self-reported data on whether 
the respondent is part of a larger fi rm. We thus cannot assess whether a 
young establishment is part of a young multi-unit fi rm or an older multi-
unit fi rm. Column 6 shows that we obtain very similar outcomes when 
using just young, stand-alone establishments that state that they are not 
part of a larger fi rm. Th e elasticity is somewhat smaller, which may be due 
to a weaker economic eff ect or due to greater measurement error in the 
single-unit metrics, but the general eff ect is very persistent. 

 Finally,   Table 7.3  b includes the informal sector. Growth and 
entrepreneurship in the informal sector, which accounts for approximately 
90 per cent of Indian manufacturing, were excluded in   Table 7.3  a. Th e 
dependent variable in   Table 7.3  b across all four columns is the log growth 
of manufacturing employment by region–industry in the combined 
formal and informal sectors. Likewise, the initial employment level across 
all four columns combines both sectors. Comparing the coeffi  cients on 
this control variable to   Table 7.3  a, regions and industries with very high 
informal employment in 1989 experienced disproportionately slow 
subsequent job growth. 

 Th e fi rst column shows that our basic fi nding holds when our 
entrepreneurship measure combines young businesses from both the 
sectors. Th e elasticity declines by about a third, and columns 2–4 
investigate why. High rates of entrepreneurship in the informal sector 
do little to promote job growth in manufacturing. On the other hand, 
high rates of entrepreneurship in the formal sector robustly increase 
employment growth. Th e coeffi  cient for combined job growth in the 
formal and informal sectors is lower than that for the formal sector alone 
(  Table 7.3  a), which is to be expected. Th e remainder of this chapter 
focuses on just formal-sector defi nitions, but the importance that we 
place on formal entrepreneurship is robust to a wider focus.  

    Sample Composition    
 To close this section, Tables7.4a and 7.4b provide a variety of sample 
decomposition exercises by region and industry respectively. In each 
exercise, we split the sample at the median value of each trait and estimate 
our core regression with region and industry fi xed eff ects (Column 3 
of   Table 7.3  a) in both halves. Our choices of dimensions on which 
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to partition the sample are motivated by factors that the economic 
growth/development and entrepreneurship literature have found to be 
important. 

 Th ese decompositions are not meant to systematically test the importance 
of each factor, but instead to provide some suggestive evidence of the best 
places for future researchers to examine. It is important to understand that 
by splitting the sample we allow lots of fl exibility in how the diff erences 
emerge. Th e coeffi  cients on the unreported region and industry fi xed 
eff ects, for example, are not constrained to be equal to each other. Some 
relationships may look diff erent in more structured specifi cation tests. 

 Before discussing each partition, the broad and most important 
observation from Tables 7.4a and 7.4b is the remarkable stability of the 
fi ndings. In both halves of each decomposition, we fi nd a positive eff ect 
of entrepreneurship for job growth that exceeds 0.095 (compared to the 
sample average of 0.138 in   Table 7.3  a). Moreover, while some estimates 
are not statistically signifi cant after cutting the sample size in half, the 
t-statistics are all greater than 1.2 in value. Th is general economic and 
statistical power across many diff erent divisions of the data is very 
encouraging for our baseline result. 

   Table 7.4  a fi nds that job growth eff ects from entrepreneurship 
are stronger in economically lagging regions. Th is may suggest that 
entrepreneurship is particularly important in helping initial job growth 
and informal to formal sector transitions. Unreported specifi cations 
fi nd that while the leading region eff ect is lower using region–industry 
data, as in   Table 7.4  a, it is higher when using just the regional variation. 
Th is may refl ect the fact that other region-level factors are central for 
the economic progress of leading regions, or may perhaps refl ect more 
subtle diff erences in the industrial traits of leading and lagging areas. We 
hope that future research can refi ne this assessment. 

 Columns 3 and 4 examine diff erences across states in labour regulations 
(Ahsan and Pages 2007). Several studies link labour regulations in the 
Indian states to economic progress (Aghion et al. 2008; Besley and Burgess 
2004), and one might hypothesize that entrepreneurial job creation would 
be similarly aff ected by these policies. However, we do not fi nd that the 
job growth eff ects of entrepreneurship depend systematically upon these 
regulations. But it is interesting to note that this is the only place where our 
results depend meaningfully on the excluded, extreme region–industry cases. 
In examining the full sample, there is a positive gap between states with 
lower labour regulations and those with higher regulations. Future research 
on this topic would be particularly useful for clarifying these issues. 
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 Columns 5 and 6 show a higher elasticity among regions with stronger 
educational attainment (as measured through literacy rates). On the other 
hand, Columns 7 and 8 show that fi nancial development (as measured 
through loans to output ratios) appears to matter less.We hope to examine 
more closely the fi nancial dependence among industry sectors using a 
Rajan and Zingales (1998) approach in future research. 

   Table 7.4  b turns to industry traits. We defi ne four traits directly from 
our industrial dataset: (i) labour intensity (total wage bill over output), (ii) 
average wage, (iii) fi nancial dependence (value of bank loans over output), 
and (iv) trade intensity (value of exports over output). Th ese measures 
are calculated at the industry level after aggregating all establishments. 
We divide the sample based upon the median industry value observed 
for each ratio. 

 Th e eff ects are very comparable in industries with high and low labour 
intensity. Th is initial cut is promising in that the division separates textiles 
from chemicals, which are two of India’s largest industries and account 
for a majority of the manufacturing employment. Columns 3–8 fi nd that 
entrepreneurship’s eff ects are somewhat stronger in industries with lower 
wages, while industry fi nancial dependence or export intensity appears to 
matter less. But, looking across the columns the bigger message is simply 
that job creation eff ects are reasonably comparable in all cases despite the 
diff erent divisions of the sample. Regional traits appear to matter more 
than industry traits in determining these responses.   

    entrepreneurial returns and the chinitz 
effect    
 Our main goals in this chapter are to spark further research on the role of 
entrepreneurship in South Asia’s future and to identify a platform from 
which to proceed. Th ere are many potential follow-up studies that are 
worth pursuing. For example, each of the basic breakdowns in Tables 7.4a 
and 7.4b could be more closely examined to provide a causal assessment 
of their role for India’s regional development, with entrepreneurship as a 
channel or mechanism. And there are many other regularities and features 
of entrepreneurship in advanced economies that are not discussed in 
this chapter but would be interesting to test in South Asia (for example, 
the role of innovation centres documented by Duranton 2007 and Kerr 
2010 for urban industry evolution). 

 We end this chapter by examining in greater detail whether heightened 
entrepreneurial returns and/or the Chinitz eff ect (which relates to cost 
factors) appear to be the fi rst-order determinants for regional placements. 
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Both of these eff ects operate at the region–industry level, in contrast to 
the general region and industry traits studied in  Tables 7.4a and 7.4b. 
Glaeser et al. (2010) provide a model that jointly considers these two 
eff ects, and they fi nd empirical evidence that the Chinitz relationship is 
more important than heightened entrepreneurial returns for determining 
the spatial distribution of entrepreneurship in the United States. We 
extend these tests to India in   Tables 7.5    and   7.6   using the variation 
across regions and industries. 

   Table 7.5   tests the entrepreneurial returns hypothesis. From Indian 
manufacturing data we calculate the dollar value of shipments per worker 
in 2005 in each region–industry separately for single-unit and multi-unit 
establishments. We use this shipments per employee metric as a proxy 
for future profi tability and therefore the returns to entrepreneurship. 
Th is proxy is subject to including industry fi xed eff ects that control for 
industry-level production techniques. 

 We do not fi nd a strong relationship between the heightened presence 
of young establishments in 1989 and the subsequent value per worker in 
the region–industry. Th is weak explanatory power is for both economic 
magnitude and statistical signifi cance. Similar to the United States, these 
patterns suggest that anticipation of abnormal returns is not the driving 
force behind the observed relationships for job creation. 

   Table 7.6   tests the Chinitz argument, which relates to lower costs 
for entrepreneurs. A number of studies list the many factors that bring 
about industry agglomeration (Ellison et al. 2010; Rosenthal and Strange 

     table  7.5 Estimations of Localized Entrepreneurial Returns   

Average Labour Returns 
for Single-units in 

2005

Average Labour Returns 
for Multi-units in 

2005
(1) (2)

Entrepreneurship level in 0.024 −0.090
 region–industry in 1989 (0.105) (0.225)
Employment level in −0.015 0.033
 region–industry in 1989 (0.079) (0.039)
Adjusted R-squared 0.273 0.145
Observations 607 346
Industry fi xed eff ects Yes Yes
Region fi xed eff ects Yes Yes
Notes: See Table 7.3a.
*signifi cant at 10% level, ** signifi cant at 5% level, ***signifi cant at 1% level.
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2001, 2003; Marshall 1920). Chinitz (1961) goes further to describe 
factors that specifi cally aff ect the entry rates of new fi rms. He particularly 
emphasizes the role of input suppliers: new ventures have many needs 
that must be met by the local economy, in contrast to larger incumbents 
that may source internally or from greater distances. Chinitz emphasizes 
that greater competition and smaller establishment sizes for suppliers help 
new ventures source specialized inputs and avoid hold-up problems. 

 In a famous comparison, Chinitz argues that the large, integrated 
steel fi rms of Pittsburgh depressed external supplier development; 
moreover, existing suppliers had limited interest in providing inputs 
to small businesses. By contrast, New York City’s much smaller fi rms, 
organized around a more decentralized garment industry, were better 
suppliers to new fi rms. Jacobs (1970) also holds this view, and empirical 
evidence for the United States is documented by Drucker and Feser 
(2007), Rosenthal and Strange (2010), Glaeser and Kerr (2009), and 
Glaeser et al. (2010). 

   Table 7.6   tests the Chinitz eff ect through an additional regressor that 
calculates the average establishment size in each region c that typically 
supplies a given industry i,  

     table  7.6 Estimations of the Chinitz Eff ect   

Young Establishment 
Employment by 
Region–Industry, 

1994–2005

Employment Growth 
by Region–Industry, 

1989–2005

(1) (2)
Entrepreneurship level in 0.203 0.126
 region–industry in 1989 (0.093)** (0.057)**
Employment level in 0.651 −0.261
 region–industry in 1989 (0.094)*** (0.055)***
Chinitz index in 0.311 0.145
  supplier industries in 

1989
(0.205) (0.129)

Adjusted R-squared 0.672 0.328
Observations 575 575
Industry fi xed eff ects Yes Yes
Region fi xed eff ects Yes Yes
Notes: See Table 7.3a. Chinitz index is a weighted average measure of 
establishments per worker across supplier industries based on input–output 
fl ows.
*signifi cant at 10% level, **signifi cant at 5% level, ***signifi cant at 1% level.



Promoting Entrepreneurship, Growth, and Job Creation         195

 
Chinitz vtt

Firms
E

E
E

Input
Firms

E
Inputci

kc

kcE
kcE

cE i kt
k I

kc

cE it=v Inputi kt ←∑
, ,…

←←∑ k
k I= , ,…  

 where Firms kc  is the count of firms. Higher values of this index 
indicate that greater numbers of fi rms are typically providing input 
needs of new entrants, weighted by the importance of the inputs in 
question. If the Chinitz eff ect holds, we will fi nd a positive elasticity 
for subsequent entry and potentially realized employment growth for 
the region–industry. 

 Th e results in   Table 7.6   suggest that the Chinitz eff ect may operate 
in India. Th e fi rst column fi nds strong elasticity of the Chinitz regressor 
to the development of future entrepreneurship specifi cally in region-
industry pairs. Th e coeffi  cient is, in fact, larger in economic magnitude 
than our main eff ect and of borderline statistical signifi cance (t-stat of 
1.52). Th is is quite remarkable given that we are only able to identify 
local supplier conditions at the regional level rather than at the city level 
that is typical for these studies. Favourable local industrial conditions 
and cost factors thus appear to be associated with greater subsequent 
entry. Th e second column shows that this Chinitz factor might also be 
related to subsequent employment growth. While a positive elasticity 
is observed, our results do not have suffi  cient precision for defi nitive 
conclusions. We hope that future work can tackle these eff ects at the 
city level, where we anticipate that the employment growth eff ects will 
emerge clearly. 

 Th ese patterns are similar to the United States, with cost factors more 
infl uential than spatial variations in entrepreneurial returns; moreover, 
the importance of initial entrepreneurial conditions persists even after 
controlling for local industrial conditions. Glaeser et al. (2010) conclude 
from a similar pattern that the supply side of entrepreneurship must 
be a factor for the US spatial distribution of entry. Th is echoes studies 
on the local bias of entrepreneurship in multiple countries (Michelacci 
and Silva 2007; Figueiredo et al. 2002). Entrepreneurs are more likely 
to be located in their home regions than wage workers; moreover, on 
average, home-town entrepreneurs tend to be more successful than 
migrating entrepreneurs. We have not examined these factors for South 
Asia, but more evidence in this regard is needed, and South Asia would 
be an attractive laboratory in this period of high migration and rapid 
emergence. Comparisons between manufacturing and services (Ghani 
2010) would also be very illuminating.  
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    policy implications    
 This chapter has covered a lot of ground, describing first why 
entrepreneurship is important for South Asia to reach its potential for 
2025. We then discussed how we should measure entrepreneurship, 
recommending that the prevalence of young, new establishments is the 
most appropriate metric. We have further shown that entrepreneurship 
rates in 1989 are strong systematic predictors of employment growth in 
India’s manufacturing sector over the 1989–2005 period. Th e elasticities 
between initial entrepreneurship levels and subsequent growth across 
region–industry observations are comparable to those observed in the 
United States across cities. Finally, we gave some initial indications about 
traits of regions and industries that are good candidates for explaining the 
spatial patterns that we observe. We hope that future research continues 
to refi ne these estimates and better identifi es the policy levers that can 
promote entrepreneurship. 

 Overall, our message is quite positive. It is well-known that 
manufacturing is under-developed in India relative to its economic size, 
and while India has a disproportionately high rate of self-employment 
and many small manufacturing fi rms, this has not translated as readily 
into as many young, entrepreneurial fi rms as could be hoped. Yet there 
is no question that entrepreneurship works in India! Formal economic 
job growth—which is what India needs to build a robust path to 
prosperity—has been the strongest in regions and industries that have 
exhibited high rates of entrepreneurship and dynamic economies. 

 Looking ahead, if India and South Asia continue to undertake some 
basic policy steps to help entrepreneurs—lowering entry costs, reducing 
regulatory burdens, and further developing fi nancial access—they have the 
potential to unleash entrepreneurship and job growth that will strongly 
expand the formal manufacturing sector. Improving infrastructure, 
especially electricity and roads, is very important. Th e entrepreneurial 
potential of the region is very large (Khanna 2008). Most policy steps are 
not unique to South Asia, but are encouraged worldwide (Klapper and 
Love 2010; Acs et al. 2008). Th ese simple steps will both strongly help 
South Asia realize its growth potential discussed in the fi rst half of the book, 
and overcome the challenges discussed in the second half of the book. 

 India has experienced record growth over the past decade. Imagine if 
entrepreneurship in India were to move from its position in   Figure 7.1   
to the trend line or above. Given our link between entry, young fi rms, 
and job growth, how fast would its growth then be? 
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Managing Capital Flows  

   Barry Eichengreen    

  Th e disjuncture between interest rates in advanced economies and emerging 
markets has created severe discomfort for monetary policymakers in the 
second set of countries. Low rates are appropriate for the conditions of slow 
growth, economic slack, and fi nancial weakness currently characterizing 
the advanced economies. Higher rates are appropriate for the conditions 
of strong growth, incipient infl ation, and potential overheating prevailing 
in emerging markets. But the two together provide an incentive for the 
carry trade—for capital to fl ow from where the cost of borrowing is low 
to where the return on investment is high.1 Th ese fi nancial infl ows feed 
the boom conditions that motivated the adoption of high interest rates 
by central banks in emerging markets in the fi rst place. Th ey frustrate 
eff orts to put in place policies of restraint.2 

 Monetary policymakers have no easy solution to this problem. Th ey 
may be tempted to increase rates further to counter the infl ationary 
eff ects of the additional spending induced by capital infl ows. But doing 
so only increases the interest diff erential providing the incentive for 
the carry trade, attracting additional infl ows. It creates a tendency for 

1 Th e interest diff erential fully captures that cost/return diff erential and the incentive 
for capital movements when the exchange rate is not expected to change.  When the 
currency used in the destination markets is expected to appreciate, as tends to be the case 
at the moment, the associated fi nancial fl ows will be even larger. 

2 Th is problem of not being able to maintain an independent monetary stance in an 
environment of open capital markets when the authorities also care about the level of the 
exchange rate is popularly known as the ‘trilemma’ after the inability to simultaneously have 
an independent monetary policy, a pegged exchange rate, and perfect capital mobility.
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the exchange rate to appreciate, which is uncomfortable for domestic 
producers. Alternatively, central banks may be tempted to cut rates to 
make the carry trade less attractive and discourage infl ows. But by doing 
so, they only encourage additional borrowing and spending, aggravating 
overheating risks. It is not surprising that central bankers often seem 
frozen, like deer in the headlights, in the face of this problem. 

 What is true in general is true of South Asia, the focus of this 
chapter, which saw a signifi cant rise in capital infl ows up through 
2007 and again more recently (  Figure 8.1  ). India specifi cally has been 
experiencing uncomfortably large infl ows. In 2007–8 net infl ows rose to 
an unprecedented US$108 billion, or 9 per cent of the gross domestic 
product (GDP), more than double the levels of 2006–7 and triple 
those of 2005–6. Debt infl ows, which are of particular concern to those 
responsible for fi nancial stability, increased strongly, with both external 
commercial borrowings (ECBs) and short-term borrowing by Indian 
banks and corporations increasing year over year. Short-term borrowing, 
the form of foreign borrowing of greatest concern to policymakers, 
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    Note : South Asia defi ned to include Bangadesh, India, Nepal, Pakistan, and Sri Lanka.    



204        Reshaping Tomorrow

tripled in net terms between 2005–6 and 2008–9.3 Although infl ows 
fell off  with deleveraging and fl ight to quality in the crisis of 2008–9 (see  
Figures ,  8.2  and  8.3   and   Table 8.1  ), this did not pose a dire threat to 
fi nancial stability, unlike the situation in other emerging markets. Th is 
is something that requires explaining.4 

 As the global credit crisis receded, capital infl ows into India recovered. 
Recent estimates put net incapital fl ows in fi nancial year 2009–10 at 
$50 billion (nearly 4 per cent of GDP) (see Arora and Rathinam 2010). 
Meanwhile, Indian corporations have become increasingly active in 
international mergers and acquisitions, increasing capital outfl ows, 
and opening an additional channel for international transmission. On 
balance, infl ows have exceeded outfl ows, putting a sharp upward pressure 
on the real exchange rate, which increased by 18 per cent between March 
2009 and March 2010, leading observers such as Acharya (2010) to warn 
that the development of Indian industry is being set back as a result. 

 In the other countries in South Asia, portfolio capital infl ows have 
been more limited, refl ecting lower levels of fi nancial development, tighter 
restrictions on capital account transactions, and less confi dence in the 
political environment.   Figure 8.4   places overall capital fl ows to diff erent 

3 According to the estimates of the Reserve Bank of India as compiled by Mohan 
and Kapur (2009).

4 As Kumar and Vashisht (2009) describe it, commercial credit on global markets raised 
by Indian companies fell by 41 per cent between 2007–8 and 2008–9.  Th e concurrent 
fall in foreign direct investment (FDI) infl ows was a relatively modest 2 per cent.  
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South Asian countries in a comparative perspective, while Appendix A8.1 
provides more details. Only in Pakistan have these started approaching 
Indian levels in recent years, refl ecting mainly inward FDI (which has 
fallen off  recently in response to political uncertainty). 

 But if capital infl ows have been limited, remittances have surged. 
As Gopalan and Rajan (2010) show, remittances as a share of GDP 
approached 22 per cent in Nepal, 11 per cent in Bangladesh, 7 per 
cent in Sri Lanka, and 4 per cent in Pakistan in 2008 and rose further 
in 2009.5 In India they have added to the pressure created by fi nancial 
capital infl ows (see   Figure 8.5  ). Remittances have had eff ects analogous 
to those of fi nancial capital infl ows—they have eased credit conditions 
and increased real estate and other asset prices—posing similar 
challenges for monetary policy.6 Th ey have put upward pressure on 

5 Data for 2008 are from the World Bank’s World Development Indicators (WDI). Th e 
WDI does not provide data for 2009, but Ratha et al. (2009) estimate that remittances 
increased strongly in Bangladesh, Nepal, and Pakistan (but not in Sri Lanka).  Almekindes 
et al. (2009) forecast further strong growth in Bangladesh based on the estimated stock 
of foreign workers.

6 Th e main diff erence being that remittances are less strongly pro-cyclical than other 
forms of external fi nancing. See Gopalan and Rajan (2010) as well as Almekindes et al. 
(2009) and Singer (2010).
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exchange rates and created a Dutch-disease-type dilemma for South 
Asian policymakers.7 

 Since much has been written about these problems and how South 
Asia has dealt with them, I simply attempt to present the received wisdom 
in a somewhat diff erent way in this chapter. I use insights from the post-
fi nancial crisis literature on the conduct of monetary policy to reframe 
the question of how central banks should address the capital-infl ows 
problem. Inspired by the analogy between capital-fl ow volatility and 
fi nancial volatility more generally, I make the following points. 

      1.  In a fi rst-best world where there are multiple policy authorities with 
multiple instruments, the central bank can concentrate on setting 
interest rates in a manner consistent with the standard infl ation-
targeting framework, capital infl ows or not. Th at is, it can continue to 
concentrate on the deviation of infl ation from target and the output 
gap. Insofar as capital infl ows raise additional concerns, these can be 
addressed by fi nancial regulators and fi scal authorities. Th ere is an 

7 Th e Dutch-disease impact of remittances is emphasized in IMF (2005).  Th is also 
suggests that schemes like the one Pakistan has introduced subsidizing remittance service 
providers for a portion of their expenses may be a mixed blessing.
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analogy with the new post-crisis conventional wisdom regarding the 
pursuit of both price stability and fi nancial stability in the advanced 
economies: in a fi rst-best world, price stability is pursued by the central 
bank, while fi nancial stability is pursued by other authorities.  

   2.  But in the real world, as opposed to the fi rst-best world, other 
policymakers have additional objectives and constraints. Inside and 
outside lags and political pressure may make it impossible to adjust 
fi scal policy to the extent and with the speed needed to address the 
challenges created by capital infl ows. Capture and/or inadequate 
resources may prevent regulators from fully discharging their 
responsibility for fi nancial stability. Th e central bank will then be 
forced to balance multiple objectives. Th is in turn means that it will be 
important for the monetary authorities to develop and utilize multiple 
policy instruments, not just the standard instruments of monetary 
control, such as interest rates but also non-standard instruments, 
such as direct regulation of the volume of bank lending.  

   3.  Finally, in the absence of additional instruments, central banks will 
need to adjust interest rates in response to capital fl ows, independent 
of their implications for infl ation, insofar as those capital fl ows 
pose a danger to fi nancial stability.  How  they adjust interest rates 
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should depend on the exact nature of the problem posed by capital 
fl ows. For example, if infl ows associated with the carry trade pose 
a threat because of the possibility that they may reverse erratically, 
precipitating a capital account crisis, then the appropriate response 
is to  cut  interest rates in order to discourage infl ows. On the other 
hand, if infl ows are a danger because they feed housing and other 
asset bubbles that may cause serious fi nancial dislocations when they 
burst, then the appropriate response is to  raise  interest rates in order 
to fi ght the bubble—the bubble rather than the capital fl ow that 
may be further encouraged being the fundamental problem in this 
case. Th us the appropriate policy response in this third-best world 
depends on the precise nature of the threat to fi nancial stability. An 
appropriate policy response therefore requires, fi rst and foremost, 
identifying the nature of the threat.     

 Th e rest of this chapter elaborates on these points. Th e next section 
summarizes the conventional, if not wholly satisfactory, wisdom about 
how emerging markets should deal with capital infl ows. Th e section 
that follows presents more details about the nature of the capital infl ows 
problem and its implications for the conduct of monetary policy, using 
India as a case study. It suggests that the approach taken by the Reserve 
Bank of India (RBI)—using multiple instruments to pursue multiple 
targets and adopting a fl exible response suitable for dealing with changing 
shocks—exemplifi es the approach that will increasingly be elaborated 
upon not just by other South Asian central banks but by emerging 
and, indeed, advanced-country central banks seeking to balance price 
stability and fi nancial stability objectives. Th e last section returns to the 
implications for the conduct of monetary policy. 

     managing capital inflows     
 While it is a bit of an exaggeration to say that there is broad-based 
consensus on how central banks should deal with capital fl ows, such 
exaggerations are the raison d’tre for this kind of chapter.8 One element 
of the consensus, such as it is, is that capital fl ows cannot be treated 
with benign neglect. Th ey cannot be seen as relevant only insofar as they 

8 How to manage capital-fl ow volatility in open economies is not a new question.  My 
own take (Eichengreen 2000) dates back more than a decade.  It is tempting to remark 
on how little has changed since that time, other than the fact that once radical ideas now 
represent the policy mainstream.  Other than this footnote, I will resist.



Managing Capital Flows        211

have implications for future infl ation. Rather, they may have fi rst-order 
implications for the allocation of resources and fi nancial stability that 
should be considered along with their implications for infl ation. Another 
element is that no single policy is appropriate for addressing those further 
implications. Rather, policymakers need to pursue a range of policies in 
response to infl ows, depending on their sources and eff ects and on the 
market structures through which they impact the economy. 

 Central banks being the ‘fi rst responders’ to fi nancial problems, it is 
frequently suggested that monetary policy should react to capital infl ows 
and outfl ows. Unfortunately, there is no agreement on how it should 
react. Loosening and tightening are both problematic (ADB 2010; IMF 
2010a). Loosening to discourage carry trade motivated infl ows threatens 
to aggravate the problems of infl ation and overheating that may have 
prompted the adoption of high interest rates in the fi rst place. Reducing 
the cost of funding from the central bank may only further infl ate an 
incipient stock market and real estate bubbles. But tightening will widen 
the interest diff erential and encourage additional carry-trade-related 
infl ows. It may only encourage additional remittances by workers abroad 
chasing after higher returns.9 It may put uncomfortable upward pressure 
on the exchange rate. If the adverse impact on the competitiveness of 
the tradables sector persists even after the appreciation is reversed, the 
authorities may be reluctant to pursue this course.10 

 Alternatively, the central bank may attempt to sterilize the impact 
of capital infl ows. But sterilized intervention—selling domestic bonds 
to mop up the monetary eff ects of capital infl ows—has limits. Th e 
limited size of bond markets may mean that the central bank has limited 
instruments with which to sterilize infl ows. Th e smaller the domestic 
bond market and the less elastic the demands of investors, the higher 
will be the cost of issuing additional debt. Th is constraint can be relaxed 
by developing domestic securities markets, at national as well as regional 
levels, but relaxing it will take time (see also   Box 8.1  ). More generally, in 
an emerging market setting where domestic interest rates exceed foreign 
rates, sterilized intervention will have a quasi-fi scal cost: the central bank 
will earn less on the foreign bonds it buys than the domestic bonds 

9 Ratha et al. (2009) argue that interest diff erentials have been important for 
stimulating remittance infl ows into India, for example.

10 Th us the governor of the RBI expressed reservations about the ‘Dutch-disease 
eff ects’ of infl ow-induced appreciation at a conference organized by IMF and the Swiss 
National Bank in May 2010.  See Subbarao (2010).
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   Box 8.1 Building Securities Markets at the Regional Level   

   Building deep and liquid local currency bond markets is one way of 
insulating an economy from the eff ects of capital-fl ow and exchange rate 
volatility. Th e deeper the markets, the less the extent to which prices will 
be perturbed by capital infl ows and outfl ows. When assets and liabilities 
are denominated in the local currency, balance sheet dislocations from 
exchange rate fl uctuations will be less. And deep and liquid markets are 
a convenient venue for intervention by central banks seeking to manage 
fi nancial conditions. Th ese are lessons that the East Asian countries took 
from their experience with the fi nancial crisis of the late 1990s. 

 Th e East Asian countries also learned that bond markets do not 
develop spontaneously: they need the support of a robust fi nancial 
infrastructure of a sort that can only be provided by government policy. 
To this end, these countries launched an Asian Bond Market Initiative to 
encourage participation in local bond markets by a wide range of potential 
issuers. In addition, there was awareness that markets become liquid only 
when they achieve a certain minimum effi  cient scale, which in turn makes 
it hard to build liquid markets at the national level, especially in smaller 
economies. Hence the East Asian countries launched an Asian Bond Fund 
in an eff ort to build a regionally integrated local currency bond market. 

 Th e South Asian countries could usefully follow this example. 
Starting first with government securities, they could harmonize 
their auction calendars for public debt issuance. Th ey could develop 
compatible benchmark yield curves. Th ey could establish compatible 
negotiated dealing systems like that launched by India in 2005 to facilitate 
anonymous electronic-order matching and settlement. 

 Creating deep, liquid, and vibrant corporate bond markets is a more 
daunting task, given that information on corporate fi nances often remains 
hard to obtain and there are only a handful of corporates with the scale 
and credit ratings required to publicly place debt securities. Even India, 
with the largest number of potential issuers, has made only limited 
progress in developing corporate bond markets: corporate bond market 
capitalization remains little more than 1 per cent of GDP. Corporations 
issue barely 1 per cent of domestic debt securities outstanding (with 
the balance split into three relatively even parts between the central 
bank, the public sector, and fi nancial institutions). Market participants 
ascribe this to inadequate development of the institutional investor 
base (which is dominated by a few mutual funds and provident funds), 
regulatory constraints on the participation of those institutional investors 
in the corporate bond market, restrictive issuance procedures, poor 
price transparency (most trading taking place over the counter), the 
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deduction of interest income at source, and regulatory overlap (which 
fosters the perception of inconsistencies and undermines confi dence in 
the market). 1

 Th ese complaints in turn suggest an agenda for policy reform and 
market development. Coordinating such eff orts across countries would 
expedite the process by facilitating information exchange and learning 
by doing. With neighbouring countries moving down the same path 
towards the same destination—and encountering many of the same 
obstacles—solutions that worked in one national context could be shared 
with other nations. 2

 Finally, regional cooperation in building and integrating fi nancial 
markets might encourage regional cooperation in other issues and 
areas. 

 One worry about the regional approach is that it would require full 
capital account liberalization, exposing the South Asian countries to 
new dangers. Fortunately, the East Asian experience suggests that market 
development can proceed with only partial capital account liberalization 
(the policy approach of important Asian Bond Fund participants such 
as China) and with the retention of price-based disincentives for short-
term foreign funding (like those put in place by South Korea in 2010). 
Developing bond markets at the regional level may require some further 
relaxation of capital account restrictions, to be sure, but ‘some further 
relaxation’ is not the same as full capital account liberalization. 

 Another worry is that eff orts to build a bond market at the regional 
level will favour the fi rst mover, India, leading to the migration of 
transactions to Mumbai. Again, the East Asian experience is not 
consistent with this scenario. Gehrig (2000) suggests that transactions 
in informationally sensitive securities is likely to become increasingly 
concentrated in a single fi nancial centre as the costs of transacting across 
borders decline, since it is in a single centre where information can be 
most effi  ciently aggregated and communicated. In contrast, this tendency 
will be less powerful in the case of standardized securities, where the 
convenience value of transacting locally may continue to dominate the 
advantages in terms of information aggregation and communication of 
greater centralization.3 Indeed, some of Gehrig’s analysis suggests that 

1  High Level Expert Committee on Corporate Bonds and Securitization (2005) 
and IMF (2008) document these problems.

2 Th is is argued by Ma and Remolona (2006).
3  Th en there are the challenges that India faces in transforming Mumbai into an 
international fi nancial centre.  On these, see High Powered Expert Committee 
(2007).
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it sells.11 Th is is another face of the familiar phenomenon of reserve 
accumulation in emerging markets, something that can have quasi-fi scal 
costs.12 (On reserve accumulation in South Asia, see   Figure 8.6  .) 

 Sterilization may also elicit further infl ows because it does nothing 
to eliminate the gap between domestic and foreign interest rates. It may 
also encourage borrowers to look to off shore sources of funding (IMF 
2010a).  

 Th e central bank may also seek to discourage infl ows and outfl ows 
motivated by the perception of one-way bets and by the assumption of 
carry traders that the prospect of short-term exchange rate changes can be 
ignored by allowing greater exchange rate variability. Looking specifi cally 
at India, the IMF reports that greater exchange rate volatility tends to 
reduce both external commercial borrowings and portfolio equity infl ows 
(IMF 2010b: 27). More generally, it fi nds that the impact of external 
fi nancial conditions on asset valuations is smaller in countries with more 
fl exible exchange rates (see IMF 2010a). But the authorities may hesitate 
to allow a signifi cant increase in exchange rate volatility on the grounds 
that this makes life more diffi  cult for exporters. Hedging exchange risk 
is costly. And a highly volatile exchange rate may raise questions about 
the conduct of the monetary policy itself. 

11 IMF (2010a) observes that the interest diff erential on the relevant instruments 
was as much as 4–8 per cent in the second half of 2009, suggesting substantial costs of 
emerging market central banks engaging in intervention.

12 See Rodrik (2006).  One sometimes hears South Asian policymakers bemoan reserve 
accumulation on diff erent grounds, namely, that resources that might better be used for 
infrastructure investment are instead tied up in low-yielding foreign treasury bonds.  Th e 
low yield may be a problem (as noted in the text), but the point of reserve accumulation 
through sterilized intervention in periods of surging capital infl ows is precisely to 
prevent additional spending (including infrastructure spending) from resulting in real 
overvaluation, infl ation, and overheating.  Th e best way of thinking about reserves in this 
context is that they should be accumulated in good times, when private demand requires 
little public support, and de-accumulated in bad times, when additional infrastructure 
spending will have the greatest macroeconomic bang for the buck.

transactions in standardized securities may become more decentralized as 
market frictions decline. Overall, then, integration of securities markets 
within South Asia may lead to both greater concentration of transactions 
in certain securities in a single dominant fi nancial centre and greater 
volume of decentralized transactions in other securities.   
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 Fiscal policy is another obvious policy lever to adjust in response 
to capital fl ows. But its use is constrained by political factors, and it is 
subject to both inside and outside lags.13 ADB (2010) suggests that this 
problem might be solved by adopting fi scal rules that mandate taking 
away the fi scal punchbowl when the party heats up. But the record of 
governments’ adherence to self-imposed fi scal rules is, at best, mixed. 

 Regulation of the banking and financial system can also be 
strengthened to limit the impact of capital infl ows on the economy and 
on the fi nancial system. Numerical ceilings can be placed on the level or 
rate of increase of bank lending. Banks can be required to hold additional 
reserves. Th ose funding themselves off shore, with risky short-term 
foreign-currency-denominated credit in particular, can be made subject 
to more stringent liquidity requirements.14 Not only will such measures 
moderate the impact of foreign capital on the economy, but they will 
strengthen the banking system that is typically revealed as the weak link 
in the fi nancial chain when capital fl ows reverse direction. Th e downside 

13 Th at is, lags between recognition of the need for a policy response and implementation 
of that response, and lags between implementation and impact on the economy.

14 It would also be necessary to maintain strict limits on banks’ positions in derivatives, 
as these could otherwise be used to circumvent administrative measures.
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of this response is that it will raise the cost of intermediation.15 It will 
slow the development of the banking system. It will encourage funds to 
fl ow instead through informal non-bank channels, frustrating policy and 
the eff orts to strengthen prudential supervision generally. 

 Th ere is no consensus on whether the responsibility for implementing 
these prudential measures should be assigned to the central bank or a 
separate regulatory agency. Th e traditional argument against assigning 
it to the central bank is the possibility of confl ict between the central 
bank’s price stability mandate and its responsibility as the supervisor of 
the health and stability of fi nancial institutions. When infl ation targeting 
was in ascendancy, this argument for separate regulatory agencies tended 
to hold sway. Since 2008, with growing concern over fi nancial stability 
issues, the pendulum has swung in the other direction. Episodes like the 
run on Northern Rock suggest that communication problems between a 
fi nancial services authority and the central bank can be serious. Observers 
question whether responsibility for macro-prudential stability (which 
belongs, in part, to the central bank) and micro-prudential stability can 
be segregated in practice. Th e convention in India and elsewhere in South 
Asia is to assign the central bank signifi cant responsibility for prudential 
supervision, including that related to international capital fl ows. Recent 
events suggest that this is a sensible arrangement. 

 If normal prudential measures do not suffi  ce, the authorities may 
contemplate supplementing them with direct controls on capital fl ows. 
  Figure 8.7   has evidence on the extent of such controls in South Asia. 
India, it is evident, has gone furthest in the direction of capital account 
liberalization, although Bangladesh and Sri Lanka, it turns out, are not 
that far behind. 

 Th e debate over the eff ects and eff ectiveness of controls is less than 
conclusive. One reading is that they have relatively little impact on 
the overall volume of capital infl ows and outfl ows but that they can 
be eff ective in altering the composition of fl ows towards less volatile 
FDI and away from portfolio fl ows.16 Th ey can limit banks’ recourse to 
short-term, foreign currency denominated non-core funding, thereby 

15 Of course, to the extent that foreign-capital-funded intermediation throws off  
negative externalities in the form of systemic risk, this is precisely what policy should aim 
to do.  On the other hand, in developing countries where other pre-existing distortions 
have already elevated the cost of intermediation, additional costs may be especially 
burdensome.

16 For a review of literature, see Ostry et al. (2010).
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addressing one important source of stability risks. But there are other, 
confl icting readings of the literature as well. 

 Not surprisingly, the evidence on whether countries with capital 
controls in place prior to the 2008–9 crisis suff ered smaller output declines 
is inconclusive. IMF (2010a) suggests a positive answer; Eichengreen 
(2010) is more sceptical. IMF (2010a) fi nds that countries with larger 
ratios of external debt to GDP suff ered larger growth declines in the 
2008–9 crisis, as did countries with more inward FDI in the fi nancial 
sector. In contrast, countries with more non-fi nancial FDI did better. Th is 
suggests that it is not only the portfolio capital/FDI mix that matters for 
economic and fi nancial stability but also the composition of FDI. 

 While controls are often seen as a second-best form of prudential 
supervision where supervisors lack the capacity to effi  ciently deploy fi rst-
best tools, limited administrative capacity may similarly circumscribe 
the eff ectiveness of direct controls. A variety of studies have found that 
capital controls are more eff ective in countries with greater institutional/
administrative capacity (ADB 2010). 
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 Although the focus in recent years has been on infl ow controls, 
some commentators point to the possibility of liberalizing controls on 
outfl ows as a way of limiting the pressure on domestic fi nancial markets 
and the exchange rate. Th e problem is that liberalizing outfl ows may also 
encourage further infl ows insofar as it increases confi dence on the part 
of investors that they can get out (ADB 2010). 

 Perhaps the most fundamental problem with using capital controls 
to deal with capital fl ows is that the latter come in surges and cycles. 
Eff ectively dealing with them therefore requires policies that can be adjusted 
in response to current fi nancial conditions. And (much as in the case of 
fi scal policy) it is hard to adjust capital account regulation in response to 
current fi nancial conditions. Slapping on and removing controls repeatedly 
will not enhance investor confi dence or cultivate the impression of a stable 
and predictable policy regime. Investors interested in investing in local 
property and stock markets and knowing that the authorities may be 
inclined to tighten capital account restrictions as a result have an incentive 
to anticipate the authorities’ response and get their investments in under 
the wire, which will only make the problem worse.  

     what india has done     
 India has been the main recipient of portfolio capital inflows in 
South Asia. Th is section looks in detail at how its policymakers have 
responded.17 

 In liberalizing international fi nancial fl ows India has consistently 
favoured FDI over portfolio fl ows and equity fl ows over debt fl ows.18 It 
continues to restrict institutional portfolio fl ows by limiting the share 
of a company’s capitalization that can be held by foreign institutional 
investors. Individual foreign institutional investors are prohibited from 
holding more than 10 per cent of an Indian company’s paid up capital. 
Prior regulation also limited the share of a company that foreign investors 
could hold collectively, although most of these provisions have now been 
relaxed or removed. 

 Th e access of the non-fi nancial corporate sector to external debt 
continues to be subject to regulations related to purpose, interest rates 

17 In a previous paper also written for the World Bank (Eichengreen 2010), 
I considered how policymakers in other South Asian countries have managed capital 
account fl ows.  Readers are referred there for details.  See also subsequent notes of this 
chapter for comparisons of policy in other South Asian countries.

18 Th is is described by Mohan and Kapur (2009), from which this section draws.
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spreads, and volumes of borrowing. Portfolio investment in domestic 
corporate and government debt by non-residents is similarly subject 
to overall quantitative limits. For example, regulation limits foreign 
investment in government securities to just US$5 billion. It is argued 
that domestic funding of the government debt has protected the debt 
market against volatility when foreign investors deleverage.19 

 All infl ows by non-residents are freely repatriable; there are no 
holding-period taxes or requirements, and no other restrictions on non-
resident outfl ows. Resident non-fi nancial companies are now permitted to 
invest abroad relatively freely. Individuals, however, can only invest abroad 
subject to specifi ed quantitative limits. Individuals are still prohibited 
from borrowing abroad. 

 Notwithstanding this cautious and calibrated approach to capital 
account liberalization, capital fl ows are large and volatile. While India 
favours equity over debt fl ows on the presumption that the former are 
likely to be less volatile, IMF (2010b) fi nds no evidence of this; on the 
contrary, it fi nds that equity investment infl ows are especially sensitive 
to global risk aversion as proxied by the VIX (Chicago Board Options 
Exchange Volatility Index). Consistent with this, Ahya (2010) argues that 
trends in capital infl ows into India are infl uenced even more strongly by 
external factors (such as global risk appetite) than by growth opportunities 
in India itself. 

 In turn, there is evidence that capital formation and hence economic 
growth are highly sensitive to these equity fl ows. Not only were capital 
infl ows the equivalent of more than a third of total capital expenditure 
in the 12 months ending in March 2010, but they appear to have 
been targeted at high-risk projects that would not have been funded 
otherwise.20 Moreover, the domestic stock market, the other main source 
of risk capital, is highly correlated with the developed world equity 
markets. Foreign investors own 17 per cent of Indian equity-market 
capitalization. Th eir purchases and sales of domestic equity are thought to 

19 See Mohan and Kapur (2009).  Th e same argument is made to explain the contrast 
between Italy on the one hand and other southern European countries on the other: the 
fact that the vast majority of Italian government debt is held domestically explains why 
Italy did not suff er equally severe sovereign debt problems in 2010.  Time will tell (Italy 
will provide a test) whether this argument is correct.

20 See Ahya (2010).  He reports that in the 12 months ending March 2010 capital 
infl ows were 4.5 per cent of GDP, compared with private corporate capex of about 12.5 
per cent of GDP.
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have a very large price impact. Th is makes domestic risk capital allocation 
behaviour highly correlated with global markets and capital fl ows. 

 Th e RBI has responded actively to the rise and fall of capital fl ows.21 
It raised its main policy rate (base rate) in steps during the period of capital 
infl ows, from 6¼ per cent in 2003 to 7¾ per cent in 2007. During the 
period of strongest infl ows in the fi rst half of 2008, it boosted rates from 
7¾ to 9 per cent, and then cut them sharply when capital fl ows reversed 
direction following the Lehman Brothers failure. Once capital infl ows 
resumed, it began raising its base rate once more. 

 In its role as regulator, the RBI implemented measures limiting the 
exposure of the banking system to sensitive sectors and requiring banks 
to repeatedly rebalance the risk weights of diff erent assets. Th us the RBI 
eff ectively did the opposite of US and European regulators who, relying 
on banks’ internal models and credit ratings to gauge risk, allowed them 
to reduce risk weights on broad classes of assets during the pre-crisis 
boom. Instead it increased risk weights and provisioning requirements on 
certain classes of assets during the expansionary phase of the business and 
credit cycle. It further raised reserve requirements to limit the amplitude 
of the lending boom.22 

21 In analysing how the RBI has responded to these problems, we can start by 
describing the general framework for monetary policy.  Prior to 1998, the RBI targeted 
monetary aggregates.  At that point it switched to a ‘multiple indicator approach’ where, 
when formulating policy, it looked at a collection of variables, not just those consistent 
with the standard infl ation targeting framework (interest rates, infl ation rates, and the 
output gap) but also a range of other macroeconomic and fi nancial indicators, including 
money supply, credit extended by banks and fi nancial institutions, the fi scal balance, trade, 
capital fl ows, the exchange rate, and transactions on foreign exchange.  Th is approach 
has been praised as eclectic and appropriate for the circumstances of a heavily regulated 
fi nancial system in which policy operates through a number of diff erent channels, making 
it important to consider a number of diff erent indicators. Other South Asian central 
banks follow similarly eclectic strategies.  Bangladesh Bank, for example, describes itself 
as aiming to hit both infl ation and monetary aggregate targets set in light of a range 
of macroeconomic and fi nancial indicators (Bangladesh Bank 2010). In Pakistan the 
central bank has been using M2 as an intermediate target for monetary policy as well as 
targeting infl ation directly  (see Qayyam 2008). Th e RBI has been criticized for being 
inadequately transparent and for inadequately anchoring expectations.  Nonetheless, as 
Singh (2010) shows, RBI interest rate setting in recent years is fairly approximated by the 
fl exible infl ation-targeting framework embodied in the Taylor rule, which suggests more 
predictability than what some of the critics allege.

22 Th e fact that the RBI acted pre-emptively is documented in its annual policy 
statement for 2007–8. See RBI (2007).
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 Vigorous regulation has also meant that Indian banks are less highly 
leveraged than their counterparts in the US and Europe. Leverage 
is notoriously difficult to calculate (there is no one measure, and 
comparisons across fi nancial systems with very diff erent structures are 
especially problematic), but one recent study defi ning leverage as banks’ 
tangible assets relative to the book value of their capital net of intangibles 
put Indian commercial banks’ leverage as of mid-2009 at 11.6 per cent, 
compared to 24.8 per cent in the US and 40.5 per cent in Europe.23 

 Importantly, and in contrast to other countries (South Korea for 
example), RBI limited the access of fi nancial and non-fi nancial fi rms to 
foreign funding, requiring prior approval and limiting such approval to a 
few sectors and purposes. Th e goal was to limit foreign currency exposures 
by linking external borrowing to export activity.24 Th is had the ancillary 
benefi t of limiting banks’ recourse to non-core funding. 

 As a result, the banking system was not destabilized when foreign 
investors, caught in a liquidity squeeze, deleveraged violently.25 Although 
inter-bank rates increased to 20 per cent in October 2008 and remained 
high for a month, no bank failures resulted. Th e rupee fell sharply when 
foreign investors deleveraged, but the banks’ limited foreign currency 
exposures insulated them from the worst eff ects. Th is positive outcome 
also refl ected the quick reaction of policy authorities. As noted earlier, 
RBI cut policy rates starting in October. Cash reserve ratios for the banks 
were brought down from 9 to 5 per cent, and the repo rate was cut by 
425 basis points. Th e required liquidity ratio was reduced by 1 percentage 

23 See Nomura Securities (2009).  Private banks happily saw their leverage ratios 
decline further in 2009–10, as it became easier to raise additional capital as the global 
credit crisis receded.  Less happy was that leverage ratios rose in 2009–10 among the 
country’s public banks.  See Dey (2010).  Leverage ratios of Indian investment banks are 
typically lower than those of commercial banks ––the opposite of the situation in the US 
prior to the crisis.  See Shah et al. (2008).

24 Under the rules governing ECB, fi rms can only borrow in foreign currency with the 
approval of the Reserve Bank, which can approve or disapprove depending on maturity 
of the loan, the interest rate, and whether the fi rm is active in exporting.  See Patnaik 
(2010).

25 Financial stability also benefi ted from the fact that the RBI had targeted potential 
excesses in the property market. Kumar and Vashisht (2009) note how it imposed 
a temporary ban on the use of bank loans for land purchases when land prices were 
skyrocketing in 2006.  More generally, it imposed higher provisioning requirements 
on commercial bank lending to the real estate sector.  As a result, only one systemically 
signifi cant private bank, ICICI, was considerably aff ected by the slump in the property 
market.
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point. And a variety of special refi nancing schemes were announced 
to provide liquidity to specifi c sectors. Th e result was a reduction in 
the prime lending rates of commercial banks by 150–175 basis points 
between October 2008 and January 2009. 

 Th e RBI also took steps to encourage capital infl ows. Th e foreign 
institutional investor limit on corporate bonds was raised from US$ 6 
billion to US$ 15 billion. Starting in October 2008, property developers 
and non-bank fi nancial institutions dealing with infrastructure projects 
but finding it more difficult to obtain funding domestically were 
permitted to raise ECBs. 

 In sum, Indian policy proved capable of coping with the surge of 
capital infl ows experienced in 2007–8 and then the sharp drop in 2008–9 
because the authorities had at their disposal, and made active use of, 
a range of instruments, from interest rate policy and counter-cyclical 
capital and liquidity requirements to direct controls on bank lending and 
funding and caps on portfolio capital fl ows to limit the impact on the 
economy. Capital infl ows in the fi rst phase created pressure for infl ation 
and rupee appreciation, but less than otherwise. Th e rupee appreciated 
against the dollar by roughly 7 per cent in the course of 2007, a substantial 
but not unmanageable amount. Privileging portfolio equity fl ows meant 
that when global fi nancial conditions changed, the equity market and 
therefore corporate capital expenditure were hit hard. Th e SENSEX (the 
main Bombay Stock Exchange index) lost half its value in the course of 
2008 and more than a third between September and December 2008 
alone, and the economy experienced a sharp slowdown. But, in contrast 
to other countries, the banking system and the government bond market 
were largely insulated from the shock. Th us the usual pattern of capital 
infl ows followed by a sudden reversal precipitating a banking and 
fi nancial crisis did not occur in India. Growth was therefore relatively 
quick to recover. 

 In contrast to the monetary policy, which was adjusted actively 
in response to infl ows in 2007–8, their reversal in 2008–9, and their 
resumption in 2010, the fi scal policy response was muted. Th e opening 
section of this chapter noted that part of the response to a surge of capital 
infl ows should be fi scal tightening. Th is limits the increase in domestic 
demand and the upward pressure on the real exchange rate that otherwise 
threatens to create Dutch-disease-type problems and slow the expansion 
of manufactured exports. Th e problem, also noted in the opening section, 
is that sharp changes in fi scal policy are diffi  cult politically. Fiscal policy 
is formulated on an annual cycle, making it hard to adjust quickly in 
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response to capital-infl ow fl uctuations. Fiscal tightening in good times 
(when foreign capital infl ows are abundant) is especially diffi  cult for 
democratically elected governments. 

 Th us India had no trouble adopting a large fi scal stimulus in 2008–9, 
when export demand weakened signifi cantly. Fiscal tightening in 2010 
proved more diffi  cult. Th e defi cit for 2010–11 is projected to run at 7.8 
per cent of GDP at the time of writing (including off -budget food, fuel, 
and fertilizer subsidies), down modestly from 9.6 per cent in 2009–10. 
But this has not cooled off  domestic demand suffi  ciently to moderate 
interest rates and discourage carry-trade-related infl ows. Most of the 
improvement in the budget is due to increased revenues as the economy 
continues to expand, more one-time privatization revenues, and one-time 
sale of G3 licences—and not from cuts in subsidies or other forms of 
spending, which are politically more diffi  cult and more important for 
managing capital infl ows. India has a large budget defi cit and a relatively 
high public debt (more than 75 per cent of GDP). It should welcome the 
opportunity of moving faster with fi scal consolidation in periods when 
foreign capital is fl ooding in. Th at it has not done so is indicative of the 
diffi  culty of subordinating fi scal policy to the imperatives of capital-fl ow 
management.  

     implications for the conduct of monetary policy    
 What are the implications that follow for the conduct of monetary policy 
in the face of international capital fl ows from this review of general 
principles and the Indian experience? 

 Th e fi rst implication is that a central bank engaged in fl exible infl ation 
targeting (either formally or informally) and therefore adjusting policy 
to expected infl ation and the output gap can deal with the infl ationary 
consequences of capital infl ows using its standard instruments, typically 
the policy rate. Th ere is no dilemma about whether to tighten or loosen, 
since the two arguments of the standard objective function (infl ation and 
the output gap) both point in the same direction: infl ation and growth 
both rise in response to infl ows (and fall in response to outfl ows), other 
things being equal.26 Th ere may be some danger that tightening leading 
to higher interest rates attracts further infl ows. But as it pushes up the 
exchange rate, there will come a point where the investors will see the 
currency as suffi  ciently strong that the possibility arises that it will 

26 Th is is the eff ect of a policy of monetary tightening in the classic Dornbusch 
(1976) model.
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fall—which will be enough to discourage the carry trade and associated 
capital infl ows. 

 However, the real appreciation associated with this response may be 
uncomfortable. It may undermine a development strategy of export-led 
growth seeking to promote the fl ow of resources into export-linked 
sectors that throw off  positive externalities for the rest of the economy.27 
By discouraging exports and encouraging imports, it may enlarge the 
current account defi cit, leaving the economy vulnerable to a sudden 
stop in the availability of fi nancing.28 Infl ows may feed asset bubbles 
and encourage banks to rely more on non-core funding, on both counts 
heightening fi nancial risks.29 

 In the wake of the subprime crisis in the US, it will be clear that these 
problems are universal. In the US context, they have given rise to a debate 
about whether the Federal Reserve should have tightened more quickly 
in 2003–4 as fi nancial excesses became evident. Th e consensus answer 
is that the associated problems—asset bubbles, excessive leverage in the 
fi nancial system, and over-reliance on foreign funding—are best addressed 
by other policy authorities. Fiscal tightening can reinforce the eff orts of 
the monetary authorities to deal with potential overheating problems. 
Fiscal tightening will mean less domestic demand pressure causing the 
exchange rate to appreciate. It will mean lower domestic interest rates, 
other things being equal, providing less of an incentive for capital to fl ow 
in. Conversely, when capital fl ows out, governments with fi scal credibility 
will be in a position to loosen to off set the economic eff ects. Th is was, 
in fact, precisely the response of governments in a number of emerging 
Asian and Latin American countries in 2008–9. 

 Real estate and stock market bubbles fuelled by foreign capital 
inflows, for their part, can be addressed directly by raising down 
payment and margin requirements. Excessive growth of bank lending 
and excessive reliance by banks on non-core funding can be dealt with 
directly by fi nancial supervisors, ideally through the use of market-
friendly instruments like liquidity and capital requirements, if necessary, 
with directives. Assuming that there are as many independent policy 
instruments as there are objectives and that those instruments are utilized 

27 Two studies emphasizing the link between the real exchange rate and the positive 
externalities thrown off  by the export sector on the one hand and growth prospects on 
the other are Eichengreen (2008) and Rodrik (2008).

28 Th e classic study of current account reversals is Milesi-Ferretti and Razin (2000).
29 On the non-core funding problem, see Shin (2010).
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appropriately, there still is no dilemma for monetary policy even when 
one acknowledges that capital fl ows may have additional implications. 

 Th ose are strong assumptions, of course. Th e record of adjusting fi scal 
policy in response to capital fl ows is not encouraging, whether in India or 
generally. Th e volume and even direction of capital fl ows can change on 
a dime. Fiscal policy, in contrast, is generally made on an annual cycle. 
It is subject to inside and outside lags. Even when the annual cycle is 
disregarded, budgetary revisions can be painfully slow to emerge from 
the legislative process.30 More time may have to pass before the impact 
of budgetary revisions on actual spending is felt. Above all, fi scal policy is 
political; fi scal policymakers are constrained by pressures not to increase 
taxes paid by politically pivotal interest groups or cut the expenditures 
from which they benefi t. Monetary policy is political too, but less so 
insofar as it is delegated to a nominally independent central bank. 

 Similarly, the assumption that regulatory policy can be used to deal 
with real estate bubbles, stock market booms, lending surges, and pro-
cyclical movements in leverage may be unrealistic. Regulators may fall 
asleep at the wheel. Th ey may be prone to capture by the regulated. 
Th ey may not have developed the expertise to detect risks to fi nancial 
stability in real time, or they may lack the policy instruments necessary 
to address them. 

 It is at this point that it becomes appropriate to contemplate 
unremunerated deposit requirements for foreign investors and direct 
controls on capital fl ows. Controls can be thought of as a second-best 
form of prudential supervision and regulation, where the fi rst-best 
alternative is unavailable (for one or another of the reasons described 
earlier).31 As a second-best alternative, controls will tend to have 
undesirable side eff ects. If adopted to limit foreign capital fuelled real 
estate and stock market bubbles, they may also have the undesirable 
eff ect of limiting foreign fi nance for, inter alia, trade credit. But there 
may be circumstances where suff ering these side eff ects is better than 
doing nothing. In particular, smaller countries, which are very small 
relative to global capital markets, are likely to fi nd themselves and their 
conventional policy levers overwhelmed by capital fl ows and, as such, 
to have to resort to the unconventional policy instruments described 

30 Consider, for example, the pace of fi scal consolidation in southern Europe, taken 
in response to the 2009–10 reversal in the direction of capital fl ows.

31 Th e analogy between capital controls and prudential supervision originates, if I am 
correct, with Eichengreen and Mussa (1998).



226        Reshaping Tomorrow

here. Th is suggests that controls, whether in the form of borrowing and 
investment restrictions or unremunerated deposit requirements, should 
play a more prominent role in the policy strategy of small countries like 
Nepal than in large countries like India, other things being equal.32 

 Where the side eff ects are deemed too costly or controls are too easily 
evaded, the problem will end up back in the lap of the central bank. In 
this case the monetary authorities will have no choice but to contemplate 
further adjustments in policy rates in response to additional risks. Th e 
direction of the adjustment should depend not simply on whether capital 
is fl owing in or out but on the precise nature of the problem created 
by those fl ows. Again, consider the response to infl ows. If the problem 
is asset bubbles or a dangerously rapid increase in bank lending, then 
the appropriate response is to raise policy rates. Th e direct negative 
eff ect on asset prices and bank lending will presumably dominate the 
infl uence of capital infl ows. Th e eff ect in the short-run may also be to 
attract additional infl ows, but the volume of infl ows is not the issue—the 
behaviour of asset markets and bank lending is. Alternatively, if the 
problem is the risk of a capital-fl ow reversal, then the appropriate response 
is to lower policy rates. Reducing interest diff erentials and discouraging 
carry trade will reduce the volume of infl ows and address the risk it 
poses to economic and fi nancial stability. Th e point, again, is that when 
contemplating how to adjust policy rates in response to capital infl ows, 
monetary policymakers should focus not on infl ows per se but on the 
particular problem that those infl ows create. 

 Capital infl ows create very immediate problems in the region and, as 
such, require a very immediate response. But while addressing immediate 
problems, it is important for policymakers not to neglect longer-term 
strategies. In the long run, the best defence against dislocations due to 
capital fl ow surges is larger and more inclusive fi nancial markets (see 
also   Box 8.2  .) Larger corporate debt markets will mean that foreign 
capital fl ows into and out of those markets will do less to move prices 
and distort fi rms’ funding costs. Larger equity markets will mean that 
foreign infl ows and outfl ows will similarly do less to move prices and 
wrong-foot domestic institutions. Developing domestic fi nancial markets 
and corporate bond markets, in particular, is a long hard slog. In India 
it requires institutional and regulatory reforms to further strengthen 
transparency, contract enforcement, and market liquidity. In the smaller 

32 More so insofar as Nepal’s maintenance of an exchange rate peg limits the scope 
for adjusting monetary policy in response to capital fl ows.
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   Box 8.2 Making Financial Markets Inclusive   

   An important dimension of building larger, more liquid, and more effi  cient 
fi nancial markets is making those markets inclusive. Many potential 
borrowers in South Asia can access only informal fi nancial markets, where 
credit availability is limited and the interest rates are high. India’s Committee 
on Financial Sector Reforms (2008) found that nearly 70 per cent of loans 
obtained by those in the bottom quarter of income distribution were from 
the informal sector (moneylenders, friends, and relatives), while nearly 
half of the loans obtained by this market segment were at rates of interest 
exceeding 36 per cent. Th ere is reason to think that the problem is equally, 
or more, serious in the other countries of South Asia. Integrating lower-
income households and producers into formal fi nancial markets is one way 
of developing market size and liquidity, but it is also a way of distributing the 
benefi ts of fi nancial development among a larger share of the population. 
Th ese benefi ts include not just access to credit but also production against 
risk aff orded by insurance and instruments (for example, crop insurance, 
index insurance, disaster insurance, and health insurance). 

 Making fi nancial markets inclusive requires a multifaceted eff ort. 
Where government policies are the obstacle—as with requirements that 
banks fi nance priority sectors—those policies should be modifi ed or 
eliminated. Where previous eff orts at fostering fi nancial inclusion focused 
on largely excluded economic activities and sectors, agriculture being 
the notable example, future eff orts should instead concentrate on largely 
excluded segments of the population: on low-income households and 
small producers in the service and industrial sectors, that is, irrespective 
of the activity or sector in which they are engaged. 1

 Traditional instruments for addressing the exclusion of low-income 
households and producers from foreign fi nancial markets are government 
sponsored rural banks and credit cooperatives. Th ese government sponsored 
institutions are not always driven by administrators with intimate local 
knowledge or do not always adequately monitor borrowers. Th eir costs 
are high and their market penetration is limited (as evidenced by the 
continuing dominance of the informal sector). Micro-fi nance institutions 
that borrow from banks and foreign sources and lend to individuals, 
households, and small producers on the basis of local knowledge and 
peer monitoring, often with relatively little overhead, have been more 
successful and provide an increasingly attractive alternative. 

1 With economic development and diversifi cation, the traditional view that low-
income households are concentrated in a particular sector, such as agriculture 
becomes less defensible, making policies targeting particular sectors less eff ective.
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 Th is suggests a strategy for more eff ectively fostering fi nancial 
inclusion.2 First, rather than establishing government sponsored banks 
with extensive branch networks, encourage the establishment of small 
rural banks located close to particular groups of potential clients. Such 
entities will be in a stronger position to monitor borrowers. Entry can 
be encouraged by adapting regulation and subsidizing shared (low-
cost) technological platforms for back-offi  ce functions. Second, foster 
the establishment of an inter-bank market linking those small rural 
banks and non-bank micro-fi nance corporations to their larger urban 
counterparts through formal business-correspondent relationships; this 
would facilitate the fl ow of funding from market segments where it is 
relatively abundant—including foreign sources—to where it is scarce. 
Th ird, build non-fi nancial networks (such as those possessed by the postal 
service and sellers of agricultural inputs and produce, and cell phones), 
as a way of providing fi nancial services through existing outlets.3 

 Another priority should be bringing crop and weather insurance 
products to smaller producers (see Eichengreen 2009a). Subsistence 
farmers are especially at risk from fl uctuations in temperature and 
precipitation. India, Pakistan, Bangladesh, and Sri Lanka all have 
large coastal, low-lying regions susceptible to fl ooding by monsoons, 
cyclones, and tsunamis whose frequency is aff ected by climate change. 
Meanwhile the markets and instruments that farmers, fi rms, and 
households in high-income countries use to insure against such risks 
are underdeveloped. Compared to other forms of micro-insurance, 
crop and disaster insurance are less widely available to poor households. 
Whereas roughly a third of the population of Bangladesh has health, life, 
and loan insurance, disaster and crop insurance are widely unavailable. 
One recent estimate is that only about 4 per cent of micro-insurance 
clients (1 per cent of the population) has disaster and crop insurance 
(Ahmed et al. 2005). 

 Crop insurance is subject to problems of moral hazard and 
adverse selection, since yields and losses depend also on farmer eff ort, 
which is observed only with diffi  culty.4 Skees (2006) describes how 

2 For details, see Committee on Financial Sector Reforms (2008).
3 For specifi c suggestions on how to utilize the postal service to provide savings 
accounts, micro-loans, and payments services to the poor, see Expert Committee 
(2010).
4 Th e alternative is index insurance, where payouts are subject to non-manipulable, 
independently verifi able indices, such as temperature or rainfall.  Th e problem 
here is basis risk, the risk that rainfall or wind speed in a given area corresponds 
poorly to the actual losses suff ered by the policy holder.  Recent advances in 
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a small micro-fi nance bank, BASIX, in southern India has provided 
cooperative insurance that relies on peer monitoring to limit moral 
hazard and adverse selection. Village committees decide on payouts. 
Half of the insurance premium paid by the participants is deposited 
in a village fund, a quarter goes to BASIX, and the remainder goes 
toward an inter-village fund that provides diversifi cation. Another 
example from India is the Working Women’s Forum which provides 
micro-insurance for health, life, accident, and property to its micro-
credit clients. Disasters are insured in the property scheme: clients get 
Rs 1,000 for damages due to natural disasters in return for paying a 
small percentage of the micro-credit they obtain. Th e scheme works in 
part because, as in the micro-credit component, clients are organized 
into neighbourhood groups of eight to ten persons who engage in 
peer monitoring. 

 Making disaster insurance widely available to the poor is, if 
anything, an even more formidable challenge, given high covariate 
risks (fl ooding, for example, is widespread when it occurs). Covariate 
risks can be dealt with through reinsurance and issuing of catastrophe 
bonds. But both approaches face a high minimum effi  cient scale. 
One way of achieving the requisite scale and reducing the extent 
of covariate risks is for the South Asian countries to cooperate in 
contracting for and issuing the relevant instruments. In pursuing 
fi nancial inclusiveness, just as in building regional securities markets 
(Box 8.1), there is a case for the South Asian countries working 
together.   

technology, however, suggest that it is becoming easier to tailor the indices to 
local growing conditions.

countries in South Asia, which lack the scale to build bond markets at 
the national level but possess it if they are willing to work together with 
their neighbours, it also requires market integration and regulatory 
harmonization. Although both domestic market development and 
regional fi nancial integration will take time, they are no less important 
for the fact. But they are rightly the subject of another paper (see 
Eichengreen 2009b).          
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       Figure A.1.1 Financial Account Flows ( GDP), Bangladesh    

   Source: International Financial Statistics.    

   figure A8.1.2 Financial Account Flows (% GDP), Bangladesh    

   Source: International Financial Statistics.    
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   figure A8.1.3 Financial Account Flows (% GDP), Pakistan    

   Source: International Financial Statistics    .

   figure A8.1.4 Financial Account Flows (% GDP), Pakistan     
   Source: International Financial Statistics    .
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   figure A8.1.5 Financial Account Flows (% GDP), Sri Lanka    

   Source: International Financial Statistics.    
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   Figure A8.1.7 Financial Account Flows (% GDP), Nepal 

   Source: International Financial Statistics.   

Figure A8.1.8 Financial Account Flows (%GDP), Nepal    

   Source: International Financial Statistics.    
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Managing Effi  cient Urbanization  

   Rakesh Mohan*    

      urbanization: a recent phenomenon    
 Widespread all-pervading urbanization is a truly 20th century 
phenomenon although cities have always existed. Cities, such as 
Memphis, Babylon, Thebes, Athens, Sparta, Mohen-jo-daro, and 
Anuradhapura existed even in antiquity. However, there is little evidence 
of widespread urbanization in the early years of civilization. South 
Asia was perhaps as urbanized as any other civilization then. But at the 
turn of the current century, South Asia as a whole was among the least 
urbanized regions in the world. What is remarkable now is that along 
with accelerated economic and urban growth, by 2030 we can expect 
that this region will be home to at least fi ve cities that will have more 
than 20 million people: Mumbai, Delhi, Kolkata, Karachi, and Dhaka. 
Th e complexity of urban management in the region will be no less than 
in the most advanced countries of the world. 

 In 1800, only 2 per cent of the world’s population was urbanized. 
By 1900, out of a total world population of close to 1.5 to 1.7 billion, 
only 15 per cent, or about 250 million people, lived in urban areas, a 
number lower than the total urban population of India alone today. By 
1950 the proportion of urban to total global population had increased 
to around 30 per cent, with Europe, North America, and Oceania 
having the highest levels of urbanization. By 2000, 2.8 billion people, 
equalling approximately 47 per cent of the world’s population, lived in 
urban areas. So the pace of urbanization witnessed in the 20th century 

* I am grateful to Amod Jain for very able research assistance.
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was truly unprecedented, and it is a wonder that the world has coped 
as well as it has. We are now at a turning point in human history: the 
number of people living in cities has only recently started exceeding that 
of those in the countryside. 

 Th e last 50–60 years have been truly remarkable in terms of the 
number of people who have been successfully absorbed in cities in a 
time period that is incredibly short by historical standards. While the 
world’s urban population grew by approximately 500 million between 
1900 and 1950, it grew by 2.1 billion in the next 50 years and is expected 
to grow by a similar magnitude in the fi rst 30 years of this century. 
Th e speed of urbanization in Latin America in the second half of the 
20th century was spectacular, vaulting from just over 40 per cent to 
75 per cent by the end of this period, which was also a period of rapid 
population growth and demographic transition. As may be seen from 
  Table 9.1  , the focus of change is now in Asia with the urban population 
expected to double between 2000 and 2030. Such rapid urbanization 
is indeed unprecedented and it has changed human geography beyond 
recognition. 

 Th e whole South Asian region experienced relatively slow economic 
growth for almost 30 years from the late 1940s to the late 1970s. Since 
then there has been gradual acceleration in growth, with East Asian-
type growth beginning to manifest itself across the region over the past 
decade. As this acceleration took place it might have been expected that, 
as has been observed elsewhere at this stage of development (for example 
in Latin America and East Asia), the pace of urbanization would also 
pick up speed. However, even by 2010 the overall urbanization level 
was estimated to be only about 30 per cent across the region. India, at 
about 27 per cent level of urbanization in 2001, when the last census was 
taken, was lower than almost all projections. While economic growth 
was accelerating, urbanization actually slowed down in India during the 
1980s and 1990s. Th e level of urbanization is lower in all South Asian 
countries relative to the global cross-country trend line with respect to 
per capita levels. 

 Although South Asia has been somewhat late in coming to the 
urbanization party, this is changing and this region will also now witness 
epoch-making change over the next 20 to 30 years. Total urban population 
in the region will double from an estimated 500 million in 2010 to over 
a billion in 2040 (  Table 9.2  ). Th e current projections suggest that the 
urbanization level over the region will be around 50 per cent by 2040, 
with doubling of the absolute level of urban population over the period. 
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In the process, the complexion of development objectives and processes 
will have to undergo signifi cant change in the region as a whole. 

 We could, therefore, be entering a new era of change in terms of 
both absolute numbers and pace. But will this actually happen? Will 
acceleration in urbanization actually take place along with economic 
growth? In order to design policy processes that nurture healthy 
urbanization, it is fi rst necessary to understand why deceleration of urban 
growth took place earlier.  

     why has urbanization been slow in south asia?     
 Th e deceleration of urban growth at this stage of development in a 
growing economy is a cause for disquiet. Some of the crucial diff erences 
in the growth of urban populations in the region vis-à-vis the other parts 
of the world could be due to the following: 

  Inadequate increase in rural productivity:  Deceleration in rural productivity 
growth could, ironically, contribute to slow urban growth. It is possible 
that because of slow growth in agricultural productivity in most regions 
in South Asia, it has not been possible to release agricultural labour from 
rural areas. It is clear, for example, that public investment in agriculture 
fell as a proportion of gross domestic product (GDP) in India throughout 
the 1990s. Along with the plateauing of productivity growth in main 
cereal products, there was also inadequate diversifi cation away from 
cereals to other higher-productivity agricultural activities which would 
result in higher overall agricultural growth. With income growth, as diets 
in the region get diversifi ed away from the traditional cereal-based ones, 
we may now expect a corresponding supply response in agriculture. Such 
a shift will accelerate with faster urban growth. So overall agricultural 
productivity growth should accelerate with the emergence of higher- 
productivity agricultural activities in the coming years. In this process, 
we can expect rural demand for labour to fall, thereby releasing labour 
which will then increasingly seek urban employment. 

  Inappropriate technology choice in industry : Inappropriate technology 
choice or product composition in the process of industrialization could 
also lead to lower absorption of labour in urban areas. It is possible that 
earlier this may have been caused by a faulty customs tariff  structure 
providing greater protection to capital-using industries (Kelkar and 
Kumar 1990). Tariff  reforms that have taken place across the region over 
the past two decades have largely corrected this bias. Labour-intensive 
manufactured export sectors, such as ready-made garments and textiles 
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have gained market shares (from the dismantling of the Multi-Fiber 
Agreement) and attracted buyers at both low (Bangladesh) and high (Sri 
Lanka) ends, as have other sectors, such as leather, gems and jewellery, 
carpets, and frozen foods. Th e gains from this have, however, been muted 
in India because other problems remain. 

  Labour legislation and small-scale industry reservations:  In India, the growth 
in industrial employment was not commensurate with that in industrial 
output and value added in the 1980s and 1990s. Th e possible reasons 
for this could be the tightening of labour legislation accompanied by 
expansion of small-scale industry reservations in the late 1970s. As argued 
in Mohan (2002) these policy rigidities could have had a major role in the 
slowdown of growth in manufacturing output as well as in employment. 
Other developing countries, particularly in Asia, have exhibited much 
higher industrial employment growth at similar stages of development. 
Success of the clothing industry in Bangladesh and the consequent rapid 
increase in employment there illustrate the constraints that wrong policies 
have placed on labour-using industrialization in India. With small-scale 
industry reservation having been largely abolished, it is possible that this 
bias may now be gradually reversed. Rigidities in labour legislation may, 
however, still inhibit new investment in labour-using industries. What is 
needed is greater fl exibility in labour use while ensuring social security 
provisions that mitigate labour hardships. As labour gets released from 
rural areas at a faster rate in the coming years, it is essential that along 
with the services sector, new manufacturing activities are able to absorb 
this released labour. 

  Location restrictions on industries : Th ere have been other policies as well 
that have inhibited the location of industrial units, both large and small, 
in urban areas since the early 1970s. Industries were not permitted to 
locate within any urban area until the industrial policy reform of 1991, 
when this restriction was lifted except in million plus cities. Th e original 
idea was to encourage dispersal of industrial activity. But, in eff ect, 
industries were denied the economic benefi ts of urban agglomeration 
and thus rendered more ineffi  cient. It is also possible that industries 
became more capital intensive as a result, since skilled labour is generally 
more diffi  cult to get outside existing urban areas. Industrial employment 
growth suff ered overall, and in urban areas in particular. 

 Central cities have often been observed to be ‘incubators’ for 
entrepreneurship. Firms typically minimize localization costs by 
locating nearer their suppliers and markets. Locations within cities are 
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also usually better served with essential infrastructure. As fi rms grow 
and their technology changes, requiring greater space they move out 
to areas where more space is available. In India, however, the function 
of cities as entrepreneurial incubators has been inhibited by its perverse 
industrial location policies, thereby imposing additional costs on its 
emerging industrial fi rms and slowing down both industrialization and 
urbanization. Th e prejudice against location of industries in cities in India 
continues. For example, court judgements related to improvement of 
the urban environment have decreed the wholesale shifting of industries 
from some cities. 

 Th ere is hence no reason to discourage the location of manufacturing 
industry within cities as long as pollution norms are observed. 

  Urban infrastructure investment:  Investment in urban infrastructure in 
areas, such as water and sanitation facilities, aff ordable urban transport, 
and urban land development has been much lower than needed 
(McKinsey and Company 2010; EGCIP 1996). Although there has 
been some improvement, the provision of overall basic urban amenities 
in South Asian cities remains among the worst in the world. Th e poor 
availability of potable water, accessible sanitation, solid waste disposal, 
aff ordable transportation, and the like all contribute to a very low quality 
of life for the vast majority of urban residents in South Asia (  Table 9.3  ). 
It is possible therefore that the real costs of locating in urban areas could 
be perceived to be high by prospective migrants, thereby slowing down 
urbanization. McKinsey and Company (2010) has estimated that Indian 
cities will need capital investment of about US$ 1.2 trillion over the 
next 20 years. It is notable that of this total requirement, full provision 
of water, sewerage, solid waste disposal, and storm water drainage can 
be made with only one-sixth of the total estimated requirement. Th e 
adequate provision of these amenities can do much for the quality of 
life in South Asian cities. 

  Rigidities in urban land policy : Th e promulgation of the Urban Land 
Ceiling Act in India in the mid-1970s introduced great rigidity in the 
urban land market. Change in land use became very diffi  cult unless it was 
undertaken by government agencies. Th us, the supply of developed urban 
land got greatly reduced, leading to large increases in urban land values. 
Th e result has been the proliferation of illegal or semi-legal habitations 
and increase in the cost of housing and hence of urban life. Almost all 
the states have now repealed the Urban Land Ceiling Act so, in principle, 
it should become much easier to undertake land consolidation for urban 
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development purposes, for building multiple unit housing, for setting 
up factories, and for service activities, such as large retail formats. Th e 
existence of rent control laws since the 1940s and 1950s had in any case 
inhibited the supply of urban housing. 

 It is perhaps coincidental that a number of these policy distortions 
were introduced in mid- to late 1970s, thereby slowing down subsequent 
urbanization in the 1980s and 1990s. Th e net result is that employment 
growth has fallen in both urban and rural areas. 

 Land availability is a prerequisite for urbanization and sustained 
economic growth. In the urban environment competing uses vie for 
constrained land resources, making it the most important input. Focusing 
on this aspect, a study (McKinsey Report 2001) identifi ed ineffi  cient 
urban real estate markets as perhaps the single most important constraint 
on India’s ability to sustain the increase in growth experienced in the years 
since the country’s liberalization programme began in the early 1990s. 
Th us, urban land market reform is essential for effi  cient urban growth. 

 Th ere has been continuing concern over ‘unwarranted’ increases in 
urban land values. Th e control of urban land values has been regarded as 
a major objective of urban policy. Delhi is the best example of a policy 
of large-scale acquisition of land. In this approach, the idea was that all 
the land on the yet undeveloped periphery of the growing city would 
be notifi ed at an early stage and acquired by a public authority at the 
prevailing agricultural prices, thereby removing any possible speculative 
land prices in peri-urban areas. Th e benefi ts of this method were also 
thought to include: (i) that any increase in land value would accrue to 
the public agency which would use it for public purposes: essentially 
monetizing the value of land assets; (ii) the same public authority could 
better plan for the future growth of the city since it had control over 
the peripheral lands; and (iii) the public agency could also then plan 
for the poor. 

 Th e experience of public acquisition of land has, however, been poor. 
Public authorities are able to obtain the land at very low prices, leading 
to very wasteful, uneconomic, and ineffi  cient methods of utilization of 
the land. Moreover, there are no market signals on when to bring the 
land into the market. Th e tendency in such a system is to hoard land in 
order to generate resources for urban investment by the public authority. 
Monetization of land assets is now advocated as a major source of funds 
for urban infrastructure investment by the private sector (for example, 
McKinsey and Company 2010). Th e experience with public agencies 
using such methodology has not been a happy one. Giving land grants 
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to the private sector as part of infrastructure concessioning has then to 
be done very carefully in order to avoid excessive increases in urban land 
prices and monopoly rights to private sector concessionaires. 

 Building byelaws more directly controlled by the local bodies 
themselves in most locations have a signifi cant impact on the form of 
the city, thereby having a comprehensive impact on its economy. Th e 
reform of fl oor area ratio (FAR), a primary part of building regulations, 
should be part of a general reform of many urban policies. Th e benefi ts of 
FAR reform would occur only if the increase in FAR in central business 
districts and other commercial areas results in a massive redevelopment 
of existing structures off ering modern fl oor space equipped with a level 
of infrastructure and mechanical equipment compatible with a modern 
wired economy. For this to happen, an accompanying package of urban 
reforms should aim at:

     1.  reducing real estate transactions costs,  
   2.  better managing public urban space, such as streets and sidewalks,  
   3.  auditing institutional landholdings in urban areas, putting back on 

the market grossly underused land, and  
   4.  increasing the share of the fi scal revenue of cities directly linked to 

the prosperity of its real estate industry.     

 Th e formulation of urban land policy needs to be informed by knowledge 
of the dynamics of urban growth and recognition of the limits of the 
effi  cacy of public policy. Th e basic problem of urban land policy is the 
supply of serviced land in adequate quantity, at the right locations, the 
right time, and the right price. Th ese four considerations are closely 
interlinked.  

     changing contours of urbanization 
in south asia     
 How then do we look at South Asia’s evolving urban future over the next 
20–30 years? How will it be diff erent from the experience of the last half 
century? Th e fi rst key diff erence is that with increasing globalization and 
ever higher levels of income that the region as a whole can now expect, 
the residents of South Asian cities will be much more demanding relative 
to their predecessors in terms of the quality of urban services that they 
deem to be their right and the urban amenities of living that are now 
seen as normal. Hence, it is likely that urban investment will be diff erent 
in terms of its composition and intensity. 
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 Second, with increasing globalization and reduction in trade protection, 
each South Asian city will have to be more competitive on a global scale 
than has been the case in the past. In the larger countries there will be 
inevitable tension between the claims of coastal urban areas that possess 
natural comparative advantages and the vast hinterland that will need greater 
infrastructure investment for attaining competitiveness. Hence, policymakers 
probably need to give explicit attention to the ingredients of competitiveness, 
the corresponding public investment that will be appropriate in this regard, 
and the modes of fi nancing that will need to be mobilized. 

 Th ird, whether South Asian urbanization in the coming decades 
will be able to mimic the East Asian experience which was based 
disproportionately on city-based rapid manufacturing growth in labour-
intensive industries remains an open question. Th is generated adequate 
demand for labour thereby relieving rural areas of excess labour and 
hence enabling growth in both rural and urban productivity. With the 
changes in technology that have taken place over the past decade or 
two, it is an open question whether labour-intensive industry will now 
be able to survive and grow in the manner and experience of the East 
Asian countries. Moreover, with the possible slowing down of demand 
growth in developed countries in the years to come, new entrants in the 
area of labour-intensive manufacturing may not be able to benefi t from 
the demand pull that was exercised by the United States and Europe over 
the past couple of decades. Th is could, however, be substituted by similar 
demand growth within Asia. Will South Asia be able to compete with 
China, Vietnam, and other South East Asian countries? Th ese are the 
issues that need to be addressed to devise policy that still enables South 
Asian cities to absorb the kind of rural–urban migration that is projected 
to take place over the next two or three decades. 

 This issue is of great importance to India since the share of 
manufacturing in its economy is somewhat lower than could be expected 
at its current level of economic development (Mohan 2002). If India is 
not able to change its economic and urban-specifi c policies to encourage 
labour-using manufacturing in and around urban concentrations, and if 
the global economic imperative is that such patterns of industrialization 
are no longer feasible, how will its cities grow and absorb the large rural 
population that needs to get off  the farm so that both rural and urban 
productivity can grow faster? Th us, we can expect the pattern of South 
Asian industrialization and urbanization to be diff erent from that of East 
and South East Asian countries. 
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 However, for successful and sustainable urbanization the share of 
manufacturing will still need to increase, but with somewhat diff erent 
characteristics (Yusuf and Nabeshima 2006). The manufacturing 
process has itself changed signifi cantly so that many activities that 
were earlier concentrated in one location in one plant are now often 
outsourced to many diff erent locations within an urban concentration 
and even across borders. For such a pattern to succeed it needs effi  cient 
connectivity within an economic region and to the coast for cross-border 
transportation. Often product design is now increasingly information 
technology dependent and typically locationally divorced from the core 
manufacturing plant. Moreover, product development and design are 
now increasingly being outsourced on a global basis. Th e availability 
of competent engineering skills at a lower cost in India is contributing 
signifi cantly to the relocation of product development and design from 
developed countries to India (Marsh 2006 a, 2006b, 2006c). Other South 
Asian countries need to step up their capacity building in this area at 
both professional and technician levels. In India, whereas professional 
engineering education has been expanding at a fast pace in the face of 
increased demand, vocational education needs greater attention if the 
current unskilled labour in rural areas is to be effi  ciently absorbed in 
urban areas. 

 With the quality of manufactured goods improving all the time, 
it is becoming clear that the demand for low-skilled labour is unlikely 
to accelerate. Hence, a core component of economic and urban policy 
would have to be enhancing the skills of the labour force at all levels. 
Th e provision of vocational training has been diffi  cult in most countries 
since successful training needs to be market determined, but the private 
sector often fi nds it diffi  cult to design an appropriate revenue model and 
public provision is typically not market sensitive. Th e need is for public-
private partnership, which is not easy to design. Successful urbanization 
in the future will be crucially dependent on the availability of labour 
with appropriate skills. 

 Th us, for South Asian cities to grow in a healthy fashion in the next 
20–30 years, it is becoming increasingly clear that the key will indeed lie 
in the continuous enhancement of human resources. In the globalizing 
world, creativity and entrepreneurial dynamism will be the essence of 
successful cities (Yusuf and Nabeshima 2006). All the East Asian cities, 
such as Bangkok, Beijing, Singapore, China, Seoul, and Tokyo exhibit 
high levels of educational attainment, and have impressively endowed 
educational and research institutions. In fact, it is noteworthy that 
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some of these cities, such as Hong Kong and Singapore, which did not 
traditionally have higher education institutions that were particularly 
noted for quality, have in the last two decades consciously invested 
intensively in higher education institutions in terms of both quantity 
and quality. Each of these major Asian cities now houses large numbers 
of universities. Illustratively, Tokyo has 113 universities and Beijing 59, 
although there is a great deal of variation in the quality of these universities 
(Yusuf and Nabeshima 2006). Similarly, in India, it is the southern region 
where a large number of private colleges and universities have emerged 
to cater to the increasing demand for technical personnel from industry. 
Th us, apart from the traditional needs for physical urban infrastructure 
investment for successful urbanization, similar attention now has to be 
given to soft infrastructure that is related to the creation, production, 
and retention of knowledge, along with facilities that enable continuous 
skill enhancement. 

 Increased global competition is also leading firms to look for 
continuous reduction in core manufacturing costs in whatever ways are 
practical. Local outsourcing of components and processes is one of the 
common practices that has been found to be useful in this regard. Th e 
requirements of inventory control and management necessitate such 
outsourced manufacturing activities to be located in close proximity to 
mother plants. Starting with Japanese growth in the Tokkaido region, 
rapid urban growth in East and South East Asia has been characterized 
by a concentrated pattern of urbanization around coastal areas. Th e 
‘just-in-time (jit)’ pattern of inventory control was enabled by this kind 
of concentrated urban growth along with corresponding infrastructure 
investment. Th us, successful industrialization in this manner in South 
Asia would increasingly require greater concentration of these activities 
than has been experienced in the past and infrastructure investment 
planned accordingly, particularly with regard to transportation in such 
areas. 

 Th e South Asian countries have carried out major trade reforms over 
the past couple of decades so their economies are now largely open on 
the current account. Similar opening has been carried out in welcoming 
foreign investment and technology. Openness to the outside world, 
however, does not just mean increase in trade in goods and services. It also 
means greater openness to ideas and new practices. Th is has been found to 
be of great benefi t even in the most developed of countries. In a conference 
on ‘Urban Dynamics in New York City’ organized by the Federal Reserve 
Bank of New York, Kenneth Jackson attributed the great success of New 
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York City to its openness to new waves of immigrants over time: ‘Th e 
constant infusion of new energy and ideas into the metropolis over the 
years enabled New York to meet economic and technological challenges 
that destroyed the prospects of competing cities’ (Jackson 2005). It is 
quite remarkable that most of the successful East and South East Asian 
cities have remained very open to the presence of foreign citizens with 
high levels of education and skills. Th ere are said to be almost 100,000 
foreign citizens in Beijing alone (Yusuf and Nabeshima 2006). Such a 
high presence of foreigners contributes greatly to the economic vitality 
so needed by growing cities, as it provides new competition to residents, 
while facilitating the fl ow of new ideas in both directions. South Asian 
cities do not exhibit such characteristics yet and the presence of higher-
educated foreign citizens is still very small in these cities. In fact, a large 
number of universities and other technical institutions in the developed 
world have also started realizing that it would be increasingly effi  cient 
for them to relocate some of their activities to Asian cities rather than 
drawing Asian personnel to their parent campuses. Th us, enhancement 
of human capital at diff erent levels will involve diff erent strategies and 
increasingly greater openness to cross-border fl ows of institutions and 
personnel. India is already witnessing the beginning of a major reform 
process in higher education that is likely to lead to much greater openness 
in its higher education institutions. Similar actions will have to be taken 
in the other South Asian countries. 

 In sum, in thinking about prospective urban growth in South Asia 
we need to understand the emerging contours of economic development 
better as they are likely to impact the future pattern of urbanization in 
the region. We will need to pay as much attention to the ‘soft’ aspects 
of urbanization as to the bricks and mortar type of physical investment. 
Indeed the latter will have to be guided by the expected pattern 
of economic development in the presence of globalization and the 
consequent need for both human resource and physical development.  

     city management     
 With this kind of urban future there has to be a new focus on city 
management. Our traditional approach to city management arose during 
an era of slow urban growth. Urban local bodies have traditionally been 
weak in all respects: quality of leadership and of management. Moreover, 
their fi nancial base is generally precarious. As a consequence, most cities 
do not have the fi nancial or managerial wherewithal to undertake, fi nance, 
or manage the kind of infrastructure investments that a modern growing 
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city needs. What has generally been done in South Asian cities is for the 
national and/or state governments to step in to make such investments 
through entities such as urban development authorities. Th is process 
weakens the municipal governments further as power shifts to these 
authorities. Th e staffi  ng of such authorities at the top level is generally 
from the transferable civil services who have little stake in the city itself. 
Th us, there is a great degree of fragmentation in city government and in 
the planning and delivery of urban services. No one then has a holistic 
view of the city and where it is likely to go. Th e damage that such an 
approach could do was not too serious in a low-growth scenario, but will 
be totally inadequate in the new environment of high growth. 

 So mega-city management is a new emerging area that needs consistent 
focus of policymakers. Cities are now larger and more complex than they 
have ever been. Th ey often have very large budgets and, depending on the 
context, these budgets are sometimes bigger than the budgets of many 
countries and many provincial or state governments. As an example, the 
New York City budget is larger than that of all the states in the United 
States except two. Fewer than 15 countries have larger budgets. Th e 
Greater Mumbai Municipal Corporation budget is larger than that of 
nine Indian states. Th us, management of mega cities is as complex as 
that of most countries. Yet the attention given to such management can 
only be described as one of benign neglect. Th us, there has to be a new 
focus on city management in South Asia. National governments are too 
distracted to bother about city-level issues, even if they are mega cities, 
and even if they are the country’s major engines of growth. 

 Th e huge challenge facing South Asian cities would need new ways 
of planning and managing. Th e patterns of urbanization and cities’ 
direct relationship to global economic processes have made cities very 
important considerations in locating businesses. In this scenario, in 
many cases local city-level planning and management innovations are 
more important that national policies. Th e eff ort should also be to 
decentralize management to the lowest eff ective level where decisions can 
be made quickly so as to reduce the decision-making burden on higher 
functionaries in the government. Increased competition in service delivery 
through benchmarking standards and new methods of attracting the 
private sector to assist in the delivery of services should be approached 
on a much wider scale. 

 Whereas there is no received wisdom on best practices for the 
management of metropolitan areas, there is increasing agreement on 
empowering some kind of metropolitan-level government to oversee 
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overall city management. Since local traditions and practices vary greatly 
there can be no one-size-fi ts-all approach. One approach could be to 
retain the various municipal bodies that exist but integrate them through 
a ‘mayor-in-council’ approach as practised, for example, in cities such as 
London or Kolkata. Another could be to just have one city government 
at the metropolitan level. 

 For city managers to be eff ective, the burden on local governments 
must be reduced and they must be strengthened. Th is can be done by 
limiting the fi nancial role of city governments to the provision of public 
goods and services. Whereas the metropolitan-level government should 
assume overall responsibility for city governance and coordination in 
terms of both planning and provision of services, the actual delivery 
should be decentralized as far as possible. All services that can be paid 
for can be delegated to corporatized public or private sector providers, 
as appropriate, but who would be accountable to the metropolitan 
government. As far as possible, it is essential to introduce competition 
to induce effi  ciency in these corporatized entities. Th e corporatization 
of such service providers would forge direct links between the fi nancing 
of urban infrastructure and the returns that they generate through 
user charges, thereby inducing accountability. Services for which user 
charges can be levied, such as water supply and sewerage, electricity, solid 
waste disposal, and transportation, can all be provided by autonomous 
public- or private-sector companies. Other public services, such as roads, 
street lighting, and the like have, however, to be supplied by the local 
government itself and fi nanced from tax revenues. Such division of 
work would enable the metropolitan government to concentrate on its 
governance functions while delivery is done by specialized organizations. 
Th e metropolitan government would be responsible to the people and 
would need to ensure adequate citizens’ participation in the planning 
and design of urban services. Although specialized service providers 
do exist in some South Asian cities, a discussion on empowered strong 
metropolitan governments has not even started. 

 Th e metropolitan government would eschew detailed master planning 
at the city level in favour of strategic city planning. Th e basic approach 
in urban planning has been the preparation of city land-use plans which 
are prepared once in a decade or two in each city. Such plans delineated 
the city based on factors such as planned diff erentiation in land use 
(residential, commercial, and industrial), road pattern, transportation 
links, and so on. Th ese factors were then, in principle, predicated on the 
expected or planned density of use. Th ese traditional city land-use plans, 
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which typically incorporate statutory directives in a static framework, 
are not the right methodology to address the changing contours of a 
developing city (Mohan 1994). So their directives have generally been 
followed more in the breach. Constant change is now the norm, not 
an exception. Land-value patterns, land usage, population densities, 
employment densities, and transportation patterns, all change rapidly in 
the presence of fast city growth. So fl exibility has to be built into urban 
planning and corresponding city management. Much greater attention 
has to be given to the needs of residents as they arise and the imperatives 
of changing economic scenarios. Moreover, with the emergence of large 
cities in the region, explicit attention has to be given to the problems 
intrinsic to such large urban systems. In addition to the fi ve cities in the 
region which are expected to have more than a 20 million population, 
there will be a large increase in the number of million plus cities. By 
2030, India is likely to have at around 70 such cities and Pakistan and 
Bangladesh another 15 to 20 between them. 

 One of the most important challenges facing local governments 
presently is the low prestige of working for or being associated with 
the local government. Th e prestige of mayors and legislators has to 
be increased so that the elected or appointed city managers are those 
with leadership qualities that inspire trust from both citizens and staff . 
Similarly, local government staff  is typically at the lowest rank in public 
service in terms of salary structure and competence. Th is must change so 
that professionalism is inculcated in city management. Being the most 
neglected tier of government, no individual thinks of it as providing key 
management challenges. Th ere is, therefore, a strong case for signifi cantly 
enhancing the prestige of city managers and upgrading the skills of local 
government staff , especially recognizing their key role in providing 
services. Th e diffi  culty of the task facing city management in developing 
countries is the diff erence in revenues raised by them relative to those in 
developed countries. Th us, city managers and staff  in South Asian cities 
have to be that much more effi  cient and innovative in order to make 
their cities function. 

 Th e national civil services of South Asian countries attract some of the 
most talented educated youth. Th ere is tremendous competition for entry 
to these services. Staff  for municipal corporations of, say, million plus 
cities could be recruited from the same pool, or from a similar nationally 
conducted competitive examination. It would, however, be a mistake 
to form a national cadre of such recruits since that would detract from 
their intrinsic loyalty to and interest in their cities of service. It should be 
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feasible to recruit local citizens or others interested in the reference city 
to each municipal corporation, but from the same national competitive 
examination. Such competitive entry would enhance the prestige of 
working for local bodies. Urban planning, fi nancing, management, and 
transportation are areas of city management that need expertise, and 
students who have specialized in such disciplines could form the pool of 
applicants for such examinations and entry into city management.  

     financial development for urbanization     
 South Asian cities have a tremendous backlog in basic urban services 
like the availability of clean water. As urban growth accelerates over the 
next two or three decades, new urban investment will have to provide for 
both the existing backlog and for the new emerging demands. Th us, as 
argued earlier, city management and delivery systems would need to be 
redesigned to meet this large demand. Th is fact, accompanied with the 
demand for improvements in the quality of services delivered, would need 
a new way of thinking for managing the provision of urban infrastructure 
services. Th e challenges over the next few years would be immense, 
especially if urban infrastructure has to support economic development 
and not emerge as the key bottleneck in India’s economic ambitions for 
growth. If urban population growth is to be accelerated, it will need even 
greater acceleration in urban infrastructure investment. 

 City growth can be constrained by the lack of adequate investment 
supporting economic development in the country, state, sub-region, or 
city, be it in agriculture, extractive industries, manufacturing industries, 
or the tertiary sector. Adequate provision of infrastructure services 
removes constraints on the growth of these sectors. It is important to time 
investments in urban services and shelter to coincide with investments 
that result in accelerated city growth. Th erefore, urban policies and 
programmes should essentially focus on increasing investment in urban 
infrastructure services. With the rapid urbanization that is now expected 
in ensuing decades in South Asia, it would be desirable to decentralize 
the instruments of infrastructure provision so that the agencies providing 
such services are able to fi nance themselves and can respond fl exibly 
to the changing demands of a growing city. Th e mechanism of self-
fi nancing is important because it serves as a self- correcting procedure 
whereby higher-priority projects are implemented fi rst and realistic 
planning becomes a necessity. Self-fi nancing by an agency does not 
necessarily imply commercial fi nancing. It can include subventions from 
higher-level governments; commercial, government, and soft loans; and 
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servicing of these loans through aff ordable user charges. It does, however, 
mean greater agency autonomy than in a system in which infrastructure 
programmes are part of a central planning mechanism that is sought to 
be fully funded from above or through some form of credit allocation. 
What is important is that such autonomous agencies, such as various 
public utilities, develop the ability to respond to the emerging demands 
of people in growing cities. 

 Given the limited financial and managerial capacity of such 
government managed utilities in South Asia, it will be prudent to allow 
private initiatives to fl ourish whenever possible. Th is is not so much a 
matter of ideology as of necessity. Urban land development is a case 
in point. Urban development authorities, state housing boards, and 
urban local bodies have typically had a monopoly on land assembly and 
development in Indian cities since the late 1960s and early 1970s. Th ey 
have usually not had the fi nancial, planning, or managerial wherewithal to 
actually develop urban land as rapidly as it should have been, thus giving 
rise to unconscionable land price increases. It would be much better if 
private land developers are given a greater opportunity to perform this 
function, albeit within prudent norms, and in a competitive framework. 
But this has to be done carefully. Any monopoly elements in the private 
development of urban land would be even worse than public-sector 
monopolies. 

 Provision of public transport is also woefully inadequate in most 
South Asian cities, particularly at the second and third levels. Here 
too it will be much better if private investment in public transport is 
allowed to fl ourish in such a way that high service levels are achieved 
at low economic and fi nancial costs. Th is is indeed possible through 
extensive use of private initiatives within a public regulatory framework. 
Th e availability of effi  cient public transport is essential, both for citizens’ 
welfare and city effi  ciency. Th e scarcity of public resources has typically 
inhibited the provision of such transport availability in India, and thus 
this constraint should be loosened through the use of private resources 
for investment and service delivery. 

 Th e fi nancing of urban infrastructure investment that will be needed 
over the next 20–30 years in South Asia will need much more focused 
attention. Th e task is essentially threefold. First, local governments have 
to be made creditworthy. Second, urban infrastructure projects must 
be made commercially viable. If these two requirements are met in the 
context of a developed capital market, the fi nancial resources that are 
needed will get generated automatically. However, bond markets in South 
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Asian countries are not yet well developed and will still take quite some 
time to be large enough to provide for such resource needs. Hence, third, 
there is critical need for attention to the development of institutional 
mechanisms that effi  ciently intermediate fi nancial resources for urban 
investment needs, while fi nancial and capital markets are developed. 

 In the past, during the rapid urbanization phases of some countries in 
Europe, North America, and Latin America, available domestic savings 
were inadequate for fi nancing the massive urban investment needs that 
arose during those periods. Th us, large cross-border fl ows were necessary 
to bring to bear external savings for urban infrastructure investment 
purposes in these countries and regions. Th e situation in South Asia is 
somewhat diff erent at present. Th e available external resources are not 
being absorbed adequately and domestic savings have been rising. Yet 
huge resource gaps exist in investment in urban infrastructure since city 
governments are often not creditworthy and urban infrastructure projects 
are not perceived to be commercially viable. Th us, if these two generic 
problems are solved, the surpluses now being observed in these countries 
will get absorbed. Potentially, there could indeed be need for the use of 
higher magnitudes of external resources. 

 Th e strengthening of city management outlined earlier is therefore 
a must. As this strengthening takes place it will enable the organic 
connection of city governments with capital markets, both local 
and international. Th e key reform needed to make city governments 
creditworthy on a permanent basis is a revamp of the property tax systems 
that will make property taxes more buoyant. As cities of all sizes grow and 
densify, not only will the number of properties grow indefi nitely in every 
city, but so should the average property value. Hence, a well-administered 
property tax system should yield buoyant property tax revenues on a 
continuous basis. For property tax to become more buoyant, urban 
property markets have to be liberalized: regulations, such as rent control 
and the any remaining urban land ceiling controls need to be scrapped 
or substantially modifi ed. Subventions from higher levels of governments 
will have to continue, but these need to be made less discretionary and 
more predictable. More and more services need to be decentralized to 
the private sector if possible, or to corporatized public service providers, 
or through public-private partnerships. As these reforms take root, it 
will be possible for strengthened urban municipal administrations to 
become creditworthy and hence be enabled to raise resources for urban 
infrastructure investment and maintenance. 
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 Urban infrastructure projects are typically messy, complex, and 
diffi  cult to implement. Th us, project management skills in Asian cities 
need to be enhanced. For such projects to be seen as commercially viable 
there is a need to fi nd all kinds of credit-enhancement mechanisms 
that can then eff ectively connect lenders and investors with urban 
infrastructure entities. Since urban infrastructure projects often have 
positive externalities that, by defi nition, cannot be captured by the 
project entities, there is a good case for governments to engage in 
diff erent kinds of credit enhancement. Some possible measures are as 
follow. 

      1.   Availability of ‘free’ equity for project agencies:  Depending on the 
level of positive externalities, a project agency that is not otherwise 
commercially viable can become viable if, in principle, the government 
provides some share of equity that is not to be recompensed. Th e 
remaining equity can then receive appropriate market returns, as can 
the debt, while the project as a whole may have lower-than-market 
fi nancial returns through high economic rates of returns. A similar 
role could be played by the provision of ‘free’ or subsidized debt.  

   2.   Guarantee mechanisms:  Diff erent kinds of risks can be mitigated by 
diff erent kinds of guarantee mechanisms. Such guarantee mechanisms 
can be commercially priced, or otherwise, depending on the source 
of risk.  

   3.   Appraisal agencies : Th e existence of information asymmetries gives rise 
to reluctance by investors and lenders to invest in urban projects. Th e 
government can help in funding professional institutions specialized in 
such appraisal techniques, which can then build professional credibility 
and provide project appraisals that are respected, and therefore address 
information asymmetries eff ectively.  

   4.   Programmes for staff professionalization:  National governments 
and international institutions can invest in directed programmes 
to upgrade professional staff  in local governments and project 
entities. Th is can then lead to more effi  cient governments as well 
as project executors and maintenance agencies, thereby promoting 
creditworthiness.     

 Many such examples can be given for the credit enhancement of local 
governments and urban project entities. All such measures would help in 
linking both domestic and international capital markets to the fi nancing 
requirements of cities. 
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 Th e United States developed the market for municipal bonds for 
fi nancing urban governments—both for general revenue fi nancing as well 
as for specifi c projects. Germany developed ‘Pfandbriefs’ that are issued 
by mortgage banks to fi nance lending for both housing and for municipal 
and state government lending. In both the cases, market development 
needed diff erent levels of government and regulatory intervention. Such 
markets will need to be created for the fi nancing of cities in Asia, and we 
will need to continue the search for new institutions and mechanisms 
that are relevant for each country in Asia. 

 Th e experience of rapid and massive urbanization that occurred in the 
20th century was historically unprecedented. It fi rst spread from Europe 
to North America, and then later to Latin America in the second half of 
the century. It is now the turn of Asia, and particularly of large countries 
like China, India, Indonesia, Pakistan, and Bangladesh, to undergo the 
kind of pace of urbanization that Latin America did in the last half 
century. Th is will pose new challenges in terms of city management and 
urban infrastructure investment that will need to be made in the relatively 
short time span of the next 30 years. 

 Whereas there is a great degree of lamentation regarding the ravages 
and ills that the urbanization process has brought in its wake, the world 
has coped relatively well with the huge magnitude of increase in urban 
population that has taken place in the last 50 years. Urban income levels 
have increased, urban services have continued to expand, and poverty 
has fallen. Th is experience should provide us with a great degree of 
confi dence that the rapidly urbanizing Asian countries will indeed be able 
to cope in the next 30 years and beyond. Th e greater sophistication of 
fi nancial markets and of various technologies that make it easier to make 
urban infrastructure investments, to charge for them, and to maintain 
them should actually make it easier to cope with the urbanization that 
is expected. 

 For these positive results to take place in South Asia, we need to 
strengthen all aspects of city management actively. Th is will need action 
at all levels: federal, state, and local. City management needs to be 
professionalized, city governments need to be made creditworthy, and 
urban infrastructure projects need to be made commercially viable. 

 Strengthening city management will enable a connection with capital 
markets, both national and international. To enable lenders and investors 
to invest in urban infrastructure it will be necessary to develop fi nancial 
instruments for enhancing credit. Borrowing will then get facilitated 
by the public and private sectors alike. In this approach, we need to 
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be strategic and develop long-term capital markets for investment in 
municipal infrastructure, as have been developed in diff erent ways 
in Germany and the United States. Th e objective would be to move 
from a top–down to bottom–up marketization approach and develop 
new institutional forms and mechanisms. Th e practice of prudent 
macroeconomic and trade policies will be essential for maintaining 
continuous access to international capital markets.  
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  Avoiding Informality Traps  

   Ravi Kanbur    

  Th ere seems to be a consensus in the development economics and 
development policy discourse that ‘informality’ is ‘bad’—for economic 
growth, equity, and poverty reduction. A variety of reasons are given as 
to why informality is bad. Th is relates, of course, to the diff erent ways 
in which informality is conceptualized and operationalized, as well as to 
the precise defi nition of ‘bad’. Diff ering conceptualizations, and diff ering 
objective functions, lead to various diagnoses of why informality is a trap, 
and thence to various policy prescriptions. Th us, we can end up with a 
situation where extension of labour regulations is put forward by some 
as a way of reducing informality, while the precise opposite, deregulation 
of labour markets, is proposed by others to achieve the same end. 

 Th ese debates have intensifi ed in recent years with evidence and 
arguments which state that during this period of globalization-driven 
growth, the extent of informality has not declined signifi cantly, and has 
perhaps even increased in some countries. Th is has questioned a presumed 
‘natural’ tendency for informality to decline with economic growth. 
Again, for some it is the economic strictures of heightened competition in 
an era of globalization that have led to informalization despite economic 
growth, or indeed as a natural concomitant of growth. But for others 
it is the prevalence of certain types of state interventions in labour and 
other markets that has prevented the growth spurt made possible by 
globalization from being translated into a decline in informality. 

 Th is chapter hopes to clarify the precise sense in which informality 
is bad—a trap for development and growth—and to highlight policies 
that could help escape the trap. A key component of the argument is 
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achieving clarity on what exactly is meant by informality by diff erent 
participants in the analytical and policy debates, and to show how these 
diff erent perspectives lead naturally to their policy prescriptions. Based 
on this clarifi cation, and the anchor of a well-specifi ed objective function 
for development policy, we can then discuss and delineate policies for 
avoiding the informality trap. 

 Th e next section of this chapter sets about clarifying the notion of 
informality and looks at recent trends. Th e section that follows takes up 
the issue of the precise sense in which informality is a trap at individual 
and economy-wide levels. Th e fi nal section follows on from this to 
propose a policy framework for avoiding informality traps; it also provides 
a conclusion. 

     what exactly is informality?    
 Ever since the notion of informality was introduced to the literature 
by Keith Hart (1973), it has played a central role in the development 
discourse. Th ere are many reasons for this. Th e notion has been elastic 
enough to accommodate a range of interpretations with suffi  cient 
commonality to allow interpreters to feel that they are discussing the 
same phenomenon. Hart himself used informality to denote economic 
activity that was outside the reach of state regulations, either because 
the regulations did not apply or because they were not enforced. But 
in subsequent literature, informality was also seen in light of an earlier 
discourse on ‘dualistic development’ (Lewis 1954), characterizing 
the economy as divided into a ‘modern’ and a ‘traditional’ sector. 
Informality has been linked to poverty and to economic activity with 
low productivity and low-income-generation prospects. And, most 
recently, it has been expanded to generally capture all employment 
in which there is no employer-provided social protection. Cutting 
across these related but diff erent uses of the term informality are the 
concepts and operationalizations used by offi  cial statistics, which 
frame policy debates by producing fi gures on the levels and trends 
in informality. 

 It is useful to start with offi  cial defi nitions of informality as an entry 
point into measurement and concepts. Th e Indian National Commission 
on Employment in the Unorganized Sector (NCEUS 2009: 3) captured 
recent trends in the debate defi ning informality as:
   Informal sector : All unincorporated private enterprises owned by individuals or 
households engaged in the sale and production of goods and services operated 
on a proprietary or partnership basis and with less than ten total workers.  
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   Informal worker/employment : Those working in the [informal] sector or 
households, excluding regular workers with social security benefi ts provided 
by the employers and [including] the workers in the formal sector without any 
employment and social security benefi ts provided by the employers.  

   Informal economy : Th e informal sector and its workers plus the informal workers 
in the formal sector constitute the informal economy.   

 Th e NCEUS statement crystallizes a broadening in the concept of 
informality in terms of official statistical sources. The traditional 
defi nition, still prevalent, is based on the characteristics of units of 
economic activity. Th is is how the International Conference of Labour 
Statisticians (ICLS 2003: 48) puts it:
Conceptualizing the informal sector as a subsector of the SNA institutional 
sector ‘households’, the Fifteenth ICLS defi ned  informal sector enterprises  on the 
basis of the following criteria: 

     •  Th ey are private unincorporated enterprises …  i.e. enterprises owned by 
individuals or households that are not constituted as separate legal entities 
independently of their owners, and for which no complete accounts are 
available that would permit a fi nancial separation of the production activities 
of the enterprise from the other activities of its owner(s).  

  •  All or at least some of the goods or services produced are meant for sale or 
barter.  

  •  Th eir size in terms of employment is below a certain threshold to be 
determined according to national circumstances, and/or they are not 
registered under specifi c forms of national legislation (such as factories’ or 
commercial acts, tax or social security laws, professional groups’ regulatory 
acts, or similar acts, laws or regulations established by national legislative 
bodies as distinct from local regulations for issuing trade licences or business 
permits), and/or their employees (if any) are not registered.  

  •  Th ey are engaged in non-agricultural activities, including secondary non-
agricultural activities of enterprises in the agricultural sector.     

 Th is defi nition captures several strands in the conceptualization of 
informality. Th e Lewis (1954) modern/traditional dichotomy is present 
in the incorporated/unincorporated distinction (‘no complete accounts 
available’). Th e Hart (1973) perspective is further present in the criterion 
that a range of laws and regulations does not apply to these enterprises. Th e 
size criterion, present in many, if not most, offi  cial defi nitions (including 
that of NCEUS), is important because as we shall see, smallness of size 
is often associated in the literature with low productivity and growth 
potential. Finally, note that agriculture is excluded in this defi nition, 
although some authors include it as a part of the informal sector. 



Avoiding Informality Traps        263

 With this base, Chen (2006: 76) points to a recent drive to widen 
the circumstances relative to which informality is defi ned: ‘Extend the 
focus to include not only enterprises that are not legally regulated but 
also  employment relationships  that are not legally regulated or protected. 
In brief, the new defi nition of the “informal economy” focuses on the 
nature of employment in addition to the characteristics of enterprises.’ 

 Th e NCEUS (2009) defi nition captures this broadening, as does the 
recent OECD publication,  Is Informal Normal?  (Jutting and de Laiglesia 
2009:19): ‘Informal employment refers to jobs or activities in the 
production and sales of legal goods and services which are not regulated 
or protected by the state.’ 

 Of course, this broadening then has to be operationalized and the 
NCEUS (2009) defi nition is one such attempt for India. Th e essence 
of the operationalization, however, is to add to employment in the 
traditionally defi ned informal sector the employment in the formal sector 
which is not protected by the state (the latter itself being operationalized 
by the NCEUS as cases where there is no employer-provided social security 
benefi ts). Employment in the informal sector, therefore, is smaller than 
that in the informal economy. However, national statistics are not as yet 
fully geared to producing estimates of employment in the broader informal 
economy. As Charmes (2009: 9) notes, ‘the use of proxies is still necessary 
for understanding trends in informal employment’. Self-employment is 
one such proxy (Charmes 2009: 30): ‘Self-employment is the complement 
to wage employment (employees) in total employment and comprises own-
account workers, employers, contributing family workers and members 
of producers’ cooperatives …. Th e growth of self-employment … can 
be interpreted as an indicator of the growing importance of less codifi ed 
labour relations and therefore of informalisation.’ 

 Other authors rely on household surveys and questions asked of 
workers about their work conditions to identify the extent and nature 
of informality (for example, NCEUS 2009 and Unni 2005). Do these 
alternative defi nitions and conceptualizations matter in terms of the 
broad picture on the extent of informality? Th e answer is that for 
South Asia the sheer magnitude of informality is so high that while the 
alternative conceptualizations matter a lot for the discourse on what to 
do about informality, they are not so important for the broad numerical 
characterizations of informality at the national level. Th us, for example, in 
a recent review on informality in South Asia, Chen and Doane (2008: 7) 
conclude as follows:
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  According to recent national labour force surveys, informal employment 
comprised a signifi cant share of non-agricultural employment in all countries: 
accounting for 62 per cent of non-agricultural employment in Bangladesh, 72 
per cent in India, 74 per cent in Nepal and Pakistan, and 45 per cent in Sri 
Lanka ….Since a relatively large share of total employment is in agriculture and 
employment in agriculture is largely informal, the share of informal employment 
in total employment is higher still accounting for 79 per cent of total employment 
in Bangladesh, 92 per cent in India, over 80 per cent in Nepal, and 66 per cent 
in Sri Lanka.   

 In a forthcoming World Bank study (2011:   Figure 2.6  ), the following 
estimates are given of the share of informal employment (per cent) in 
non-agricultural employment and in total employment respectively: 
Afghanistan (79, 92), Bangladesh (74, 87), Bhutan (51, 88), India (72, 
88), Maldives (21, 40), Nepal (82, 95), Pakistan (78, 88), and Sri Lanka 
(58, 71). Notice the broad agreement between these fi gures and those 
cited by Chen and Doane (2008: 7). Notice also (apart from the island 
state of Maldives) the sheer size of the informal economy in all of these 
countries. 

 On trends, however, some diff erences emerge between diff erent 
estimates. Charmes (2009) fi nds that the share of informal employment 
in total non-agricultural employment increased from 76.2 per cent in 
1985–9 to 73.7 per cent in 1990–4, and 83.4 per cent in 1995–9. But 
the World Bank (2011) study reaches diff erent conclusions for India for 
a later dataset. 

 Even in countries where informality is on the decline, there remains 
the question (in India, for example) of whether the decline is fast enough 
relative to the rapid rate of growth of the economy as a whole. 

 Th e informal sector and the informal economy remain overwhelmingly 
large in South Asia. Th ey are also heterogeneous. To begin with, there 
is the issue of agriculture versus non-agriculture. Assessments of the 
evolution of informality at the national level cannot be divorced from a 
general discussion of the transition of an economy from an agricultural 
base towards manufacturing and services. Even within non-agriculture 
there is a spread between self-employed entrepreneurs, own-account 
workers, unpaid family workers, and causal labour (Chen 2006). And 
there is heterogeneity across sectors (Chen and Doane 2008: 9):
  In India … 33 per cent of all male informal workers are engaged in trade, 23 
per cent in manufacturing, 16 per cent in construction, 21 per cent in other 
services (mainly in transport and storage), and 7 per cent in other sectors …. 
In Pakistan, the sector in which the largest percentage of all informal workers 
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is engaged is …. trade (34 per cent) followed by manufacturing and personal 
services (both around 20 per cent).   

 Th is heterogeneity should warn us against a uniform policy towards the 
informal sector, and this will be taken up in later sections. 

 Another type of heterogeneity is emphasized by this author in an 
earlier work (Kanbur 2009) as particularly relevant for how policy debates 
are framed. In that work I follow throughout, and specify in greater detail, 
conceptualizations where formality and informality are seen as pertaining 
to state regulations and laws. Th ose economic activities which come under 
the purview of a given set of rules and laws, and do not evade them, are 
conceptualized as ‘formal’ (A). But it should be noted that there are then 
two distinct categories of ‘informal’: activities that are covered but are 
evading these regulations illegally (B), and activities that are not covered 
by the set of state rules and laws being discussed. And even within the 
second of these there are two further categories—those that have adjusted 
their activity to avoid the regulations by falling outside their purview 
(C), and those that would always have been outside (D). Th ese four 
categories of economic activity—A, B, C, and D—turn out to be central 
in framing opposing policy positions. Th us, those who see labour and 
other regulations as being the ‘cause’ of informality focus on category C. 
Th ose who support direct interventions to help the informal economy 
focus on category D. Very few discuss category C explicitly, although 
evasion of laws is sometimes part of the discourse of those who support 
and oppose labour regulations. Of course, getting empirical estimates of 
these diff erent types of informality is not easy, it is almost non-existent 
in the literature, even though they are crucial in policy positions taken 
up by diff erent groups in the informality discourse.  

     why is informality bad?     
 Th ere are diff erent senses in which informality can be seen as being ‘bad’. 
Th e most obvious is that it is correlated with low incomes and with poverty 
status. For India, the NCEUS (2007: 24) estimated that: ‘Workers in 
the unorganised sector had a much higher incidence of poverty (20.5 
per cent) than their counterparts in the organised sector (11.3 per cent), 
almost double. Th is is an indicator of inadequate income levels and the 
extent of vulnerability of workers in the unorganised sector.’ 

 Surveying global estimates, a recent OECD study concludes (Jutting 
and de Laglesia 2009: 18): ‘Informal jobs are often precarious, have low 
productivity and are of low general quality … Moreover, certain groups, 
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such as the young or women, seem to be over represented within this 
category of jobs.’ Th e central issue for policy, however, is that of causality. 
Is informality a mere correlate of poverty and low development, an 
indicator that captures broader processes, or is the informality itself the 
cause of poverty and a break on development? Th e literature touches on 
both these aspects. 

 Linking to the early literature on growth and development, for 
example in the Lewis (1954) model of development, a decline in the 
relative weight of the traditional sector was seen as a natural concomitant 
and an indicator of growth and development. In the Lewis (1954) model, 
a traditional sector supplies labour to the modern sector at a wage given by 
subsistence. As the modern sector expands through capital accumulation, 
labour transfers to this modern sector; the transfer is necessary for, and a 
correlate of, economic growth. Lewis (1954) saw the agriculture sector 
and the urban petty trade and casual labour sector as being the suppliers 
of labour to the modern capitalist sector (which in his formulation 
included manufacturing and plantation agriculture). Now, in this set-up 
of ‘unlimited supplies of labour’ there would be no improvement in the 
standard of living of the workers as economic growth took place, but the 
size of the informal economy would diminish over time until the ‘Lewis 
turning point’ was reached and wages started rising in the traditional 
sector as well. In this perspective, therefore, informality is bad because 
it is a signal of an insuffi  ciently low level and pace of development and 
of the time still needed before incomes in that sector start rising. But 
notice also that in this perspective, ‘informality’—a traditional sector 
which supplies labour to the modern sector at a given wage—contributes 
to accumulation and hence growth by keeping wages down. 

 In contrast to Lewis’s ‘classical’ model of the economy, once the Lewis 
turning point is reached we are in a post-Lewis ‘neoclassical world’ in 
which two sectors (manufacturing and agriculture, say) compete for 
labour. But if in one of these sectors (manufacturing) the labour market 
is not perfectly competitive, wages are kept above their marginal product 
through labour power or state intervention. Th is induces migration 
in the hope of a ‘good’ job, but not all migrants can get these jobs, 
and this creates a pool of labour which is neither in agriculture nor in 
manufacturing but waiting for a chance to get into the good jobs sector. 
Th is labour engages in a number of activities that are low-productivity 
and low-income, this low income being balanced by the prospect of a 
high-income job. Lewis (1954: 2) already had this sort of activity in 
mind when he talked about
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  the workers on the docks, the young men who rush forward asking to carry your 
bag as you appear, the jobbing gardener, and the like. Th ese occupations usually 
have a multiple of the number they need, each of them earning very small sums 
from occasional employment … retail trading is also exactly of this type; it is 
enormously expanded in overpopulated economies; each trader makes only a 
few sales; markets are crowded with stalls.   

 Th is type of employment matches well the informal sector and informal 
work discussed in the previous section. However, in the line of argument 
developed by Harris and Todaro (1970) and others, the ‘cause’ of this 
informality is very clearly the above-market clearing wage in the (what 
we might now call) formal sector. If the high ‘minimum wage’ or labour 
regulations more generally did not exist, then the informal sector would 
not exist either. Here the informality is bad not only because those in 
informal activity have a low income, but because labour allocation is 
ineffi  cient. 

 Generalizing beyond labour regulations to regulation of enterprises, 
the argument goes that as a result, the (non-agricultural) informal sector 
also has enterprises that are avoiding or evading the regulations that 
defi ne formal activity. Th at these enterprises are smaller than those in 
the formal sector follows from the structure of the regulations and their 
evasion—regulations might apply only to enterprises above a certain 
size, or enforcement of regulations might be particularly diffi  cult for 
small enterprises. Either way, it is then argued that enterprise size in 
the informal sector is sub-optimally small, foregoing economies of scale 
and dynamic prospects of investment and growth. Th is argument has 
been made powerfully for Latin America by Levy (2007). For South 
Asia, the thrust of the ‘missing middle’ discourse is essentially that 
regulation of enterprises has led to a bimodal distribution of enterprise 
size, with enterprises having to be either very large to overcome the costs 
of regulations, or very small to avoid them. For India this argument has 
been made forcefully by Mazumdar and Sarkar (2008). 

 Th is low productivity of small enterprises translates into low wages for 
their workers and low incomes for their owners, linking the productivity 
and growth perspective to a perspective driven by poverty. 

 Th is argument would seem to be cut and dried—the regulations 
that defi ne the formal sector also, in eff ect, create the informal sector 
of small-scale enterprises with low productivity and low incomes. Th e 
informal sector is ‘bad’ in this sense, but escaping the trap depends on the 
regulations being lifted. However, not all small-scale enterprises are small 
because they are avoiding or evading regulations. In terms of categories 
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A, B, C, and D mentioned in the previous section, there is still category 
D—activities that are not touched by regulations and would remain small 
with low productivity and low incomes even if the regulations that bind 
the formal sector were removed. 

 To give an illustrative example, suppose the regulations state that 
an enterprise has to register and then pay various worker benefi ts if 
its size exceeds nine workers. Now consider an enterprise that would 
have had 15 workers without the regulations. Th is enterprise has three 
options. It could continue to have an enterprise size greater than nine 
and comply with all relevant regulations (but presumably be of size less 
than 15 because of the costs of the regulations), in which case it would 
be formal (A). It could continue to have an enterprise size greater than 
nine but evade the regulations (but presumably at an enterprise size 
much less than 15 because smaller size aids evasion). Th is would be 
informal category B. Or it could adjust its size just below nine so that 
the regulations do not apply to it (category C). But what of enterprises 
whose ‘natural size’, that is, even without regulations, is below nine 
(category D)? Enterprises in category D would be classifi ed as informal; 
they would be small and for that reason have lower productivity and low 
incomes, but removal of regulations would not be the way of releasing 
the informal trap. 

 Before proceeding further one caveat should be noted. While 
informality is certainly strongly correlated with low incomes and 
poverty, it is not all bad news. Th ere is heterogeneity within the informal 
economy, and above-poverty incomes can also be found in this sector. 
For India, NCEUS (2007: 50) documents this and comments further 
as follows:
  Th e Commission considers it important to also emphasize the fact that the 
category of self employed, unlike that of casual workers, is not necessarily and 
uniformly poor. As we shall see later in this Chapter, there are those with some 
signifi cant physical and/or human capital and also those with very little capital. 
Independent professionals such as doctors, architects, lawyers, accountants, 
small workshop owners, urban shop owners, etc. may be self employed but with 
incomes that are several times higher than a street vendor, rickshaw puller or a 
handloom weaver. Our focus and concern here is on the latter groups, who lack 
the critical minimum by way of either physical or human capital or both.   

 Th is perspective is also confi rmed at the global level by the International 
Labour Organization (ILO 2002: 31), which recognizes
  the links between working informally and being poor are not always simple.
 On the one hand, not all jobs in the informal economy yield paltry incomes. 
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Th e background studies prepared for this report indicate that many in the informal 
economy, especially the self employed, in fact earn more than unskilled or 
low-skilled workers in the formal economy. Th ere is much innovation and many 
dynamic growth-oriented segments in the informal economy, some of which 
require considerable knowledge and skills. One of these is the fast-growing 
information and communications technology (ICT) sector in the large cities 
of India.   

 Th is heterogeneity, at the very least, cautions against a uniform policy 
stance. It also suggests that it may not be informality in and of itself that 
is the sole cause of poverty; it has to be seen in conjunction with other 
factors and policy has to address these other factors as well. 

 Finally, a related issue at the micro-level is whether there is in fact 
mobility out of informality and poverty, or whether there is persistence 
over the working life of an individual, and perhaps across generations. 
Fields (1975, 2005) introduced the idea of the informal sector as one 
where workers can be seen as waiting to move from ‘bad jobs’ to ‘good 
jobs’ and that within the informal sector there could be a lower tier and 
upper tier of bad and less bad jobs. In Latin America there is now growing 
evidence of signifi cant mobility between the formal and informal sectors. 
In Mexico, for example, 19.7 per cent of the workers in the informal 
sector in 2002 were in the formal sector in 2005, while 18.2 per cent of 
the workers in the formal sector ended up in the informal sector three 
years later (Gagnon 2009:   Box 5.2  ). 

 We do not, unfortunately, have the same extent of information on 
mobility by labour-market status for South Asia, mainly because of 
the paucity of panel datasets. For mobility by poverty status, based on 
household survey panels, Mckay and Baulch (2004: Table 1) present 
estimates for the probability that a household with consumption below 
the national poverty line would still be poor in fi ve years’ time. Th e range 
of estimates is 25–35 per cent for India, Pakistan, and Bangladesh. Th is 
means, of course, that the probability of moving out of poverty is in the 
range 65–75 per cent. Bhide and Mehta (2010: 18, 20) review the results 
on rural poverty dynamics in India and conclude:

  Th e fact that a fairly signifi cant proportion of the poor continue to remain poor 
over long periods of time, signifi cant proportion exit from poverty, and many 
non-poor enter into poverty highlight [ sic .] the need to understand the factors 
that infl uence this dynamics …. In summary, factors that are related to the 
 persistence of poverty  are the scheduled tribe status, larger household size, increase 
in household size, larger number of dependent children and increase in number 
of dependent children. 



270        Reshaping Tomorrow

Escape from poverty is enabled by literacy, ownership of a house, increase 
in cultivated area and income from livestock. In addition, infrastructure and 
a large urban population in the neighbourhood were other factors that helped 
exit from poverty.   

 To the extent that poverty and informality are correlated, this suggests 
both that there is mobility and that the escape from poverty is dependent 
on a range of factors going beyond informality itself. 

 To summarize, there are several perspectives in the literature on the 
question of why informality is bad—macro versus micro and correlation 
versus causation. At the macro-level, in a dual economy framework the size 
of the informal sector is seen as an indicator of the level of per capita income 
and development since growth in the modern sector relies upon and then 
depletes labour in the traditional sector. At the same time, dynamism and 
growth potential is seen to be negatively aff ected by the smallness of size of 
enterprises in the informal sector at the micro-level. Th ere is also the issue 
of the extent to which regulations and laws aff ecting the labour market 
protect those in the informal sector and the extent to which they instead 
stand in the way of transmitting the benefi cial eff ects of economic growth 
to the poor in the informal sector and of escape from the informal sector to 
the ‘better jobs’ in the formal sector. With this background, we now move 
to a discussion of policy options for avoiding ‘informality traps’.  

     how can informality traps be avoided?     
 Informality—defi ned as a larger share of the economy accounted for by 
activities outside the net of a well-defi ned set of state laws and regulations 
(categories B, C, and D as discussed earlier)—is very high in South Asia 
compared to the global average. Moreover, it has not declined by nearly 
as much as might have been predicted by the growth rates in the region. 
Particularly in the last two decades, growth rates have been at historical 
highs, and yet the size of the informal sector has not declined by very 
much. Indeed, by some accounts it may actually have increased. 

 Before discussing policy responses to these trends, let us consider 
possible explanations for them in terms of the framework developed in the 
second section. A useful way of approaching this question is to ask how 
each of the three categories of informal activity—B, C, and D—might 
have behaved over the past two decades. 

 Category B is economic activity that is covered by regulations but the 
regulations are being evaded— illegality in other words. Th e size of this 
category is determined by the strength of enforcement. It has been argued 
that in the face of growing global competition, authorities are increasingly 



Avoiding Informality Traps        271

‘turning a blind eye’ to evasion of regulations, such as on registration and 
worker benefi ts if the enterprise is larger than 10 workers. Although diffi  cult 
to isolate directly in offi  cial statistics for obvious reasons, indirect evidence 
on minimum wage violations and anecdotal back-up suggest that this 
feature has indeed increased over the last two decades (ILO 2002: 52–3):
  Th e labour inspection services in many developing and transition countries 
are not adequately staff ed or equipped to eff ectively enforce standards in the 
informal economy, especially in terms of covering the myriads of micro- and 
small-enterprises or the growing numbers of homeworkers …  Th e system of 
labour courts and industrial tribunals, especially in developing countries, may 
be very weak, may lack resources and is all too frequently corrupt. Strengthening 
the labour administration and justice systems and promoting good governance 
would go a long way to achieving decent work and enabling informal workers 
to move into the formal economy.   

 Category C is economic activity that has adjusted itself to fall outside the 
purview of regulations and thus avoid them. As noted earlier, an example 
would be an enterprise that would have hired 15 workers but chooses to 
hire nine workers to avoid registration and the obligations and costs that 
would then follow. Another example would be an enterprise that would 
have been vertically integrated, with many functions from cleaning to 
accounts carried out by enterprise employees. Th ese functions are now 
outsourced to enterprises that have less than 10 workers. 

 Category C is the one around which most of the debate on regulations 
has focused. Th e fact that fi rms adjust their operations to avoid regulations 
has been seen as evidence of the inappropriateness of the regulations. 
To many, the large size of the ‘informal sector’ is nothing other than 
a testament to the private and social costs of the web of regulations 
that it is trying to avoid by (legally) getting out of the way. To others, 
the increase in informalization through this category is a refl ection of 
the evolution of technology. Breaking up of production processes into 
smaller components is now possible in a way that it was not three decades 
ago—the rise of ‘cluster-based’ production in China is but one example of 
this (Long and Zhang 2009). In this view the increased informalization 
is explained by changing technology in the face of current regulation 
structures appropriate for the cost and benefi t structures of activity 
integration of three decades ago. More generally, the point being made 
is that part of the explanation of category B informality is the evolution 
of the regulation structure itself relative to that of technology. 

 Note also that categories B and C are not entirely independent of 
each other. A more lax enforcement structure will increase the share 
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of category C, but for that reason will decrease the share of category 
B—there is now less reason to adjust economic activity to get out of the 
way of regulations, since the regulations themselves are being enforced 
less intensively. 

 Finally, let us come to category D—those activities which are outside 
the scope of current regulations. If this category has grown in relative size 
then it could be either because of the retreat of some types of regulations 
or because of increasing diffi  culties of activities to evolve in a way that 
brings them into the regulatory net—specifi cally diffi  culties of activities 
growing to a size suffi  cient to warrant their registration (taking into 
account the costs and benefi ts of regulation). 

 With this background, and building on the discussion in the last two 
sections, there are two lines of argument which point us to the reasons for 
and the interventions needed to avoid informality traps. Th e fi rst focuses 
on the effi  ciency and growth costs of high levels of informality, while 
the second highlights the distributional consequences. Both would like 
greater formality, but may diff er on the methods for achieving this. 

 Taking the effi  ciency angle fi rst, it is possible to further classify the 
arguments into two broad themes. Th e fi rst pays great attention to the 
size of an enterprise. It argues that enterprise size in the informal sector 
in developing countries is too small to reap the gains from effi  ciency, 
and the costs imposed by regulations on the formal sector encourage the 
adoption of smaller enterprise size than would otherwise be the case by 
those that come under the purview of regulations. Th is can happen in 
one of two ways. When registration is required at a certain enterprise 
size, the enterprise can decide not to grow beyond that level even though 
it has the potential to do so. Or it can grow beyond that size but evade 
regulations—the argument now is that the size will still be lower than the 
fi rm would otherwise wish it to be, because evasion is easier for smaller 
enterprises. To this are added other costs of illegality, all of which hamper 
growth and effi  ciency. 

 Th e second theme in the effi  ciency strand of concern over rising 
informality is that by remaining informal an economic activity loses 
access to contractual and other benefi ts that accrue through state legal 
and service structures. Th ere are several elements to this argument. 
For example, registration of an enterprise can bring benefi ts through 
recognition in courts. Th us, although the fi rm may face some costs 
of registration, such as having to pay employment benefi ts, it gets 
benefi ts as well. Th is is, of course, in principle—it all depends on how 
well the enforcement of courts and contracts works. But this line of 
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argument takes us to category D, those who are completely outside 
the net of regulations and laws. If a subset of these laws, for example 
those pertaining to property rights, could be extended to this category 
then, it is argued by Hernando de Soto (2000) and others that the 
productive potential of even quite small home-based enterprises in 
urban slums could be enhanced by allowing them to use their property 
as collateral. 

 Notice, however, that while the fi rst theme seems to suggest a 
narrowing of the purview of the state, for example registration and worker 
benefi ts being required at a much larger size of enterprise to encourage 
increase of enterprise size, the second suggests (albeit in a diff erent 
domain) a broadening of the purview of the state, for example providing 
legal protection of the courts in the heart of urban slums. 

 Let us now turn to more distribution-based concerns about the 
trend of growing informality. First of all, notice that there is some 
convergence between the effi  ciency and distribution-based views for 
category D of informality—those activities that are completely outside 
the purview of the state. For some state interventions, for example 
integration into the legal system if it could be done well, there might 
be agreement that this could be effi  ciency enhancing and distribution 
improving, since this category will generally contain among the poorest 
of society. 

 But consider now the distributional concern on increasing informality 
that fl ows from the fact that, by and large, workers in the informal sector 
do not have social security benefi ts. Th is is either because enterprises 
are not legally required to provide these benefi ts (categories C and D), 
or because they are required to but are not providing them (category 
B). If the response to this is to extend the scope of state regulations by, 
for example, decreasing the size of enterprise at which registration and 
the payment of benefi ts becomes mandatory, then this could lead to a 
further decline in enterprise size and thus loss in productivity feared by 
the effi  ciency strand of concern over growing informality. However, if 
the response is to provide social security benefi ts through more general 
means, not tied to place of work or enterprise, then the effi  ciency concern 
may be mitigated (Levy 2007). 

 Based on this discussion, it should be clear that there is no single 
overarching policy intervention that can address the growth and poverty 
consequences of the high and stubbornly stable levels of informality in 
South Asia. If the objectives of policy combine effi  ciency and distribution, 
then a number of interventions could enhance both. 
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      1.  Improved enforcement of regulations (to reduce the size of category 
B).  

   2.  A review of regulations, particularly the enterprise size cut-off , in light 
of new technology and competition which changes the old cost benefi t 
of optimal enterprise size (to reduce the size of category C).  

   3.  An expansion of state services, both hard and soft infrastructure (the 
latter including property rights and contract enforcement), to enhance 
the productivity of those outside state structures (to reduce poverty 
in category D and to aid its mobility into formality).     

 Let us discuss each of these in turn, and the possible trade-off s that 
policymakers may face. 

 To many, the widespread violation of labour and enterprise regulations 
that is seen in South Asia and elsewhere in developing countries is itself 
an indication of the inappropriateness of the regulations. Whatever the 
resolution of the debates on the regulations themselves, there is little 
point in passing laws and regulations without, at the same time, focusing 
on their enforcement, including in this inspections and monitoring as 
well as court proceedings. Th ere is a strong case for strengthening labour 
inspectorates as well as enterprise inspectorates more generally to ensure 
that laws and regulations are complied with. 

 The sharpest debates in the literature concern the role that 
regulations themselves play in creating informality by inducing the 
adoption of production structures that avoid them. Such avoidance 
will always be present—the real questions are to do with how easy it 
is, how socially costly it is, and how regulations need to be adjusted to 
the costs and benefi ts of avoidance (and evasion). Th e ‘missing middle’ 
literature on South Asia suggests strongly that regulations conditioned 
on enterprise size of say 10 workers lead to enterprises that are below 
this size to avoid the regulations or well above this size to recoup the 
costs of regulations. Th is would lead to a recommendation to raise the 
enterprise size at which regulations bite, which would help induce more 
enterprises to become formal. At the same time, changes in technology 
and the pressures of competition may be leading to greater viability 
of smaller-scale enterprises, which would suggest a tightening of the 
enterprise size at which regulations bite. Th ere is no clear answer to 
this question, which needs more empirical research to establish the 
trade-off s. 

 Th e distinction between category C (‘informality by choice’) and 
category D (‘naturally informal’) is a key one in policy debates in South 
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Asia and globally (see, for example, Chen 2006 and Maloney 2004). 
If category C was dominant, then the focus would be on regulations 
governing enterprises and their enforcement. If, on the other hand, 
category D was dominant, then the focus would be on how to help those 
who are outside the current swathe of state regulations. Unfortunately, 
there is no detailed empirical work that gives us a handle on the relative 
size of ‘informality by choice’ and ‘naturally informal’ in South Asia. 
However, given the huge size of the informal economy, it is likely that 
category D is of substantial signifi cance. 

 Direct assistance to the ‘naturally informal’ sector must therefore play 
an important part in any policy framework to address informality as a 
cause of low productivity and poverty. Chen and Doane (2008: 35–6) 
propose an array of policies under the headings of ‘Regulation, Protection, 
and Promotion’. Specifi c policies include: ‘regulation (and taxation) 
of informal enterprises’, ‘legal protection of informal workers and 
enterprises, including commercial rights for informal businesses, labour 
rights for informal wage workers, property rights for all informal workers’, 
‘social protection for all informal workers through targeted schemes, 
universal schemes, some mix thereof ’, ‘raising productivity of informal 
enterprises’, and ‘increasing employability of informal workers’. 

 Th is emphasizes again that no single solution will do—a range of 
interventions is needed. It is this broad perspective that leads Jutting and 
de Laiglesia (2009) to propose a three-pronged strategy for addressing 
informality:
  Informal employment comprises diff erent phenomena that require distinct 
policy approaches   

      1.  For the world’s working poor, working informally is often the only way 
to participate in the labour market. Policies should consequently try to 
unlock these people from their low-productivity activities …. Specifi c 
recommendations include active labour market policies such as training and 
skill development programmes, that reopen the doors to formality.  

   2.  If informal employment is a deliberate choice to avoid taxes or administrative 
burdens … [c]ountries should aim to introduce formal structures that can 
off er the same or (higher) levels of fl exibility and effi  ciency that informal 
channels occasionally may provide …. [Th is report also] advises countries to 
spend more resources on labour inspections.…  

   3.  In many countries, fi nally, informal employment is mainly a consequence 
of insuffi  cient job creation in the formal economy. [Th is report] thus also 
recognises the need for a general push for more employment opportunities 
within the formal sector.      
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     conclusion     
 Th e central thrust of this chapter is to emphasize the heterogeneity of 
the informality discourse. While informality has a core commonality 
of concern in analysis and policy, there are diverse conceptualizations, 
empirical measurements, causal channels, and theories of informality 
and policy concerns. For policy, the single most important conclusion 
is that there is no ‘magic bullet’ to address the concerns that arise with 
informality, and that a range of interventions needs to be examined and 
implemented. 

 Th e conceptualization of informality ranges from the ‘traditional’ sector 
of Lewis (1954), seen in contra-distinction to a ‘modern’ or ‘capitalist’ 
sector to ‘activities outside the reach of the state regulation’ of Hart (1973), 
and ‘lack of employer provided protection and benefi ts’ of the ICLS 
(International Conference of Labour Statisticians 2003). In between, and 
overlapping, are conceptualizations and empirical implementations that 
touch on the organization structure of enterprise, the size of enterprise, 
and poverty and vulnerability of workers.1 Alternative conceptualizations 
and measures do not make a big diff erence to the size of the informal 
sector, which is very large in South Asia, or to the conclusion that it has 
not declined commensurate with the growth rates of countries in the 
region. Where the diff ering perspectives do make a diff erence, however, 
is in policy prescriptions—with some measures receiving greater emphasis 
than others depending on the core conceptualization in play. 

 Th e literature as a whole, however, suggests that a range of policy 
interventions will be necessary to address the issue of informality. Higher 
growth, but growth whose sectoral pattern is more labour absorbing 
is the fi rst and most general policy conclusion. With the given level 
and structure of growth, extending the coverage of state protection to 
workers currently uncovered is the second recommendation. At the same 
time, reviewing current interventions to improve their fl exibility and 
application is also needed. Direct measures to increase the productivity 
and incomes of enterprises in the informal sector, which include 
targeted measures of training and enterprise support as well as general 
measures of bringing legal and other state infrastructure support to these 
enterprises, are another recommendation. Finally, better enforcement 
of regulations that do exist and assessing enforcement possibilities 
before regulations are passed are also recommendations that emerge 
from the literature. 

1 For a full review, see Guha-Khasnobis et al. (2006).
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 Informality has not disappeared in South Asia and is unlikely to do 
so in the coming two decades. Policymakers need to recognize that it is a 
complex phenomenon and that it is an integral part of the economy and 
of society. Addressing informality to reduce poverty and spur development 
requires a better understanding of the phenomenon, the readiness to 
eschew simplistic single solutions, and the willingness to adopt a wide 
range of country-specifi c tailor-made policies and interventions.   
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    11 
Managing Confl ict  

   Lakshmi Iyer     *

  South Asia experienced one of the fastest rates of economic growth in 
the fi rst decade of the new millennium and several factors suggest that 
the region is poised to continue on a path of high growth. Th ese factors 
include the demographic dividend, the rising middle class, a thriving 
entrepreneurial culture, and policies to encourage economic openness and 
provide a better environment for private businesses. For these favourable 
factors to be fully utilized, ensuring political and policy stability in the 
region is essential. Th is will be a major challenge for South Asia going 
forward, given that the region has experienced a high degree of internal 
confl ict over the past decade. 

 Internal confl ict refers to violence carried out by a relatively organized 
group of non-state actors and directed specifi cally with the intent of 
destabilizing the state. In 2009, South Asia experienced the second-
highest rate of fatalities from armed confl ict across the world, and 
more than a million people are estimated to have been displaced as a 
result of internal confl ict. Such confl icts pose a signifi cant challenge to 
political stability and the ability of the state to implement policies. Of 
the diff erent types of institutions that have been identifi ed as important 
to development—market-creating institutions, market-regulating 
institutions, and market-substituting institutions—the type that has 
received relatively little attention is that of confl ict-management or 

*  I would like to thank Pranab Bardhan and Ejaz Ghani for helpful comments.
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market-legitimizing institutions.1 What are the factors that predispose 
regions to a higher risk of confl ict? What policies can governments adopt 
to bring an end to such a confl ict and prevent its recurrence in the future? 
Th is chapter examines the evolution of confl ict over the past decade in 
South Asia, with a view to providing answers to these questions. 

 Th e fi rst part of the chapter documents recent trends in armed confl ict 
in the countries in South Asia. My focus is on internal confl ict, that is 
violent acts carried out by relatively organized groups of non-state actors 
and directed specifi cally against the state. South Asian countries vary 
considerably in the nature, extent, intensity, and evolution of confl ict. 
While the civil wars in Sri Lanka and Nepal have ended, the confl icts 
in Afghanistan and Pakistan have not. Some confl icts have an explicit 
ethnic dimension, while others do not. Some confl icts are nationwide, 
while others are limited to certain parts of the country. 

 I empirically examine the spatial incidence of confl ict and fi nd that 
economically lagging areas have experienced higher levels of confl ict. 
Th is is true both across South Asian countries (for example Afghanistan 
and Nepal are among the poorest countries) and when comparing across 
regions of the same country (district-level analysis for India and Nepal). 
Insurgent-favourable geography, such as the presence of forests, is also 
associated with higher levels of confl ict, probably because such geography 
makes it diffi  cult for government forces to counter insurgencies. Th ese 
results suggest that poverty-reduction strategies might yield not just 
economic benefi ts but a political one as well. 

 I also examine the degree of persistence of confl ict in South Asia. 
Cross-country studies show that prior experience of confl ict is a signifi cant 
predictor of future confl ict: 40 per cent of post-confl ict countries 
experience a resurgence in confl ict within a decade of the end of civil 
war. Th e data also show that economic growth signifi cantly reduces the 

1 See Knack (2003) or Rodrik (2002) for a broad discussion of growth-facilitating 
institutions. Many studies have focused on market-creating institutions, such as property 
rights, the rule of law, and the legal system (Acemoglu et al. 2001; Knack and Keefer 1995; 
La Porta et al. 1998), or on market-regulating institutions, such as fi nancial development 
(Beck et al. 2000, 2008). Th e literature in macroeconomics and political economy has 
devoted considerable attention to the conduct of fi scal and monetary policy, including 
such institutional features as central bank independence or the impact of constitutions 
and electoral rules on fi scal policy (Arnone et al. 2008; Persson and Tabellini 2004). A 
large body of literature examines the role of ‘market-substituting’ institutions, such as the 
government provision of health and educational facilities (Banerjee et al. 2008; World 
Bank 2004).
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probability of resurgence (Collier et al. 2008) .  My analysis of South 
Asia shows only a limited degree of persistence of confl ict over time. In 
particular, I show that the economically leading regions of India and 
Pakistan had the highest levels of confl ict in the 1980s and the 1990s, 
while it is the economically lagging regions which experienced the biggest 
increases in confl ict after 2000. Th is suggests that a history of confl ict 
can be overcome and again that economic growth has the potential to 
yield a signifi cant political dividend as well. 

 Th e second part of the chapter focuses on issues of managing confl ict. 
South Asian countries have employed a wide variety of strategies to 
counter internal confl ict. I briefl y review the use of police and armed 
forces, political negotiations, and economic compensation in the region. 
Th ere does not appear to be a specifi c magic bullet in dealing with confl ict, 
suggesting that a holistic approach using all of these strategies is likely to 
be the best way to bring confl icts to an end. 

 Conflict-affected areas face special challenges in generating a 
sustainable economic growth path. Private fi rms are often reluctant 
to operate in these areas due to concerns over security, inadequate or 
destroyed infrastructure, and low levels of human capital. Th e role of 
the public sector and of international agencies is therefore particularly 
important. However, implementation of public policies and programmes 
is hampered by the presence of large numbers of displaced people, 
low administrative capacity, and fi nancial constraints. I discuss some 
innovative ways for countries to overcome these challenges. Failure to 
achieve economic growth and large-scale job creation runs the risk of 
reigniting confl ict, to the long-term detriment of South Asia’s growth 
prospects. 

    the evolution of internal conflict in 
south asia    
     Focus on Internal Confl ict     
 In this chapter, I focus on internal confl ict directed against the state. 
Examples of this are civil war, separatist movements, and terrorist activities 
with the destabilization of the state machinery as a primary objective. 
Th ese kinds of confl ict are carried out by a relatively organized group 
of non-state actors and directed specifi cally against the apparatus of the 
state, or with the intent of destabilizing the state. Th is is the defi nition 
of internal confl ict by the PRIO-UCDP confl ict database and is similar 
to the typical defi nition of ‘terrorism’ adopted in most incident-level 
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data sets dealing with internal confl ict.2 I, therefore, refer to confl ict and 
terrorism interchangeably in this chapter. 

 Note that this defi nition excludes two types of confl ict. First, inter-
state confl ict, such as wars between two countries or the long-standing 
dispute between India and Pakistan over Kashmir.3 Globally, this kind of 
confl ict has declined over the past half century. Indeed, internal confl icts 
have resulted in three times as many deaths as external confl icts, or inter-
state wars, since World War II (Fearon and Laitin 2003). 

 Second, it also excludes person-to-person violence, such as clashes 
between rival ethnic or social groups, localized land confl icts, religious riots, 
homicides, domestic violence, common violence, or other crimes. Th ere are 
two reasons for this: fi rst, these types of confl ict are not directed against the 
state, and therefore pose somewhat less of a threat to political stability than 
confl icts explicitly aimed at destabilizing the state. Of course, these types 
of confl ict can still have signifi cant human and economic costs. Second, 
these have been on the decline in recent years, at least in India. Th e murder 
rate in India declined from 4.6 per 100,000 population in 1991 to 2.8 in 
2007; the number of riots declined from 12.4 per 100,000 population in 
1991 to 5.7 in 2007; and the number of fatalities in communal incidents 
declined from 134 in 2004 to 125 in 2009.4 In contrast, as I show later in 
the chapter, the prevalence of internal confl ict/terrorism has shown a sharp 
rise in many South Asian countries over the past decade. Person-to-person 
confl ict is likely to be a weaker threat to continued progress in the region, 
compared to organized internal confl ict directed against the state.  

     High Levels of Internal Confl ict in South Asia     
 South Asia has experienced very high levels of internal confl ict over the 
past decade. In 2009, direct casualties from armed confl ict surpassed 
58,000 worldwide; over one-third of these were in South Asia (IISS 2010). 
Most countries in South Asia are currently immersed in—or are just 
emerging from—confl icts of varying nature and scope, ranging from the 
recently ended civil wars in Sri Lanka and Nepal to escalating insurgency 

2 See Appendix A11.1 for defi nitions employed by the diff erent datasets used in this 
chapter.

3 Th e confl ict in Kashmir is driven partly by internal rebellion against the Indian 
state. However, it is diffi  cult to separate out this component from the overall confl ict 
environment, which includes the inter-state dimension.

4 Data from the National Crime Records Bureau of India  and annual reports of the 
Ministry of Home Aff airs, India.
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in Afghanistan and Pakistan and low-level localized insurgency in India. 
South Asian countries, on average, have experienced armed confl ict for 
half of the time since 2000 (  Figure 11.1  ). Th is is the highest incidence 
of confl ict among all the major regions in the world. 

 Even after adjusting for the large population size of South Asia, we 
fi nd that the region experienced the second highest level of deaths due to 
armed confl ict in the world (  Figure 11.2  ). Four out of the region’s eight 
countries—Afghanistan, Pakistan, India, and Sri Lanka—were among 
the top 10 most violent countries worldwide in 2008 (NCTC 2009). 

 Confl icts in South Asia are far from homogenous, varying considerably 
in terms of scope, duration, intensity, and evolution .  Th e civil wars in 
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Nepal and Sri Lanka have offi  cially ended, but several confl icts are still 
ongoing, including civil wars in Afghanistan and Pakistan, the long-
running separatist movements in India’s north-eastern region, and the 
escalating violent activities of left-leaning (‘Maoist’) groups in the eastern 
and central parts of India. Th ese confl icts have infl icted a signifi cant 
human cost on the region’s population. More than 100,000 lives are 
estimated to have been lost, and more than a million people have been 
displaced (  Table 11.1  ). 

 Confl icts in South Asia also vary in their evolution: the intensity 
of armed confl ict has been on the rise in some South Asian countries, 
while in others violence has decreased. Between 2001 and 2007, the 
number of casualties due to confl ict increased signifi cantly in Afghanistan 
and Pakistan following the fall of the Taliban, and in India, where 
left-wing extremism showed a marked rise after the merger of the two 
main extremist groups in 2004 (  Figure 11.3  ). On the other hand, in 
Bangladesh, Nepal, and Sri Lanka the number of casualties due to armed 
confl ict has decreased signifi cantly (in Sri Lanka, we expect a signifi cant 
decline in casualties in 2010 after the military victory by government 
forces over the Liberation Tigers of Tamil Eelam [LTTE] in 2009). 

 Confl icts in South Asia diff er substantially in other dimensions as 
well: some confl icts are motivated by ethnic or class disparities, while 
others are driven by demands for regional autonomy. Th ese diff erences 
are important in designing strategies both for ending confl ict as well 
as in designing appropriate policies in the aftermath of confl ict. In the 
next section, I conduct an empirical analysis of the spatial incidence of 
confl ict in South Asia and compare it to the global picture.  

     Analysing the Spatial Incidence of Confl ict in South Asia     
 A considerable literature in economics and political science has examined 
the determinants of internal confl ict across time and space. Several studies 
based on cross-country evidence show that poor countries are at greater 
risk of civil war (Collier and Hoeffl  er 2004; Fearon and Laitin 2003). 
Any observed relationship with poverty can be interpreted in several 
diff erent ways. It might be easier for rebels to recruit people to their cause 
in poorer areas because their opportunity cost of confl ict is relatively low. 
Th is ‘opportunity cost’ hypothesis means that the relationship between 
poverty and confl ict will be diff erent for an ethnically based or separatist 
confl ict because recruitment will be made on the basis of ethnicity or 
regional affi  liation rather than the lowest cost of recruitment (Collier 
and Hoeffl  er 2004). Another interpretation is that poorer regions have 
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poorer state capacity, and hence the government is not able to deal with 
the rebels eff ectively (Fearon and Laitin 2003). Th e positive association of 
greater poverty with greater confl ict risk is demonstrated in   Figure 11.4  , 
based on a cross-country sample. We fi nd that richer countries are much 
less likely to experience internal confl ict. It is also interesting to note that 
most South Asian countries lie above the regression line, that is their 

    table 11.1  Variation in Duration and Intensity of Recent Internal 
Armed Confl icts    

Country Region
Approximate 
Start and 
End Dates

Estimated 
Number of 
Fatalities 
(2000–9)

Outstanding 
Number of 
IDPs

Afghanistan Nationwide 1978– 51,580 >235,000
Bangladesh Nationwide 2005–7 93 n.k.
India Assam 1990– 3,838 257,000
India Manipur 1982–2008 2,712 180,000
India Nagaland 1992–2007 710 62,000
India Tripura 1978–2006 1,708 n.k.
India CPI (Maoist) in 

several states
1980– 5,290 60,000

Nepal Nationwide 1996–2006 13,592 60,000
Pakistan Balochistan 2004– 1,294 80,000
Pakistan NWFP/K-P and 

FATA*
2002– 20,261 900,000

Sri Lanka Northern and 
Eastern provinces

1980–2009 51,815 320,000

Source: Approximate start and end dates from UCDP/PRIO Armed Confl ict 
Dataset Version 4 (2009), available at http://www.prio.no/CSCW/Datasets/
Armed-Conflict/UCDP-PRIO/Armed-Conflicts-Version-X-2009/, accessed 
in March 2010. Armed confl ict here refers to internal armed confl icts, with a 
minimum of 25 battle-related deaths per year, between the government of a state 
and one or more internal opposition group(s). Number of fatalities and displaced 
from Armed Confl ict Database compiled by the International Institute for 
Strategic Studies (based on Internal Displacement Monitoring Centre), available 
at http://www.iiss.org/publications/armed-confl ict-database/, accessed on 29 
September 2010.
Note : n.k.= not known; * North West Frontier Province (renamed Khyber 
Pakhtunkhwa in 2010); FATA stands for Federally Administered Tribal Areas.
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confl ict risk is considerably greater than that predicted by their average 
per capita gross domestic product (GDP). As we will see, this is because 
confl ict in these countries is concentrated in the poorer regions, where 
GDP per capita is considerably less than the country average. 

 Do such correlations imply causation? After all, confl ict itself might 
result in greater poverty. Time-series studies of confl ict fi nd that poor 
economic circumstances are more likely to result in confl ict: Miguel et al. 
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   figure 11.3 Trends in Confl ict for South Asian Countries    

    Source:  MIPT (see Table A11.1.1 for details).   
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(2004) fi nd that civil war is more likely to begin in African countries in 
years following poor rainfall, Hidalgo et al. (2010) fi nd that poor rainfall 
is associated with an increased incidence of land invasions in Brazil, 
and Dube and Vargas (2009) document a robust association between 
reduced coff ee prices and the incidence of terrorism in Columbia. Do 
and Iyer (2010) fi nd similar results in an analysis of confl ict intensity 
across the districts of Nepal where poverty rates were measured before 
the confl ict began. 

 Poverty has been cited as a driving force behind the Naxalite confl ict 
in India. For instance, the Indian Prime Minister Manmohan Singh 
stated, ‘A large proportion of the recruits to extremist groups come from 
deprived or marginalized backgrounds or from regions which somehow 
seem disaff ected by the vibrant growth in many other parts of the country’ 
(Singh 2007). 

 Th e cross-country literature on civil wars has documented several 
other factors that appear to be important. For instance, Fearon and 
Laitin (2003) show that geographical conditions that favour insurgency, 
such as the presence of forest cover, are signifi cantly associated with 
the incidence of confl ict. Montalvo and Reynal-Querol (2005) fi nd 
that ethnic polarization is a major driver of civil wars across countries, 
after controlling for factors such as poverty and insurgent-favourable 
geography. In fact, separatist or ethnic confl icts are often driven by the 
perception of a specifi c region or group being discriminated against 
by the state. Such perceptions, of course, may be factually based on 
specifi c policies. Th is directly ties into the question of what kinds of state 
institutions are needed to reduce the possibility of confl ict. 

 I now briefl y examine whether the spatial incidence of confl ict 
in South Asia is consistent with documented cross-country patterns. 
First, I look at its relationship with poverty or economic backwardness. 
  Figure 11.5   shows the relationship between poverty rates and confl ict 
intensity across regions in South Asia, where poverty is measured by 
the headcount ratio.5 We see that, similar to the cross-country results, 
regions with higher poverty rates have experienced higher levels of 
confl ict. Th ere are two caveats in interpreting this fi gure. Th e fi rst is that 
the poverty rates are the most recent numbers for each country, dating 
from around 2004–5, after the rise in confl ict began. Th erefore, these 

5 Th e headcount ratio measures the percentage of population in a given area whose 
consumption is below the poverty line for that region. Here the headcount ratio has been 
calculated with respect to national poverty lines for the diff erent countries.
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poverty fi gures may refl ect the eff ect of confl ict in that region as well and 
thus cannot be used to make a causal statement. Further, the existence of 
confl ict complicates the collection of detailed data. In particular, poverty 
fi gures are not available for the Northern and Eastern provinces of Sri 
Lanka, which had the highest levels of confl ict in the whole of South Asia. 
I will go on to perform more sensitive analyses using poverty rates from 
earlier periods and at a more disaggregated level for India and Nepal. 

 What about the other determinants of confl ict identifi ed in the cross-
country literature? We see a strong relationship between confl ict intensity 
and higher forest cover, suggesting that insurgent-favourable geography 
is likely to play a role in explaining the spatial incidence of confl ict 
(  Figure 11.6  ). Th is is consistent with numerous accounts of Naxalites 
using forest cover to hide eff ectively from law enforcement forces. Data 
from Sri Lanka and Nepal show a similar relationship (not shown). An 
alternative hypothesis is that the presence of forests is often associated 
with the presence of mineral and timber resources, and confl ict is often 
the result of multiple groups vying to control these resources. In such 
cases, it is also possible that higher economic growth results in greater 
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demand for such resources and thereby exacerbates confl ict in these areas. 
In the cross-country context, a positive relationship has been documented 
between the onset of civil war and the prevalence of natural resource 
exports (Collier and Hoeffl  er 2004; Fearon and Laitin 2003). 

 In addition to economic and geographic circumstances, social 
divisions are often cited as a driver of confl ict. For instance, the separatist 
movement in Sri Lanka began with demands for greater autonomy by 
ethnic Tamils. Similarly, the Maoist rebels in Nepal often claim to be 
fi ghting on behalf of the marginalized sections of society, such as members 
of the lower castes. India’s north-eastern states, which are the scene of 
long-running separatist movements, are socially and ethnically diff erent 
from a majority of the states in the country. 

 While these fi gures are suggestive, they do not give us an idea of the 
relative importance of the diff erent factors discussed. I now perform 
a multiple regression analysis to estimate the eff ect of all these factors 
jointly. I use the following specifi cation: 

  Confl ict j  = a + X j ’ b  + e j  (11.1) 

 where  Confl ictj    is either the number of confl ict incidents or confl ict-related 
deaths (normalized by population) in region  j ;  X j   is a vector of economic, 
demographic, and geographic characteristics; and  e j   is an error term. Th e 
key variables considered are poverty rates, measured in 2002 or earlier (to 
avoid reverse causality to some extent), geographic variables, and measures 
of social diversity. We show regressions at the region level for the whole 
of South Asia, as well as for more disaggregated data which compare the 
incidence of confl ict across the districts of Nepal and India. 
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 We fi nd no statistically signifi cant relationship between confl ict 
intensity and poverty variables in the regional analysis (  Table 11.2  , 
Column 1), though we do fi nd a strong association with social exclusion, 
measured as the fraction of socially disadvantaged sections of society. 
Th ese sections of society are usually economically disadvantaged as well: 
the Scheduled Castes and Scheduled Tribes in India have higher levels of 
poverty, as do areas dominated by lower castes in Nepal. Th e relationship 
with insurgent-favourable geography, as measured by the extent of forest 
cover, is positive. Multiple regression analysis at the level of the region 
is hampered by the small number of observations. I overcome some of 
the data limitations of the regional analysis by performing an in-depth 
analysis for two countries where district-level data on both confl ict 
intensity as well as the explanatory variables are available: India and 
Nepal.6 

 Th e district-level regressions show that poorer districts have signifi cantly 
greater incidence of conflict in both India and Nepal (  Table 11.2  , 
Columns 2–4). Th e magnitude of the coeffi  cient on poverty is quite 
large: an increase in poverty by 10 percentage points is associated with a 
0.14 standard deviation increase in confl ict intensity, or 0.26 incidents 
of confl ict per district (see   Table 11.2  , Column 2). Th is is quite high 
compared with the mean level of 0.77 incidents per district. In terms of 
confl ict fatalities, a 10 percentage point increase in poverty is associated 
with a 0.11 standard deviation increase in confl ict-related deaths or 0.39 
more deaths for an average district (compared with the mean level of 0.60 
deaths per district). For Nepal, the impact of poverty is much higher: a 
10 percentage point increase in district poverty is associated with 23–5 
additional confl ict-related deaths. Th e presence of mountains and forest 
cover is also a signifi cant predictor of confl ict intensity in Nepal (see 
  Table 11.2  , Column 4). Th e presence of disadvantaged minorities is not 
signifi cantly associated with confl ict intensity in either of these countries. 
Th is fi nding for the detailed district-level data suggests that the earlier 
high correlation at the region level was driven primarily by data from Sri 
Lanka, where the confl ict had an explicitly ethnic character.7 

6 District-level regressions for Sri Lanka are unlikely to yield useful conclusions 
both because of small sample size (a total of 25 districts) and the non-availability of data 
on several key variables for the most confl ict-aff ected areas. District-level data on most 
variables for Pakistan are not available.

7 See Sambanis (2001) for a cross-country comparison of ethnic and non-ethnic 
civil wars.
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     table  11.2 Multiple Regression Analysis for Confl ict Intensity across 
Regions and Districts   

Incidents per Million 
Population

Fatalities per Million 
Population

Countries India, Nepal, 
Sri Lanka

India India Nepal

Level of analysis Regions Districts Districts Districts
(1) (2) (3) (4)

Poverty rate (%) –0.263 1.593*** 2.251*** 1.028***

(0.197) (0.414) (0.802)  (0.312)

Altitude –0.059** –0.038 0.063***

(0.028) (0.049)  (0.023)

% forested 0.095 0.004 0.003 1.134***

(0.124) (0.004) (0.006)  (0.324)

Fraction disadvantaged 
minorities

0.604** 0.346 0.212 –0.196

(0.284) (0.371) (0.559)  (0.372)

Observations 32 340 340 70

R-squared 0.57 0.09 0.05 0.36

Source: MIPT and INSEC (see Table A11.1.1 for details). Region-level fi gures 
on fraction of disadvantaged minorities computed by author using data from the 
2001 censuses of India, Sri Lanka, and Nepal. Per cent forested area computed 
by author using data from Statistical Abstracts of relevant countries. Poverty 
numbers are computed by the World Bank staff  from individual country data 
sources. District-level fi gures on fraction of disadvantaged groups computed by 
author using data from the 2001 Census of India, and the 2001 Census of Nepal. 
District-level poverty data for India come from Topalova (2005) and for Nepal 
from Do and Iyer (2010).
Note: Poverty rate is the poverty rate in 2002 or earlier. Th is is measured in 1999 
for India, 2001 for Pakistan, 2000 for Bangladesh, 2002 for Sri Lanka, and 1996 
for Nepal. Fraction disadvantaged minorities is computed as the fraction of 
Scheduled Castes and Scheduled Tribes for India, non-Sinhalese for Sri Lanka, 
and population not belonging to the high castes in Nepal. Robust standard errors 
in parentheses. *** represents signifi cance at 1 per cent, ** represents signifi cance 
at 5 per cent. Results for Indian districts are robust to using a Tobit specifi cation 
in place of a linear model.
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 Overall, my analysis has found that the higher confl ict is associated 
with higher levels of poverty over South Asia, and particularly for India 
and Nepal. However, such a relationship with poverty is not uniform. In 
particular, the ethnic confl ict in Sri Lanka appears to be driven primarily 
by the extent of social diversity. Th e contextual nature of confl ict is 
thus an important input into any analysis of the causes. Favourable 
geography also appears to play an important role by lowering the costs 
of insurgency. 

 How persistent is confl ict? I compare trends in confl ict over the last 
decade across regions of South Asia which experienced some confl ict in 
1998 and those which did not. For the most part, very similar trends for 
both types of places can be seen, that is, a prior history of confl ict is not 
necessarily a predictor of a future outbreak in that region (  Figure 11.7  a). 
In terms of fatalities due to confl ict, we see a greater degree of persistence 
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    figure 11.7  Persistence of Confl ict in South Asia, 1998–2007
  (a) Trends in Confl ict Incidents (per 100,000 pop.)  
  (b) Trends in Confl ict Fatalities (per 100,000 pop.)     

    Source : MIPT (see Table A11.1.1 for details).    
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in South Asia, that is places which had some fatalities in 1998 continue to 
have higher fatalities over the next few years (Figure11.7b). Th is suggests 
that pre-existing confl icts are becoming more intense in terms of fatalities 
over time. Th ese patterns remain very similar if we examine variations 
only across the states of India, though the data is more noisy. 

 Data from earlier decades also suggest that it is possible to overcome 
a history of confl ict. Over the period 1983–97, the economically leading 
regions of India and Pakistan witnessed more incidents of terrorist 
violence than the lagging regions (see Figures 11.8a and 11.8b), in 
contrast to the fi nding of economically lagging regions having greater 
confl ict in the period after 1998 (  Table 11.2  ). Th is fi nding also suggests 
that the nature of confl icts in South Asia may have changed in the new 
millennium, and that economic growth or poverty alleviation has an 
important role to play in confl ict prevention. 

 Th e analysis of confl ict trends in South Asia highlights two important 
facts. First, there is a strong association between confl ict incidence and 
poverty. Economically lagging regions in South Asia have experienced 
far greater incidence of internal confl ict over the past decade, compared 
to economically leading regions. Th is is very similar to fi ndings from the  
cross-country literature and suggests that economic growth is likely to 
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    figure 11.8  Confl ict Trends in Leading and Lagging Regions of 
South Asia, 1983–97    

    Source:  GTD1 (see Table A11.1.1 for details).    
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yield benefi ts in terms of political stability as well, thereby making further 
economic growth possible. A major policy implication is that economic 
growth needs to be widespread; in particular, it must not be confi ned 
to already developed regions. Second, an analysis of long-term confl ict 
trends shows that many of the current confl icts are not long-running 
ones. In India and Pakistan, it was the leading regions that experienced 
greater levels of confl ict in prior decades. Th is strongly suggests that it 
is possible to reduce confl ict through appropriate policy measures. Th e 
next section discusses diff erent strategies to manage confl ict.   

    managing   conflict      
     Strategies to End Confl ict     
 A wide variety of strategies have been employed by South Asian countries 
to bring an end to confl ict within their borders. Th ese are now briefl y 
summarized. 

  Th e Security Approach : Th e most common approach for dealing with 
insurgencies, terrorism, or internal violence is using the usual police 
forces to establish law and order in the aff ected areas. Th e police 
forces in South Asian countries, however, tend to be understaff ed and 
underequipped. South Asian countries have adopted many strategies 
to augment the eff ectiveness of police forces to deal with internal 
confl ict: devoting more resources to existing police forces, raising local 
militias, and calling in the armed forces. For instance, India deployed 
33 battalions of Central Paramilitary Forces to confl ict-aff ected states 
and sanctioned the recruitment of an additional 32 battalions of 
reserve forces. Other initiatives have been specifi cally targeted towards 
the Maoist insurgency, such as establishing the Counter Terrorism 
and Jungle Warfare College in 2005 to provide specialized training in 
counter-terrorism and jungle warfare or establishing dedicated counter-
terrorism forces, such as the Greyhounds in the state of Andhra Pradesh 
(Sahni 2007). Th e record of using local militias to combat insurgency 
has been mixed. 

 A key factor in dealing with terrorist groups is the gathering of 
intelligence to prevent or investigate violent incidents. South Asian 
countries are making eff orts to improve both intelligence-gathering and 
intelligence-sharing mechanisms within their countries. For instance, 
India has started setting up a comprehensive database on organized crime 
and the criminals involved, the Organized Crime Intelligence System, 
which includes terrorist activities. 
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   Th e Military Approach : In extreme cases, when police forces turn out to be 
insuffi  cient, the armed forces are called in to deal with insurgency. Cases 
of military action in South Asia include Nepal, Sri Lanka, and Pakistan. 
Th e record of such military initiatives is somewhat mixed: while the Sri 
Lankan army won a decisive victory over the LTTE forces in 2009, the 
Nepal army was not able to put an end to the Maoist insurgency in that 
country. 

 A recent study of terrorist groups around the world fi nds that the 
military strategy is not the most successful. Of the 268 terrorist groups 
that ended between 1968 and 2006, 40 per cent were penetrated and 
eliminated by police and intelligent agencies; 43 per cent reached peaceful 
political accommodation with their governments; 10 per cent achieved 
victory; and only 7 per cent were eliminated by military action (Jones 
and Libicki 2008). 

  Th e Political Approach : A diff erent approach to dealing with insurgencies 
is to conduct negotiations and sign peace agreements with the insurgents. 
Th is needs two (seemingly obvious) conditions to be eff ective. First, the 
government must do this in a coordinated way and have the intention of 
fulfi lling at least some of the insurgents’ demands. Th e second condition 
for eff ective talks is for the insurgent group to be seriously interested in 
joining the political mainstream. In South Asia, the Indian government 
has pursued successful negotiations with Bodo groups in Assam (granting 
them limited autonomy) and has on-going peace agreements with 
some insurgent groups in Nagaland and Tripura. In Sri Lanka, some 
Tamil militant organizations, like the Eelam People’s Revolutionary 
Liberation Front (EPRLF), had been brought successfully into the 
political mainstream, but negotiations with the LTTE resulted only in 
a short-lived ceasefi re from 2002 to 2005. 

  Regional Cooperation in Confl ict Management : Many of the internal 
confl icts in South Asia have cross-border dimensions. Th e LTTE and 
the Taliban are examples of such entities. In such a context, regional 
cross-border cooperation is an essential part of any counter-insurgency 
strategy. Considerable potential exists for regional cooperation in reducing 
confl ict, but this has been an underutilized strategy in combating 
terrorism in the region. 

  Th e Economic Approach : Complementary to the security-based solution 
is an economic solution, whereby the government tries to spur economic 
development in the confl ict-aff ected areas with a view to undercutting 
support for the insurgency. Th is is consistent with the empirical evidence 
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that economic backwardness is a signifi cant predictor of confl ict. Th e 
Government of India has designated all the north-eastern states ‘Special 
Category’ states for purposes of funding: all these states received more 
than Rs 1,000 per capita from the Planning Commission in 2003–4, 
compared to the nationwide average of Rs 438.8 

 An alternative strategy is to deliver the services that the insurgents 
blame the government for not providing. For instance, the Government 
of Andhra Pradesh distributed more than 300,000 acres of land to poor 
people in 2005 and has since followed it up with two further phases of 
land distribution. A related step is the enactment of new legislations that 
seek to recognize forest rights and vest the occupation of forest land with 
members of the Scheduled Tribes and other traditional forest dwellers 
whose rights had not previously been recorded. Given the previously 
observed correlation between the extent of forest cover and the intensity 
of confl ict (see   Figure 11.7  ), this might be a positive step towards reducing 
support for Naxalite movements. 

 Are direct economic incentives eff ective in reducing confl ict? Cross-
country analysis shows that post-confl ict economic growth signifi cantly 
reduces the risk of resurgence of confl ict; a per capita GDP growth rate of 
10 per cent per year reduces the risk of confl ict from 42 per cent to 27 per 
cent in the post-confl ict decade (Collier et al. 2008: 469). Looking across 
the states of India over the period 1998–2005, we do not fi nd strong 
eff ects of economic growth in reducing confl ict risk (  Figure 11.9  ). Perhaps 
this is because we are measuring economic growth over a relatively short 
period of time (seven years) and sustained growth over longer periods of 
time could have a bigger impact on reducing confl ict. 

 What about the eff ects of increased social spending by governments, 
which might be expected to have some growth eff ects and also increase 
the legitimacy of the government? Th e evidence on the eff ectiveness of 
social spending is mixed. District-level data from Iraq fi nd that provision 
of greater services by the government results in a decline in insurgency 
(Berman et al. 2009a), but funds geared towards reducing unemployment 
do not appear to have any impact (Berman et al. 2009b). Looking across 
the Indian states we do not fi nd a strong correlation between increases 
in social spending and decreases in confl ict (  Figure 11.10  ). Some states 
like Maharashtra and Kerala show the biggest increases in social spending 

8 Report of the Twelfth Finance Commission, Government of India, and Fiscal 
Profi les of States compiled by Finance Commission, Ministry of Statistics and Programme 
Implementation, Government of India.



Managing Confl ict        297

and very little change in confl ict intensity; others like Bihar and Andhra 
Pradesh show a large rise in confl ict intensity despite a moderate increase 
in social spending; yet others like Madhya Pradesh show very little change 
in either of these variables, that is no rise in confl ict despite very low 
increases in social spending. Note that these relationships are statistically 
insignifi cant. We see very similar relationships if we use specifi c categories 
of social services expenditures, such as education or health.  

     Policy Challenges in Confl ict Zones     
 A very important question is the choice of economic policies in confl ict-
aff ected regions. Th is is important both in preventing an escalation of 
confl ict as well as in post-confl ict reconstruction. Given the strong 
relationship between poverty and confl ict in both cross-country and 
within-country studies, it seems likely that achieving economic progress 
might also have a political pay-off  by avoiding confl ict. Several constraints 
exist in the implementation of successful growth-inducing strategies in 
areas aff ected by confl ict. 
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   figure 11.9 Economic Growth and Increases in Confl ict    
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    Source:  Confl ict data from MIPT (see Table A11.1.1 for details); population data 
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 Private-sector investments in confl ict zones are likely to be low due 
to widespread security concerns, poor or destroyed infrastructure, and 
low levels of human capital. Even when a particular confl ict offi  cially 
ends, security concerns might still be prevalent. For instance, Nepal 
witnessed 514 deaths attributed to groups other than the Maoists and 
the government in 2007 after the peace agreement had been signed, an 
increase over the 327 such deaths in 2006 (INSEC 2008; in 2006, the 
Maoists and government together killed more than 600 people). 

 Confl ict typically results in heavy damages to physical infrastructure, 
leading to shortfalls in service provision or diffi  culties in connecting 
communities to markets. For instance, 70 per cent of school buildings were 
destroyed or damaged during the civil war in Bosnia and 30–40 per cent 
of the hospitals in Liberia were destroyed during that country’s civil war. In 
Sri Lanka, only 11.4 per cent of the population in the Northern province, 
and 19.6 per cent in the Eastern province had access to piped water. 

 Such lack of private investment is also refl ected in the nature of 
employment in confl ict-aff ected areas. A signifi cantly higher proportion 
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   figure 11.10 Social Spending and Confl ict    
    Change in per capita expenditure on social services and change in confl ict incidents per 
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of the workforce is employed in agricultural activities, and therefore not 
likely to be very productive (  Table 11.3  ). Th is is not surprising in light 
of the diffi  culties in connecting to markets and the investment risks 
present in undertaking higher-value activities, such as manufacturing. 
A greater proportion of the working-age population was employed in 

     table  11.3 Employment Characteristics in High and 
Low Confl ict Areas   

Low Confl ict Areas High Confl ict Aareas
% of workers employed
in agriculture

Afghanistan(2008) 51.5 70.6
India (2000) 58.3 61.6
India (2005) 53.3 57.7
Nepal (1996) 77.9 87.2
Nepal (2004) 72.9 84.8

% of workers in wage 
and salaried jobs

Afghanistan (2008) 27.9 14.6
India (2000) 46.4 44.8
India (2005) 43.1 40.2
Nepal (1996) 25.4 16.4
Nepal (2004) 25.3 10.9

Source: World Bank staff  calculations based on household surveys from individual 
countries for the years indicated. Household surveys used are: Afghanistan National 
Risk and Vulnerability Assessment 2007–8; India National Sample Surveys 
1999–2000 and 2004–5; Nepal Living Standards Surveys 1996 and 2004.
Note: For Afghanistan, high-confl ict areas are provinces where total deaths per 
1,000 population was greater than 0.1 in 2008. Confl ict data are based on NCTC 
(2009). Th e following provinces were classifi ed as high-confl ict: Wardak, Ghazni, 
Paktika, Paktya, Khost, Kunarha, Takhar, Baghlan, Farah, Nimroz, Helmand, 
Kandahar, Zabul, Urozgan, and Panjsher. For India, high-confl ict areas are defi ned 
as those states which had no confl ict fatalities in 2000, but experienced some 
fatalities by 2005. Confl ict fatality data are derived from the MIPT (see Table 
A11.1.1 for details). Th e following states are classifi ed as high-confl ict areas: Bihar, 
Chhattisgarh, Jharkhand, Karnataka, Maharashtra, Meghalaya, Nagaland, Orissa, 
Uttar Pradesh, and West Bengal. For Nepal, high-confl ict areas are districts where 
the number of fatalities per 1,000 population between 1996 and 2006 was greater 
than the median. Confl ict data are from INSEC.
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confl ict areas in Afghanistan and Nepal, but they were signifi cantly more 
likely to be employed in informal jobs, that is jobs which do not pay 
regular wages or salaries (many of these are unpaid jobs). While some of 
these diff erences were likely to be present even before the onset of the 
confl ict, the results from India and Nepal show that these diff erences 
actually increase after the onset of confl ict. Finally, we should note that 
some studies indicate that labour force participation of women increases 
in confl ict zones (Menon and Rodgers 2010). Th ese diff erences in the 
nature of employment and the nature of the workforce need to be kept in 
mind when formulating appropriate policies for post-confl ict regions. 

 Th e successful implementation of public policy faces considerable 
challenges in areas where confl ict is either on-going or has ended 
recently. Given the constraints to private sector participation, the role 
of the public sector is particularly important. Governments in confl ict-
aff ected areas typically have to deal with inadequate funding, low levels 
of administrative capacity, a lack of legitimacy for the central government 
in many areas, and the fact that large numbers of people have migrated 
during the confl ict, making it diffi  cult to target public policy initiatives. 
In addition, it is desirable that economic policies be geared not just at 
maximizing growth but also at addressing the factors that led to the 
confl ict. Th is means that policy choices may need to be structured to 
reduce real or perceived inequities (Stewart et al. 2007), or that the focus 
should be to prioritize short-term job creation fi rst and address longer-
term effi  ciency considerations later (USAID 2009). 

 Among the earliest programmes to be implemented in confl ict-
aff ected areas are disarmament, demobilization, and rehabilitation 
(DDR) programmes. In South Asia, DDR programmes have been 
implemented in Afghanistan and Nepal. In Nepal, nearly 20,000 
members of the People’s Liberation Army have been demobilized and 
confi ned to designated cantonment areas at a cost of nearly $50 million. 
In Afghanistan, 63,000 fi ghters have been demobilized since 2003 at a 
cost of $140.9 million. Th e high cost of DDR programmes is often a 
constraint to their successful completion (Carames and Sanz 2009). 

 Public works programmes (cash-for-work or workfare) can be a good 
way of providing employment in confl ict zones, rebuilding destroyed 
infrastructure, and encouraging displaced people to return. Such 
programmes are targeted towards the unemployed or underemployed 
poor, typically using a below-market wage rate to enable self-selection 
by the target population. In confl ict-aff ected areas, determining an 
appropriate wage can be problematic in the face of ill-functioning markets. 
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A minimum amount of security also has to be in place to enable workfare 
participants to travel to work sites. While such government-funded 
programmes can be useful in providing a social safety net and jump-
starting the local economy, they cannot take the place of broad-based job 
creation or carry out major capital-intensive infrastructure projects. 

 In South Asia, a prominent example of such a public works programme 
is Sri Lanka’s Northern Emergency Recovery Project, implemented in the 
Northern province after the end of confl ict in 2009. Th e wage rate in this 
programme was set at 15 per cent below the market wage determined by 
a district price fi xing committee, and participants were allowed to work 
for 10 days to rebuild their destroyed homes as part of the public works 
programme. Around 275,000 displaced people have returned to their 
villages after the end of the confl ict, partly because of the employment 
opportunities provided by such public works programmes. Th ese have 
also been useful in rebuilding infrastructure destroyed during the confl ict: 
145 wells have been repaired and 1,500 km of road rebuilt.9 

 Th e constraints posed by limited government capacity and legitimacy 
can be partly overcome by devolving projects to the local community 
for management. In Afghanistan, the National Solidarity Programme 
has provided block grants to community development councils, which 
select local infrastructure projects and contribute 10 per cent of the 
project cost. Th e councils are required to have participation by women. 
An initial evaluation of this programme found that it has led to greater 
engagement of women in community life, improved the perception of 
government fi gures, and resulted in better access to services (Beath et 
al. 2010). In Nepal, starting in 2002, communitites were empowered 
to take over the management of public schools by applying formally to 
the government and putting together a school management committee 
consisting of parents and infl uential local citizens. By 2010, more than 
10,000 out of 25,000 public schools had been transferred to community 
management during a period of nationwide confl ict. A World Bank 
evaluation found that community schools had a lower dropout rate 
for children of disadvantaged groups, as well as enhanced community 
participation and parent involvement (Chaudhury and Parajuli 2009). 

 Th e constraints posed by inadequate funding can be partly relaxed by 
turning to international institutions. In addition to funding, international 
institutions can play a key role in the initial stages of post-confl ict 
reconstruction by providing technical support and, in some cases, greater 

9 Government of Sri Lanka (2010).
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legitimacy for public policies. Chauvet et al. (2010) fi nd that aid projects 
implemented in post-confl ict situations are more likely to be successful 
in the immediate post-confl ict period and that the probability of success 
improves with better supervision. 

 Confl ict-aff ected countries can also attract private-sector funding in 
several ways. Many of these countries often have a large diaspora living 
outside the country, who might be willing to purchase bonds with slightly 
lower yields than typical international investors. Countries such as India 
and Israel have used innovative fi nancing mechanisms like diaspora bonds 
to attract capital from abroad (Ketkar and Ratha 2009). Several confl ict-
aff ected countries have followed a strategy of removing regulatory barriers 
and adopting anti-corruption policies in order to attract foreign investors. 
For instance, Liberia established a one-stop shop to advise potential 
entrepreneurs, reduced the number of days needed to establish a business 
from 68 in 2008 to 20 in 2010, and the number of days needed to get a 
construction permit from 398 in 2008 to 77 in 2010.10 Net infl ows of 
foreign direct investment increased from $21 million in 2005 to $144 
million in 2008.   

    key   messages      
 Th is chapter has reviewed trends in internal confl ict in South Asia and 
the policy challenges posed by the presence of such confl ict. South Asia 
was found to have experienced a very high degree of internal confl ict in 
the fi rst decade of the new millennium. While some of these confl icts 
have ended, others are still ongoing as of November 2010. In the places 
where confl ict has recently ended, the right policies need to be in place 
to prevent a future resurgence of such confl icts. Managing confl ict is a 
key public policy issue for ensuring future stability and growth in South 
Asia. A holistic approach, combining military, political, economic, and 
regional strategies, is needed to manage confl ict over the next decade. 

 A second major fi nding of the analysis is that internal confl ict in 
South Asia is signifi cantly higher in economically lagging regions, 
suggesting that economic growth and poverty reduction should be key 
policy priorities. 

 However, generating economic growth in confl ict-aff ected areas is 
particularly diffi  cult. Th ese areas suff er from poor infrastructure, low 
levels of human capital, and a preponderance of low-value-added jobs. 

10 After debuting at number 170 in the World Bank’s Doing Business rankings in 
2007, Liberia moved up to 149th rank in 2010.
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Private investments are deterred by security risks, infrastructure defi cits, 
and regulatory uncertainty. Public policy in these regions is hampered 
by the presence of large numbers of displaced people, low administrative 
capacity, and fi nancial constraints. 

 Countries can use innovative mechanisms to overcome these policy 
challenges. Th ese strategies include leveraging the roles of international 
institutions and community leaders, as well as implementing regulatory 
changes to attract private-sector investment.   
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