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Policymakers often test expensive new programs on rela-
tively small samples. Formally incorporating informative 
Bayesian priors into impact evaluation offers the prom-
ise to learn more from these experiments. A Colombian 
government program which aimed to increase exporting 
was trialed experimentally on 200 firms with this goal in 
mind. Priors were elicited from academics, policymakers, 
and firms. Contrary to these priors, frequentist estimation 
can not reject null effects in 2019, and finds some nega-
tive impacts in 2020. For binary outcomes like whether 

firms export, frequentist estimates are relatively precise, 
and Bayesian credible posterior intervals update to overlap 
almost completely with standard confidence intervals. For 
outcomes like increasing export variety, where the priors 
align with the data, the value of these priors is seen in poste-
rior intervals that are considerably narrower than frequentist 
confidence intervals. Finally, for noisy outcomes like export 
value, posterior intervals show almost no updating from the 
priors, highlighting how uninformative the data are about 
such outcomes.
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1 Introduction

Governments and researchers often test new policies by experimenting on a relatively
small number of units. This is particularly common with government programs intended
to help small and medium enterprises, as these interventions are expensive. For example,
Bloom et al. (2013) piloted a management improvement program in India with 28 plants
tracked for two years; Higuchi et al. (2017) a program with treatment groups ranging
from 26 to 133 firms in Vietnam and tracked for five years; Bruhn et al. (2018) a program
with 150 treated firms in Mexico tracked for four to five years; Iacovone et al. (2022) a
program with a 159 firms in Colombia tracked for four years; and Custódio et al. (2020) a
program with 93 firms in Mozambique, tracked for a year. However, these small samples
can result in analyses with limited statistical power, and the estimates of the program’s
impacts may be imprecise, with standard frequentist hypothesis testing unable to reject
the null of no impact at conventional significance levels even if the point estimates are
positive and of a magnitude that would pass a cost-effectiveness test.

But these policy interventions are not designed in a void. Policymakers design inter-
ventions based on their past experiences with different policies in the country and their
knowledge of the context and constraints facing beneficiaries. Academics bring knowledge
from the existing literature, economic theory, and their own experiences. Participants -
such as firms - who apply to such programs do so based on expectations about their likely
effects. These beliefs typically involve considerable uncertainty (since if they knew for
sure the program would work as intended, a pilot would not be necessary). But neverthe-
less, they contain some information, which standard impact evaluations using frequentist
estimation completely ignores.

Bayesian analysis theoretically offers a principled way of incorporating this prior knowl-
edge into impact evaluation. Imbens and Rubin (2015) provide the foundational treat-
ment of a Bayesian model-based econometric approach for inference in simple random-
ized trials. Yet like many textbook approaches to Bayesian analysis, including Gelman
et al. (1995), they tend to focus on weakly-informative priors in large-sample applications,
rather than relatively informative priors in small sample applications. Conducting infor-
mative Bayesian impact evaluation in a real applied setting raises a number of practical
challenges around the choice of estimand, how informative priors should be obtained, how
to deal with large numbers of control variables such as randomization strata fixed effects,
and related modelling challenges.

This paper provides a demonstration of how to apply Bayesian impact evaluation in
practice to a real stakes field experiment. We consider an evaluation of a program in
Colombia that was designed to help increase exports by improving management prac-
tices. This tackles a key policy question - how to diversify exports and increase firms’
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productivity - in the context of a multi-million dollar experiment on a sample of 200 firms.
We elicit informative nonparametric priors from academic experts, Colombian policymak-
ers, and from the firms participating in the program, as well as using literature-informed
priors. Our priors are elicited for the intention-to-treat (ITT) effects, we then aggregate
them within category (e.g. policymaker), and fit distributions to these priors. Our fre-
quentist estimation employs five lags of the outcome variable and stratified randomization
with over fifty strata, following standard practices typically employed in the literature to
boost statistical power with small samples. Our Bayesian estimation then regularizes
these strata fixed effects, and combines the informative priors with a regression model
using the experimental data in order to obtain credible posterior intervals of treatment
effects. We compare the results to those using non-informative (diffuse) priors to show
how much of the results are coming from the Bayesian methodology versus the information
contained in the priors.

Take-up for the program was high, with 83 percent of firms offered treatment receiving
consulting services, with a median of 195 hours consulting received. However, we find that
while this consulting improved general management practices in the firm (particularly lean
manufacturing operations practices and customer-related commercial practices), it led to
no change in export-specific practices that are specifically geared towards improving ex-
port outcomes. Our frequentist estimates find small and statistically insignificant impacts
of the program on exporting in 2019 (the first year after the intervention started), and sta-
tistically significant negative impacts on some export outcomes in 2020 (the second year
after intervention, and one in which export markets were also disrupted by the COVID-19
pandemic).

These estimates differ from the positive impacts of the program anticipated by aca-
demics, policymakers, participating firms, and the existing literature. Our Bayesian im-
pact evaluation results show how much these priors should be updated in light of the data
from this pilot experiment. For binary outcomes such as the extensive margin of whether
firms export at all, our frequentist estimates are relatively precise, and the Bayesian cred-
ible posterior intervals overlap almost completely with traditional confidence intervals.
That is, even with informative priors, the signal in the data is strong enough to com-
pletely update priors on these outcomes. For outcomes like increasing export variety,
where the priors are in line with the experimental results, the value of incorporating these
priors is seen in posterior intervals that are considerably narrower than the frequentist
confidence intervals, providing more precision about the likely effect sizes. In contrast, our
sample of firms is very heterogeneous, differing a lot in size and export performance, mak-
ing it hard to detect changes in skewed continuous outcomes. As a result, our frequentist
estimates of the impacts of the program on the value and productivity of exports are very
imprecise, with wide confidence intervals. In this case, the Bayesian posterior intervals
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show almost no updating from the priors, highlighting how uninformative the data are
about such outcomes. Finally, we construct an overall index of export performance as a
sum of standardized z-scores of our pre-specified export outcomes. Our Bayesian credible
intervals lie between the prior intervals and confidence interval, showing partial updating.
The results show the program was not as successful as anticipated, but also temper the
conclusion of it perversely worsening export outcomes.

The Bayesian approach to impact evaluation also offers several natural extensions to
the analysis above which allow us to go beyond estimating a single point treatment effect
and testing whether it is zero or not. The most straightforward additional analysis is
to calculate the posterior probability that the program had an impact large enough to
pass a cost-benefit analysis.1 In our setting, given the data, we find that the chance that
the program has an average effect large enough to justify the government’s spending is
typically much less than 10%. However, it is possible that this average effect is composed
of heterogeneous "individual treatment effects" (ITEs) for the firms we consider; within
the Bayesian framework it is possible to directly estimate the distribution of ITEs by
modelling the potential outcomes, as proposed in Imbens and Rubin (2015). This analysis
is natural in the Bayesian set-up and challenging in the frequentist approach because it
requires information about the correlation between the potential outcomes, which the data
can never speak to (due to the fundamental problem of causal inference). We use elicited
priors on this correlation from academics and policymakers to perform this analysis in
our sample and find limited potential for heterogeneous effects of the program.

There are several possible explanations for this somewhat negative result, mostly re-
lating to program implementation. A first-order issue is the type of consulting advice
provided: while the government initially focused on export outcomes, over time the pro-
gram goals appeared to shift towards general management practices and firm productivity
overall. Our qualitative discussions with consultants (Appendix B) suggested that in some
cases they suggested firms were not at the standard needed to export and should focus
instead on the domestic market; this may explain the negative effect on exports in 2020.2

Some relevant additional issues include low program intensity relative to similar SME
interventions studied in the literature, and the fact that our sample of firms was more
heterogeneous in both size and industry, making it potentially more challenging for con-
sultants to offer relevant advice to all firms. We explore these narratives and perform
robustness checks to our main results by excluding strata with exceptional export perfor-
mance at baseline in appendix E. Taken together, our results suggest that these features
of program implementation may be important to program success.

1While this is sometimes done in frequentist analysis, there is little justification for doing so, as
the frequentist uncertainty refers to the distribution of the estimator across multiple samples, not the
distribution of uncertainty about the estimand itself.

2While we find some suggestive evidence that other firm outcomes may have improved, the evidence
is quite weak; see Appendix E.
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This paper serves to demonstrate through an application to a real world policy exper-
iment how Bayesian impact evaluation can be carried out in practice with informative
priors. Our hope is that it serves a similar role to Casey et al. (2012), who demon-
strated the practical use of pre-analysis plans through a field experiment. Just as with
pre-analysis plans, we believe the value of this Bayesian approach is likely to be highest
for long-term field experiments that are expensive and time-consuming to replicate. In
contrast, if replications are cheap and quick, as is the case in many lab experiments, then
just as Coffman and Niederle (2015) argue against pre-analysis plans, one may be able
to cheaply increase sample size to the point where posterior credible intervals coincide
with traditional confidence intervals, even with informative priors, reducing the value of
our approach. The same logic may apply to large sample A/B testing carried out on
tech platforms. But when important policy decisions rest on the results of field exper-
iments with limited sample sizes, investing in collecting informative priors and bringing
this knowledge into evaluations through our approach seems beneficial.

This paper contributes to two main areas of the literature. The first is a growing
literature on collecting and using priors and predictions about interventions. To date this
has largely involved getting academics, policymakers, or program participants to make
predictions about the likely effects of a treatment, and then measuring the accuracy of
these predictions (e.g. Groh et al. (2016); Hirschleifer et al. (2016); Dellavigna and Pope
(2018); McKenzie (2018); Dellavigna et al. (2019)). But in economics these predictions
have typically not been elicited as full nonparametric distributions, and have not been
formally incorporated into the analysis. Andrews and Shapiro (2021) study the question
of how to best communicate results if audiences come with different priors, and suggest
that there may be cases where analysts should censor the estimates they report as a result.
Abadie (2020) notes that the information content in non-significant results will depend
on the priors decision-makers had about the null hypothesis being rejected. Our approach
explicitly elicits these priors, and so provides a way to communicate how much these priors
should be updated given the data. Finally, while Bayesian analysis has not yet been used
for analyzing individual impact evaluations, Bayesian meta-analysis approaches have been
used to aggregate evidence from different studies (e.g. Meager (2019); Vivalt (2020)).

Second, the paper contributes to a literature on improving management and export
performance in firms. Several recent experiments have found management consulting
can improve management practices and firm performance (Bloom et al. (2013); Bruhn
et al. (2018); Iacovone et al. (2022)). However, these existing studies have not focused on
export-oriented firms with exporting as a main outcome. Bloom et al. (2021) use data
on American and Chinese firms, and find that better managed firms are more likely to
export, sell more products to more destinations, and have higher export revenues. Despite
this relationship, our results suggest that purely improving management practices may
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not be enough by itself to spur export activity without a more explicit focus on practices
related to exporting. To date there have been relatively few rigorous evaluations of these
policies to spur exports in developing countries. Several studies use ex-post evaluations
with non-experimental methods (e.g. Girma et al. (2009) on production subsidies for
Chinese firms, and Cadot et al. (2015) on matching grants given to Tunisian firms to
implement export business plans), but concerns remain about self-selection of firms into
these programs. Atkin et al. (2017), carried out a demand-side intervention with small
firms (average size of one employee), providing Egyptian rug-manufacturers with initial
orders and links to foreign buyers, and find exporting increases firm productivity. Two
other experiments do not find statistically significant impacts of much lighter information
interventions: Breinlich et al. (2017) consider the impact of sending brochures from the
export promotion agency to SMEs in the United Kingdom, and Kim et al. (2018) find that
one-day informational seminars had no impact on exporting for textile firms in Vietnam.
Even though our intervention is much more intensive, it also shows how hard it can be
for supply-driven approaches to increase export performance.

The remainder of this paper is organized as follows. Section 2 describes the experimen-
tal context and intervention. Section 3 outlines how informative priors were elicited from
academics, policymakers and firms, and compares them to literature-based and weakly-
informative priors. Section 4 describes the methodological approach for both frequentist
and Bayesian impact evaluation. Section 5 provides all results of the main analysis, with
additional Bayesian decision analysis in subsection 5.4 and a discussion of why the pro-
gram impacts were not as large as expected in subsection 5.5. Section 6 concludes with
potential applications of the informative Bayesian approach in future research.

2 Context, Experiment and Intervention

2.1 Background and Program Launch

Colombia faces several important policy challenges which this program aimed to help
address. The first is the desire to diversify and expand its export base. Colombia is
currently highly dependent on commodities such as crude petroleum, coal, coffee, flowers,
and gold, which make up more than 80 percent of its merchandise exports, resulting in
a policy interest in broadening the range of firms and sectors that engage in exporting.
Secondly, one key barrier to firms being competitive on the global market is low pro-
ductivity. Labor productivity in Colombia is low, with it taking around four Colombian
workers to produce what one worker does in the United States (Londoño, 2017). As a
result, improving productivity is a priority for government policy, and helping address
this productivity goal may also help firms become more competitive in global markets.
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A key factor that helps determine both firm productivity, and the ability of firms
to export, is the management practices used by firms. Bloom et al. (2016) estimate
that differences in management can account for 30 percent of cross-country productivity
differences. Better management is also strongly associated with export performance, with
Bloom et al. (2021) finding that better managed firms are more likely to export, sell more
products to more destinations, and have higher export revenues. However, Colombian
firms have low levels of management practices according to global surveys like the World
Management Survey, with levels similar to countries like India and Kenya that have much
lower per-capita incomes. A prior pilot experiment in Colombia (Iacovone et al., 2022) had
worked with a single industry, the autoparts sector, and found that individual and group-
based consulting had improved management practices, but was not focused on exporting
or export-oriented firms.

The Colombia Productivity and Export Improvement Program (PEIP)3 was designed
by the Programa de Transformación Productiva (Program of Productive Transformation)
(PTP) with the explicit objective of “improving the productivity and export capacity of
the participating firms”. It aimed to achieve these goals through providing consulting
services to firms to improve their management practices (described in detail below). The
program was launched in November 2017. To be eligible for the program, firms had
to have existed for at least two years, be formally registered, belong to one of thirteen
selected sectors (transport manufacturing, construction, textiles, fruits and fruit products,
specialty coffees and coffee products, beef, aquaculture, cocoa products, processed food,
cosmetics, pharmaceuticals, plastics and paint products, and basic chemicals), provide
financial statements, and complete an online application process. Along with the general
call for firms to apply, PTP specifically reached out to a list of firms that had exported
at least once in the past five years to see if they were interested in applying. The closing
date for applications was March 23, 2018 (see timeline in Appendix A).

2.2 Random Assignment and Firm Characteristics

A total of 200 firms met the eligibility conditions for the program after applying. These
200 firms were then randomly assigned to two groups of 100 each on April 11, 2018.
The application form data were used to stratify firms by size (small, medium, or large),
and whether or not the firms had exported at all in the last 3 years. An additional
two strata were added: one stratum of 19 export outlier firms (defined in terms of having
export values, the number of destinations exported to, or the number of different products
exported above the 95th percentile in the self-reported export data on the application
form), and one stratum of 1 firm that was missing firm size information. We then formed

3This is a pseudonym, which we use at the request of PTP.
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an index of the proportion of 11 exporting management practices that firms were using.
Within each of the eight strata, we then ranked firms by this export practices index, and
formed quadruplets, randomly selecting two firms from each quadruplet to be assigned
to control, and two firms to treatment. In total this gives us 54 strata defined by these
export practice quadruplets inside the eight original strata.

Table 1 provides summary statistics for the firms in the program, providing means by
treatment status, along with the standard deviation and percentiles of the distribution.
There are three features of the sample that we wish to emphasize. The first is that the
sample consists of firms that were already exporting or that were interested in doing so.
At the time of applying, 58% had exported in the last three years, and 50% had exported
in the last year (2017). Conditional on exporting, the median firm exports $170,000,
exporting 3 different products (measured at the 6 digit level), to 2 countries, and a total
of 5 distinct product-country combinations. Among the firms that were not exporting, 95
percent said they were interested in starting to export, and among those already exporting,
99 percent said they were interested in expanding exports. When asked to describe how
they see the strategic role of exports in their business, 81 percent of those exporting saw
it as a key part of their firm growth strategy, as opposed to a means of risk diversification,
a way of selling excess products that failed to sell locally, or an occasional response to
requests from abroad.

Second, firms had room to improve their export and general management practices.
On average, firms are doing 36 percent of the basic export practices measured on the
application form, and 44 percent of general management practices. Third, the firms are
very heterogeneous, which makes it harder to offer a standardized program, and also
more difficult to detect treatment impacts. This heterogeneity is evident in firm size (47
percent small, 45 percent medium, 9 percent large), with firms having a mean of 73 and
median of 42 employees, but ranging from 2 to 750 workers. The sales of a firm at the
90th percentile (25,675 million pesos or US$8.6 million) are more than five times those
of a firm at the median (4,596 million pesos or US$1.5 million), and 36 times those at
the 10th percentile (700 million pesos or US$235,000). This heterogeneity also shows up
across sector, with the most common sectors being textiles (18%), construction (16%),
transportation equipment (14%), plastics and paint products (13%), and processed food
(10%). Specific examples include a clothing factory specializing in business and school
uniforms; a manufacturer of window frames out of aluminum; a cosmetics factory making
shampoo and nail polish; a paint manufacturer; and a company making dried tropical
fruits. Almost half of the firms are located in the Cundinamarca region that includes the
capital city, Bogota, with another quarter in the two regions around Cali and Medellin.
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2.3 Details of the Intervention and Program Implementation

The program began with both the treatment and control groups receiving a diagnostic
analysis in April and May 2018. This consisted of a consultant assessing the firm in
five areas: quality (getting products to the standard needed for international markets),
productivity (methods to reduce production costs), labor productivity (a focus on man-
aging workers to make them more productive), commercial strategy (with a focus on sales
strategy and accessing export markets), and energy efficiency (to reduce energy costs of
production). The diagnostic was free for firms, but involved about 12 hours of consultant
time, at an approximate cost to the program of US$625, and concluded with an autom-
atized summary report which compared their relative performance across the five areas,
along with providing general (not customized) high-level advice for areas for improvement
in each area.

The treatment group then received a consulting intervention, beginning in June/July
2018 and lasting for most firms through to July 2019. This consisted of 190 hours of
in-person technical assistance: 30 hours directed towards general commercial strategy,
and 160 hours towards the two of the other four areas. The diagnostic guided this choice,
but firms were free to choose which two areas they preferred. Each of the five areas was
contracted separately to a different Colombian consulting firm that specialized in that par-
ticular area, and who would then send consultants to work with the firm. The commercial
strategy consulting focused on identifying a star product and determining which markets
the company should devote its sales efforts (both domestically and internationally). The
operational productivity consulting involved implementing lean manufacturing tools like
value-stream mapping with the goal of standardizing processes, reducing bottlenecks, and
improving production efficiency. The labor productivity consulting focused on retaining
and improving worker morale, through methods such as worker recognition programs and
feedback sessions. The quality consulting focused on improving quality standards to the
level needed to meet technical barriers to enter overseas markets. The energy consulting
looked for opportunities to lower energy costs through improvements, such as through us-
ing LED lighting. Appendix B provides more details of the consulting intervention along
with our qualitative observations on each component. This consulting treatment is esti-
mated to have a market value of 40 million Colombian Pesos (approximately US$13,800).
Small firms selected for the program had to pay 3 million COP ($1,035) and medium and
large firms 6 million COP ($2,070), which could be paid in multiple installments.

The initial design of the program by PTP included a theory of change in which the
program would first improve management practices, standardize processes, and reduce
energy costs. This was then expected to lead to firms having more products available
that meet export quality requirements, resulting in an increase in both the amount and
variety of exporting. The most direct route to improving exports would involve improving
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export-specific management practices, such as designing quality and production targets
specifically for external markets, and directing commercial and marketing efforts towards
acquiring customers and distributors in overseas markets. The more indirect route is
to focus instead on general management practices intended to help firms become more
productive, which will help increase their competitiveness and make them better able to
compete in foreign markets. A change in management focus within the program agency
(PTP) and in broader government strategy meant that some of the emphasis of the pro-
gram shifted more towards this general productivity focus and indirect route to exporting,
and less on direct export practices as implementation was taking place.

3 Eliciting Priors: What, How, and From Whom?

Using informative priors in Bayesian impact evaluation requires finding a way to bring
in outside knowledge, that is external to the data collected for frequentist analysis. One
source of outside knowledge could be the existing literature, which is the approach advo-
cated by Gelman et al. (1995) for Bayesian data analysis. However, in many large-scale
field experiments, the existing literature may have few, if any, studies with a similar-
enough intervention and context, raising concerns about the external validity of existing
evidence. Moreover, the evidence in the existing literature may differ from the knowl-
edge and beliefs of the key decision-makers involved in the policy being evaluated. An
alternative approach is to instead elicit priors from key experts and decision-makers.

In either case, researchers will need to decide what priors they wish to obtain. Eliciting
priors then requires also deciding how to elicit these priors and put them in a form suitable
for use in analysis, and from whom to elicit this information. We discuss our choices, and
considerations for other researchers in obtaining priors.

3.1 What priors should be elicited?

Our pre-analysis plan and registered report defined eight primary outcomes, intended
to measure whether the program caused more firms to export, diversified the range of
products exported and destinations exported to, and improved the export performance
of participating firms. In most experiments, there will be some non-compliance, and so
researchers will need to decide if they want to obtain priors on the intention-to-treat (ITT)
effect, or on the local average treatment effect (LATE) for their primary outcomes.

In some respects and contexts, the LATE may be a more natural object for many
policymakers and program participants to think about, since it captures the impact of a
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program who actually take it up when offered.4 However, if respondents differ in their
beliefs about the take-up rate (or on who the compliers may be), then the priors obtained
from different respondents may not be directly comparable to one another, and if their
beliefs about take-up are inaccurate, may also correspond to a different parameter than
the LATE estimated for the study sample. Aggregating LATEs over different respondents
would require eliciting bivariate distributions over both LATEs and take-up rates, which
would be complicated for most respondents to manage.5

Instead, we believe that the ITT is easier to elicit from respondents, and, as we discuss
below, can be easily aggregated across respondents to take advantage of the wisdom of
crowds.6 These priors capture the joint distribution of beliefs over take-up rates, and of
impacts for those who do and do not take-up the intervention. In eliciting beliefs, we
clearly explain to respondents that we are interested in the ITT, and explain this as the
difference in outcomes for the full group of 100 firms offered treatment compared to the
full group of 100 firms in the control group. We walk them through an example to make
sure they understand that this also includes impacts for those who do not take up the
program (see Appendix D for language used).

In addition to eliciting the ITT for our eight primary export outcomes, we also elicited
priors over two additional parameters. The first was the take-up rate. We do not use
this in estimation at all, but use it as a check to see whether the actual take-up rate
was at least as higher as anticipated by respondents when they gave their priors over the
ITTs. Finally, one of our two approaches to Bayesian estimation requires fitting likelihood
models that require fitting the joint distribution of potential outcomes with and without
treatment. This joint distribution depends on the unobserved correlation between a firm’s
export performance with the program and without the program. We therefore also asked
our academic experts for their priors on this correlation.

3.2 How should priors be elicited?

Economists have increasingly shown interest in predicting the results of experiments,
although many current applications just ask for point estimates and potentially some
metric of uncertainty (e.g. Dellavigna et al. (2020), Dellavigna et al. (2019)). Instead, for

4This assumes that the exclusion restriction holds, where there is no effect of the program for those
who are offered it but do not take it up. This seems plausible in our context, but may not hold in some
other settings in which researchers are interested in using Bayesian impact evaluation.

5Another possibility, when the exclusion restriction is believed to hold, would be to wait and elicit the
LATE after take-up is known, presenting respondents with both the take-up rate and a table of observable
characteristics of compliers.

6We also note that eliciting the ITT for a linear model will be easier than eliciting priors for treat-
ment effects estimated using nonlinear models. For example, priors for the marginal effects from probit
estimation will depend on both what individuals expect the control mean to be, as well as what they
believe the marginal effect will be when calculated at that control mean.
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our priors we require eliciting probabilistic expectations about the full distribution of the
ITTs. Manski (2004) pioneered the collection of probabilistic expectations, and Delavande
et al. (2010) discuss different approaches for implementing it in a developing country
setting. Prior elicitation is regularly done for clinical trials in medicine, pharmaceuticals
and related fields, although the majority of methods commonly used impose parametric
assumptions on the distribution, which we wish to avoid (see Azzolina et al. (2021) for
a full review of both parametric and nonparametric elicitation methods). We follow an
existing belief elicitation approach in the literature that appears to work reasonably well,
even with less educated populations. This involves providing respondents with a set of
stones or beans, each representing probability units, and have them place them in a set
of intervals, or bins, that cover the support of the distribution. For example, in eliciting
priors over take-up, we gave respondents 20 stones, each representing 5 percent probability,
and had them allocate them over a grid containing 20 intervals, each covering a range of
5 percentage points (see Figure D1 as an example).

Several practical considerations arise when using this method for outcomes with a
potentially wide range of effect sizes. The first is that we do not want to have too many
bins to overwhelm the choices of respondents, but at the same time we want to allow
bins to be narrow enough in the likely range of parameter estimates that the prior is not
degenerate. Further, in order to be able to easily aggregate priors across individuals, we
wish the intervals to be the same for each respondent. We therefore used relatively wider
intervals at the tails of the support of the possible distribution, and narrower intervals
towards the middle (see Appendix Figure D2 as an example).

A further question that might arise when eliciting these distributions in the context of
using them for a Bayesian impact evaluation is whether respondents will tell the truth,
and if not, whether they should be incentivized with monetary payments to do so. In
many field experiments, the results only occur far into the future, and so if priors are
elicited at the time of launching the program, then payoffs may be so far into the future
as to have little incentive effect on current responses. Instead, researchers may do better
be ensuring the language used in eliciting priors ameliorates incentives to misstate priors.
For example, following the approach commonly used in the corruption literature, we do
not ask firms about their priors for the program’s effects on themselves, but rather what
they expect the effect of the program will be on average for all firms in the program.
This both corresponds to the treatment effect we are estimating, as well as reducing the
incentive for them to overstate what they think the program will do for them personally.
These incentive effects may be more of a concern for some groups of respondents than
others – for example, for policymakers rather than academics, which offers an additional
reason to elicit priors from different groups. We see this as an interesting area for future
research to examine the sensitivity of policymakers priors to their knowledge of how these
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priors will be used in a Bayesian evaluation.7

3.3 Whose priors should be elicited?

We see benefits in eliciting priors from at least three potential sources of knowledge and
beliefs about a program, and in obtaining priors from multiple people from within each
source. The first group are the policymakers involved in designing and setting up an
intervention. They are likely to have the best knowledge of the local context and of what
the program is intended to do. Moreover, just as the process of pre-specifying outcomes
in a pre-analysis plan can be useful for ensuring researchers and policymakers agree on
what the program is intended to do, eliciting priors over these outcomes can help clarify
where there is more or less heterogeneity in beliefs among different policymakers, and how
certain policymakers are about different outcomes occurring. Posteriors based on their
priors can then be most useful for policy decisions about the program. Second, eliciting
the priors of academic experts is useful for incorporating the insights of existing expert
opinion, and provides a way of combining their knowledge of the existing literature with
how much they expect it to translate to the new context. Posteriors based on these priors
can be useful for understanding how much academics should update their beliefs about
the effectiveness of a type of program based on the data from this study. Third, program
participants apply to programs with priors about how much the program will help them,
and it is of interest to see how much they should update their beliefs about the program’s
effects after the study takes place.

We collected priors between June and October 2018, as the program was in the diag-
nostic phase. This timing was chosen such that the details of the intervention were as
clear as possible, but so that it was before policymakers and firms would be able to see
any program effects. Priors were collected from seven high-level Colombian policymakers
involved in decision-making around the program, ranging from the vice Minister of Com-
merce to the program coordinator for the PEIP project. Academic priors were collected
from eleven academics, all of whom had either published papers on management improve-
ments or on Colombian firms. Firm priors were collected from the key decision-maker
(typically general manager) at 10 of the firms in the treatment group.

There are two reasons for collecting priors from multiple respondents – in our case,
from 7 to 11 respondents per group. The first is that, from the point of view of using
the priors as a source of prior knowledge to inform the impact evaluation, the wisdom of
crowds suggests that the average from the group may be more accurate and less noisy

7Dellavigna and Pope (2018) find no impact of offering financial incentives on the accuracy of MTurk
forecasters. The incentives to deliberately misstate priors may be different if individuals think this will
directly affect the allocation of resources, and then using mechanism design approaches as was done in
Hussam et al. (2022) could be used.
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than individual predictions. For example, Dellavigna and Pope (2018) find that taking
the average of even five experts leads to a large improvement in accuracy over individual
forecasts. Otis (2022) uses data from seven randomized experiments and finds that the
average of groups of expert predictions does better than individuals at predicting which
of two treatments will have larger effects, with only 10 experts needed to produce a
18 percentage point improvement compared to individual-level predictions. Aggregating
across respondents then makes the results less sensitive to the idiosyncratic beliefs of
any one individual, and can also provide a smoother distribution that is easier to fit
a parametric model to (see below). Second, we are primarily interested in obtaining
priors for types of users (policymakers, academics, program respondents), since there are
typically multiple decision-makers involved in using knowledge.

3.4 Aggregation and fitting of elicited priors

Since respondents all used the same grid of bins to place their stones, we can easily
aggregate responses by determining the proportion of all stones that get allocated to
different intervals. This gives us an empirical CDF prior for each of the three groups of
respondents. However, because we use Markov-Chain Monte-Carlo (MCMC) methods to
simulate draws from unknown distributions for our Bayesian analysis, we require PDFs
rather than CDFs in order to use these priors in our impact evaluation. We fit prior
distributions to the elicited priors using two distinct types of parametric models: skew-
normal distributions and finite mixtures of Gaussians with up to 5 components. We then
judge the fit of these models by checking the fitted quantiles are close to their empirical
counterparts. Full details of this procedure and our registered priors can be found as part
of the study’s registration in the AEA registry.

3.5 Literature-informed priors

We complement and compare our elicited priors to priors that are informed by the liter-
ature. Since there were no previous studies in the literature that conduct management
improvement experiments aimed at improving exports, we can not use a meta-analysis
of existing treatment effects as a prior. Instead, we use the result from McKenzie and
Woodruff (2017) that an approximate estimate of the treatment effect of a business train-
ing intervention on firm outcomes is equal to the treatment effect on a business practices
index, multiplied by the correlation between business practices and this firm outcome
in the cross-section. Based on the existing literature on business training programs and
management consulting, we took a literature-informed prior that the impact of the pro-
gram on export practices would be a 0.10 increase, with a standard deviation of 0.03. We
then multiplied this by the estimated coefficients in a baseline regression of our treatment
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outcome variables on export practices, and assumed a Gaussian prior with mean equal to
this product, and standard deviation derived from the standard error in the cross-sectional
estimation and the assumed standard deviation on the impact on export practices. Full
details and the registered priors are contained in the study’s registration in the AEA
registry.

3.6 Weakly Informative "Default" priors

For comparison purposes we also generate Bayesian results using highly diffuse or "weakly
informative" priors, which are now the default standard for Bayesian analysts in cases
where specific outside information is lacking (e.g. Meager (2019), Lemoine (2019), Thor-
lund et al. (2013), Chung et al. (2012)). These priors perform mild regularization on the
estimation procedure, and we follow the literature above in using diffuse Normal priors
centered around zero for coefficient parameters, and using diffuse half-Normal or half-
Cauchy priors on variance parameters. In theory, the impact on the estimation from
these priors should be quite minimal. This enables us to see how much of any difference
in results is coming from the Bayesian impact evaluation techniques alone, versus through
the specific additional information contained in our elicited priors.

4 Data and Methods for Estimating Treatment Ef-
fects

4.1 Data and Main Outcomes

Our primary hypothesis is that the program will lead more firms to export, diversity
the range of products exported and destinations exported to, and improve the export
performance of participating firms. Our primary outcomes of interest are therefore export
outcomes. We use annual data on exports from 2010 to 2020 provided by the National
Directorate of Taxes and Customs (DIAN) and supplied to us by the Colombian National
Planning Department (DNP). 135 of the 200 firms exported at least once during these 11
years. These data provide export values at the 6-digit product and destination country
level for each firm. For example, perfumes and cosmetics exported by a firm to Ecuador
in 2018, or leather products exported by a firm to Chile in 2020. Using these data, we first
measure the extensive margin of whether a firm is exporting at all, and then construct
measures of export variety (number of countries, number of products, number of country-
product combinations). We define export innovation as exporting a new country-product
combination, and sum up the total value of exports. We merge these export data with
data on formal employment provided by the Ministry of Health (the PILA), and use this
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to construct an export productivity measure defined as exports per worker. Since exports
and exports per worker are heavily skewed and contain many zeroes, our pre-analysis plan
stated that we would take the inverse hyperbolic sine transformation of these outcomes.
Finally, we also construct an overall export performance index, defined as the average
of standardized z-scores of these different export measures. Appendix C defines each
outcome in more detail.

We supplement these export and employment data with a combination of data from the
program, a survey, and with linking the firms to other government datasets in Colombia.
We use data from the application forms to describe the characteristics of firms at baseline,
for stratifying the random assignment, and for balance checks. Program records provide
information on take-up and usage of the intervention. A follow-up survey (described in
section 5.2) is used to examine impacts of the program on export-specific and general
management practices. Finally, in Appendix E we report impacts on secondary outcomes
of interest such as sales, employment, survival, and productivity, by using data from 2018-
2020 annual filings of firms in the Mercantile Registry (RUES) and to data from 2016 to
2019 in the Annual Manufacturing Survey (EAM). We did not elicit priors for these
secondary outcomes, and so provide only frequentist and not Bayesian impact evaluation
results for those outcomes.

4.2 Estimation of Treatment Effects using Frequentist Methods

Our frequentist estimation follows the approach standard in the literature. We use the
following pre-specified Ancova linear regression specification to estimate the intention-to-
treat effect. Our estimating equation for the ITT impact on outcome Y of firm i being
assigned to treatment versus being assigned to control takes the form:

Yi,t = α + βTreati +
5∑

s=1
γsYi,t−s +

54∑
j=1

δj1(i ∈ strataj) + εi,t (4.1)

where Yi,t−s is the sth pre-intervention lag of the outcome of interest; δj are ran-
domization strata fixed effects (following Bruhn and McKenzie (2009)); and β is the
intent-to-treat effect. Robust (Eicker-White) standard errors are then used.

In addition to the standard hypothesis test that the average effect of being offered the
treatment is zero, β = 0, we can also use the elicited priors to test additional hypothe-
ses. We provide tests of the treatment effect being equal to the medians of the prior
distributions of policymakers, academics, and firms.

The key assumption underlying equation 4.1 is the stable unit treatment value as-
sumption (SUTVA). This will be violated if treated firms compete directly for export
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sales with control firms, so that additional export success for the treated firms may come
from competing away business from the controls. The sectoral heterogeneity of firms in
our sample helps in this regard. Using the 6-digit product code, 62% of firms do not
have a single other firm in the study exporting the same product as them, 70% do not
have any other firm exporting the same country-product combination, and 94% have 3 or
fewer firms exporting the same country-product combination. Moreover, while some of
the more common 6-digit product codes are very specific (e.g. uchuva (cape gooseberry),
granadilla (yellow passionfruit)), most of the more common product categories have more
within-category heterogeneity (e.g. cotton t-shirts, long and short trousers for women and
children, shirts and blouses of artificial or synthetic fiber, miscellaneous plastic products,
miscellaneous steel products). Our assumption is therefore that any export growth from
the treated firms is unlikely to be primarily business stealing from control firms.

4.3 Estimation of Treatment Effects using Bayesian Methods

Our headline Bayesian analysis takes as its starting point the regression in equation 4.1 as
the conditional mean of the outcomes of interest, constructs a likelihood around this re-
gression, and then adds priors. This modelling procedure has several distinct components
worth explaining in detail.

The first task is to place a likelihood on the regression errors εi,t, which corresponds
to placing a likelihood on Yi,t given the covariates. In our main specification, we use a
Gaussian likelihood for all outcomes as this corresponds most closely to the Ordinary
Least Squares estimation approach on the linear regression model, because the point
estimates for the regression coefficients from MLE on the Gaussian likelihood are identical
to the OLS point estimates.8 This choice means that when prior information is weak our
Bayesian models ought to default to the "standard" frequentist inference on the coefficients
delivered by fitting OLS to the regression model above (with a caveat that even weak prior
information could theoretically be useful and influence the inference in certain cases).
We specify a single variance parameter σ2 for parsimony; this should not make much
difference to the inference on the treatment variable in an RCT, since Treati and ϵi,t are
fully independent and not just mean-independent. This produces the following likelihood
model:

Yi,t ∼ N (α + βTreati +
5∑

s=1
γsYi,t−s +

54∑
j=1

δj1(i ∈ strataj), σ2) (4.2)

We now need to place priors on each of the parameters that govern the likelihood. We
8This is because the OLS objective function is the kernel of the Gaussian Likelihood with respect to

β.

16



perform the analysis using several different priors on the key parameter of interest β, as
follows:

1. Academics’ Priors

2. Policymakers’ Priors

3. Firms’ Priors

4. Literature Priors

5. Weakly Informative "Default" Priors

The first three categories of priors are our elicited priors, discussed extensively in section
3; the literature priors are discussed in section 3.5 and the default priors are discussed in
section 3.6. As a quick refresher, we note that the elicited priors take the shape Skew-
Normal or a mixture of up to 5 Normals depending on what fits the expert prior data
best, while the literature priors and default priors are Normal.

The next set of parameters to consider are the control variables, and here we confront
a broader issue for translating the frequentist approach above into a Bayesian model,
because we have many controls due to the 54 δj strata fixed effects. Our motivation
to perform stratified randomization was to ensure that balance holds along key firm
characteristics in the finite sample; ex-ante, across repeated experiments, this improves
precision in the estimation. In a Bayesian perspective, it is standard to consider the
ex-post precision, conditional on the data and the model, since that is the variance one
actually has in any given analysis. Regression models with large numbers of strata fixed
effects can be problematic even for OLS when the overall sample size is small, especially
when the strata we draw from are very small (Athey and Imbens (2017)). Moreover,
unlike OLS, Bayesian estimation strategies do not in general "partial out" uncertainty
on additive parameters because Bayesian inference is done jointly across all parameters;
high posterior variation on δj can therefore propagate to higher uncertainty on treatment
effects. Another way to understand the need for an adjustment to the estimation is to
note that with 200 data points and 54 strata fixed effects, overfitting the sample data is
a real possibility.

The standard Bayesian modelling approach to handling large numbers of nuisance
parameters without overfitting is apply some form of regularization (Gelman et al. (1995)).
We place a hierarchical model on the strata coefficients in order to shrink them to their
shared mean, and then we regularize this mean towards zero. Specifically, we add to
the likelihood the structure that δj ∼ N(δ, σ2

δ ). We then place priors on these new
"hyperparameters" (δ, σ2

δ ) which are Normal and half-Normal respectively, both centered
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at zero. We use prior standard deviations equal to 25% of a crude estimate of the outcome
data’s scale for the hypermean δ and 50% for the standard deviation σδ, in order to allow
for more heterogeneity if the data suggests it. This structure regularizes the estimates
in a similar manner to a Ridge regression penalty (see Hastie et al. (2009) for the exact
relationship). As with Ridge, if the data strongly suggests any of these interactions are
important in predicting the outcomes in ways beyond their correlation with the treatment
assignment variable, they will be able to overcome the penalty imposed by the hierarchical
structure and the priors. Note however that we do not constrain the role of the 3 main
factors that drive the stratification: firm size (implemented via 3 categories), exports in
last 3 years versus not, the export practices index and an indicator for taking extreme
values of any of the baseline outcomes, as these are potentially important controls in their
own right and are more likely to improve model fit overall.

Finally, we need priors on the other control variable coefficients and other parameters
in the likelihood. We generally use reasonably weak, diffuse priors for these but we do
incorporate genuine prior information where possible. For α we use a weakly informative
Normal prior centered at the baseline average of the outcome and having the same scale
as the baseline variance. For the lagged outcome coefficients γs, as well as the 3 central
covariates that drive our stratification design, we use a diffuse Normal centered at zero
with a very large scale of variation. For σ2 we use a very diffuse half-Normal bounded
below at zero. These choices correspond to the "weakly informative" type of default prior
approach seen in previous work, as discussed in section 3.6.

Once we have the likelihood and priors, to proceed with Bayesian inference, one mul-
tiplies the likelihood by the priors which yields the posterior distribution which captures
the joint uncertainty present about all unknown parameters conditional on the sample
of data we have. In practice, this full joint posterior distribution function is typically
challenging or even impossible to compute analytically as it is not of a known, standard
functional form. The shape of this joint posterior distribution function can be approx-
imated using Markov Chain Monte Carlo (MCMC) Methods. We use a Hamiltonian
Monte Carlo algorithm in which tuning parameters are automatically disciplined using
the No-U-Turn-Sampler, implemented via the software package Stan in R. In each case we
examine the performance of the HMC via the effective sample size, traceplots and R-hat
criterion. For more information about these metrics and related computational issues see
the Appendix of Meager (2019).

The fundamental output of Bayesian analysis is this joint posterior over all parameters,
but our primary interest is inference on the impact of the program. Thus, we integrate out
the marginal posterior distribution on β from each analysis and report the central 95%
credible interval as our headline Bayesian result. We can also compute other quantities
of interest, such as the probability that β is large enough for the program to pass a cost-
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benefit analysis; we also compute and report these results in section 5.4. In addition,
once we have specified a proper likelihood on the data, it is natural to consider jointly
modelling the potential outcomes to get more detailed causal inference on the distribution
of treatment effects in the style of Imbens and Rubin (2015) – we pursue this as an
extension to our main analysis (additional details and results provided in section 5.4).

We do note that the approach described above differs from the way that Bayesian
statisticians or analysts in other fields would tend to approach this same data. Modern
Bayesian data analysis differs from the Frequentist econometric approach in more respects
than just the addition of priors; in particular, Bayesian analysis typically uses richer
likelihood models that are tailored to the specific functional forms of the outcome variables
in question, since much is typically known about them (e.g. productivity is bounded below
at zero and thus likely right-skewed, export probability is binary, etc). However, we pursue
a Bayesian analysis using Gaussian likelihoods because in the absence of priors these
likelihoods deliver the OLS estimates of the regression coefficients, making it easier to
compare the frequentist and bayesian results and to understand the role of our informative
expert and firm priors.9

5 Results

5.1 Take-up and usage

Take-up and usage of the program was high, especially given the requirement for firms
to pay US$1,000-$2,000 to participate. 88 of the 100 firms assigned to treatment are
recorded in the administrative data as starting the intervention, and 83 have positive
hours of consulting recorded. Figure A1 shows that this take-up rate is high compared
to the medians of the prior distributions for take-up of the participating firms (58%),
academics (63%) and policymakers (73%), and in line with the mean of our pre-specified
literature prior (80%). Moreover, of the 83 firms with recorded hours, 94% (all but 4
firms) received at least 100 hours of consulting, with the median firm that took up the
program receiving 195 hours. Appendix Figure B1 shows the distribution of total hours
of consulting, and we see that half of all firms actually received slightly more than the
190 hours initially promised by the program.

Table 2 disaggregates the consulting received by area. Of the 83 firms with recorded
activity data, 72 had hours in all three areas of consulting, 8 in two areas, and 3 in only
one area. The most common two areas were the compulsory commercial strategy area,

9There are also substantial challenges with implementing the analysis with the richer likelihoods,
which we document in Appendix G.
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which 79 firms10 received for a median of 35 hours, and operational productivity, which
71 firms chose and received for a median of 80 hours. Most firms in the program therefore
received these two areas, and then were divided in their choice of a third area, with 34
receiving labor productivity, 32 quality, and 19 energy consulting.

5.2 Impacts on business and export practices

The most immediate impacts of management consulting interventions are typically seen
on management practices, as firms implement the changes recommended by consultants.
We hired Innovations for Poverty Action to conduct a follow-up survey of firms between
November 2019 and May 2020. This was able to collect data on 172 of the 200 firms
(89 treatment and 83 control), and additionally confirm that 3 other firms were closed (2
control, 1 treatment). We measure impacts on 15 different export-oriented management
practices, such as whether the firm participates in trade fairs, has received a quality
certification for an export market, does direct marketing to international customers, or
had received information about distributors abroad. In addition, we measure impacts on
each of 40 different general management practices that cover the five areas of consulting,
divided into operations practices (10), labor productivity practices (9), quality practices
(6), energy practices (4), and commercial practices (11). Appendix C provides definitions
of all measures, which were developed with feedback from the different consulting entities
to ensure they covered the main areas of advice given. Our main measures of export
practices and management practices are then defined as the proportion of these practices
that are used by firms.

Figure 2 shows the estimated intention-to-treat effects of being assigned to consult-
ing on these two indices of management and export practices, as well as on the five
sub-components of the overall management practices index. We did not elicit priors on
these outcomes, so only show frequentist point estimates and confidence intervals from
estimating equation 4.1.11 The program had no significant impact on our measure of
export-specific management practices. On average, control group firms were using 59
percent of the export practices, and the estimated change of -4 percentage points is small
and not statistically significant. Appendix Figure C1 also shows no significant impact on
any of the 15 individual practices that make up this overall index.

In contrast, there was a significant improvement in general management practices.
The control group were using 64 percent of these practices, and there is a significant

10Although this was a compulsory area, because it started several months after operational productivity
and labor productivity, 4 firms started activities but dropped out before they began their commercial
strategy.

11We control for a baseline measure of export practices or general management practices in these
regressions
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treatment effect of 6.7 percentage points. Examining the sub-components of this overall
index, we see the biggest changes were in the two areas in which more of the firms received
consulting. Operations practices improved 11.9 percentage points from a control mean
of 71 percent, and commercial practices improved 7.9 percentage points, from a control
mean of 66 percent. The changes in labor productivity, quality, and energy practices are
small in magnitude and not statistically significant. Appendix Figure C2 examines in
more detail the individual practices in the operations and commercial practices indices.
We see that the largest improvements in operations practices occur in the use of lean
manufacturing methods: using VSM, 5S, and continuous improvement methods, with a
significant improvement also in communicating strategic goals around operations. The
largest improvements in commercial practices occur in practices to better understand and
connect with customers, through setting up a CRM system and doing market research on
customers.

As noted in section 2.3, the theory of change offered two potential pathways through
which the program might improve exports: a direct pathway through improving export-
specific practices, and an indirect pathway through improving general management prac-
tices. The program does not appear to have had any impact through this direct channel,
but has improved processes through this indirect channel. We next look to see whether
this was sufficient to increase exports.

5.3 Impacts on export outcomes

Figure 3 plots the trajectory of means for the different export outcomes by treatment
status over the period 2010 to 2020. We see that firms were on an upward export trajectory
prior to participating in the program, reflecting that the program selected firms that were
exporting or planning on starting to export. The treatment and control groups track
each other closely prior to the program, as would be expected with random assignment.
We then measure treatment effects in two post-treatment years: 2019 and 2020. Firms
were still receiving the intervention for the first half of 2019, while in 2020 the world
experienced the COVID-19 pandemic that placed restrictions on travelling, led to some
temporary closures, and impacted both the demand for exports and the ability to export.
Visually, it appears that the treatment and control groups again look similar to one
another in 2019, and diverge somewhat in 2020, with exports falling in the treatment
group and rising in the control group.

Table 3 then provides our frequentist estimates of the ITT effects on these different
export outcomes, after controlling for randomization strata and pre-treatment lags as
per equation 4.1. For each outcome we report the estimated treatment effect in 2019
and in 2020, and then as well as testing that the treatment effect is zero, also test the
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null hypotheses that the treatment effects are equal to the medians of the different prior
distributions elicited.

Consider first the impact on the extensive margin of whether firms are exporting at
all, shown in panel A of Table 3. 54 percent of the control group exported in 2019 and
57 percent in 2020. The estimated treatment effect in 2019 is a statistically insignificant
-0.5 percentage points (p.p.), with a 95 percent confidence interval of [-9 p.p., +8 p.p.].
In 2020, the estimated treatment effect is a statistically insignificant -6.5 p.p., with a
95 percent confidence interval of [-15 p.p., +2 p.p.]. Although we cannot reject the null
hypothesis that the treatment effect is zero, we can reject that the treatment caused
exports to increase as much as expected by the median of the literature, firm, and policy
priors (9 to 13 p.p.), and also in 2020 that the effect as large as the median of the academic
prior (6 p.p.).

Figure 4 then shows the results of our Bayesian impact evaluation on this outcome
("export at all"). The frequentist confidence interval is shown at the bottom of the figure
in red, and we show intervals that cover the 2.5th to 97.5th percentiles of the different
prior distributions in light blue, and then 95 percent coverage intervals from the estimated
Bayesian posterior distributions using each prior. First, note that the posterior coverage
intervals using a non-informative (diffuse) prior are extremely similar to the frequentist
confidence intervals, showing that the Bayesian estimation methods per se are not chang-
ing our results. We then examine how these intervals change when we bring in informative
priors. We see that the posterior coverage intervals for the three types of elicited priors
(policy, firm, and academics) almost completely overlap with the frequentist intervals.
That is, the signal in the data is strong enough relative to these priors that we almost
completely update these priors towards the data. A graphical display of how the priors are
updated for academics is provided in Appendix F, figure A8. In contrast, the literature
prior for this outcome was for a larger and more precise positive effect, and the posterior
based on this prior moves a lot towards the data, but does not fully update.

Next, panels B, C, D and E of Table 3 examine impacts of the program on the number
of products exported (control mean 4.2 in 2019, 4.1 in 2020), the number of countries the
firm exports to (control mean: 2.3 in 2019, 2.4 in 2020), the number of unique product-
country combinations exported (control mean: 10.1 in 2019, 10.0 in 2020), and whether
the firm has exported a new product-country combination (export innovation) (control
mean 0.40 in 2019, 0.41 in 2020). The treatment impacts are close to zero, and not
statistically significant for all of these four outcomes in 2019. The 2020 impacts are more
negative than those in 2019, and in the case of the number of product-countries, the
negative effect is statistically significant. In all cases the estimated treatment effects are
smaller than the medians of the different prior distributions, and, in 2020, we can reject
all the alternative nulls that the treatment effects equal these medians.
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Figure 5 provides the associated Bayesian impact evaluation results for export variety
and Figure 6 impacts on export innovation.12. We see that the posterior coverage intervals
again show substantial updating of the priors towards the data. An interesting illustration
of the value of informative priors comes from looking at the estimated impact of the
program on the number of product-country varieties exported in 2019. The 95 percent
frequentist confidence interval is [-1.9, +1.9] products, giving an interval width of 3.8.
The elicited firm priors were for a small, positive effect, with a 95 percent interval of [-1,
9.6]. Bringing in this informative prior which is consistent with the data narrows the
posterior interval to [-0.8, 1.8] products, for an interval width of 2.6. The policymakers
had even narrower priors, with a prior interval of [0.5, 5], and using this prior results in a
posterior interval of [-0.03, 2.1] products, giving an interval width of 2.1. That is, when
informative priors are largely consistent with the data, using Bayesian impact evaluation
offers the possibility of more precise estimates of the treatment effect than we would get
using the data alone. However, in 2020, where the data shows a more negative impact,
these stronger priors mean that the posterior intervals only partially update towards the
data.

Export value and export labor productivity are highly skewed outcomes with a mass
of observations at zero and an extremely long tail. For example, in 2019, 94 of the 200
firms had zero exports, median exports was $5,029, mean exports $396,000, the standard
deviation is $1.2 million, the 90th percentile $1.1 million, and the 99th percentile $6.7
million. Moreover, theoretically it seems more likely that treatment would lead to a
similar percentage increase in exports for all treated firms than a similar level increase.
Our pre-analysis plan therefore specified that we would follow a standard approach in
the literature of using the inverse hyperbolic sine transformation of these outcomes, but
noted that power was still likely to be low, with an anticipated minimal detectable effect
of a 49 percent increase in export value. The hope was that bringing in prior information
may enable us to obtain narrower posterior intervals if these priors were consistent with
the data. We also placed 19 of the firms with highest baseline export performance in a
separate strata, in order to examine how sensitive the results are to these tail firms. Table
E1 shows dropping this strata lowers the control means, but leads to only small changes
in the estimated treatment effects.

Panels F and G of Table 3 show that the estimated treatment effects on export value
and export productivity are negative and large in magnitude, but with considerable uncer-
tainty attached. The impacts are not statistically significant in 2019, but are statistically
significant in 2020. Figure 7 provides the Bayesian impact evaluation results. With a
diffuse prior, the Bayesian credible posterior intervals again are similar to the frequentist
confidence interval. However, with informative priors, we see very little updating of the

12Figure D1 shows the results for the number of products and number of countries
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elicited priors take place. The data here are not very informative about the impact of the
treatment on these outcomes, and so the posteriors place much more weight on the priors
than the data. Two exceptions are the case of the literature priors, where our prior based
on the literature has a wide distribution, reflecting the difficulty in estimating impacts on
these outcomes; and the academic priors for impacts on export labor productivity, which
are also quite wide. In these cases, a bit more updating takes place, since the priors are
more diffuse.

Our overall index of export performance takes the average of standardized z-scores of
all these different export outcomes, and provides a summary measure of the impact of
the program on exporting. Panel H of Table 3 shows the overall impact is a statisti-
cally insignificant -0.012 standard deviations in 2019, and a statistically significant -0.112
standard deviation effect in 2020. That is, taken together, the results show the program
actually reduced exporting. We thought that it might be hard for firms to understand
impacts on a summary index in terms of standard deviations, so did not elicit priors from
firms for this aggregate outcome. Figure 8 shows the Bayesian results using the literature,
policymaker and academic priors. We see substantial updating of the priors towards the
data, with the posterior intervals centering around zero in 2019 and around small negative
impacts in 2020.

These findings of a reduction in exporting are consistent with the responses from di-
rectly asking firms about their export strategies in our follow-up survey. We asked firms
whether they had attempted to export to a new destination, even if not yet successful, and
the control group (56.6%) was more likely to have attempted exporting than the treat-
ment group (48.3%). We also asked how the company’s focus on exports had changed in
the pat 12 months, and 23.6% of the treatment group said they had become less focused
on exports, compared to 18.1% of the control group. Treated firms are also more likely
to now say their main growth focus is on the domestic market (50.6%) compared to con-
trol firms (43.4%). We analyse these and several other secondary outcomes and examine
robustness to dropping particularly outlying firm strata in appendix E.

5.4 Bayesian Decision Analysis

The Bayesian approach offers several additional possibilities for analysis to directly inform
policy decisions. In this section we will consider and execute two of these options. First, we
compute the probability that the average effects of the intervention pass a minimal cost-
benefit threshold, given the evidence. Second, as decisions may be based on more than just
average effects, we derive and estimate the conditional distribution of individual treatment
effects using additional priors on the correlation between firms’ potential outcomes, an
analytic approach set out by Imbens and Rubin (2015).
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First, consider assessing the probability that the program’s average effects pass the
minimum threshold necessary for policymakers to consider scaling it up. While this is
sometimes attempted in frequentist analysis using the sampling distribution of the esti-
mator, there is no epistemic justification for doing so, as this distribution is an asymptotic
property of the estimator in repeated samplings, not the uncertainty we have about the
estimand itself. In the Bayesian framework, the posterior distribution directly captures
the probability that parameters take certain values conditional on the data and priors -
this distribution can be used to make probability statements about the treatment effect.
During our prior elicitation exercise with the policymakers we interviewed, we also asked
them the minimum effect size that would make it worth scaling up the program as a
broader policy. The marginal posterior distributions on the treatment effect β for each
outcome from our analysis in section 4.3 capture the probability that the effect takes any
given value, which allows us to directly compute the probability that the effect passes this
threshold. Because we have used Markov-Chain Monte Carlo methods to characterize the
posterior distributions, and these methods simulate draws from these posteriors, to then
compute the desired probability one simply computes the proportion of draws from the
posterior that lie above the threshold.

The results of this exercise for the policymaker, academic and firm priors, plus literature
priors and default priors, are shown in table 4 for all outcomes for both 2019 and 2020.
Overall, the probability of attaining the minimum viable threshold for scaling up the
policy is very low across all outcomes and priors; typically much less than 10% chance,
and in some cases, virtually zero chance. The chances are typically lower in 2020 than
in 2019, as one would expect given the movement of the data towards more negative
outcomes. The exception to this pattern is export value and productivity, where chances
can be much higher - but this is primarily because the data contains little information
about these outcomes and as a result we have little updating away from the priors even
in 2020. Overall we find the data much more informative on the other five outcomes, all
of which show very little chance that the effect is large enough to merit scaling up the
policy.

Second, as we recognise that decision-makers may wish to go beyond the average effects,
we use Bayesian modelling of potential outcomes to infer the distribution of treatment
effects as laid out in Imbens and Rubin (2015). Given a likelihood model for the distri-
bution of potential outcomes, and prior distributions the unknown parameters, one can
derive the conditional posterior distribution of the treatment effect estimand given the
randomized assignment and subsequent observed data. This distribution can then be used
to obtain the posterior distribution of individual treatment effects in the sample. This
exercise can not be done without a prior on the correlation in the potential outcomes
because the data never contains information about this correlation, since by definition we
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never observe both Y (0)i and Y (1)i for any i.

Model-based inference on potential outcomes with covariates Xi requires a joint lik-
lihood f(Y (0)i, Y (1)i|Xi). Our previous analysis – linear regression of outcomes Yi on
Xi via ordinary least squares – corresponds to marginal distributions of Y (0)i and Y (1)i

which are both Gaussian distributions with mean Xiβ (using generic econometric no-
tation) which differs only in switching on or off the binary treatment indicator covari-
ate. This was discussed already in setting up the likelihood in equation 4.2. To turn
this set-up into a joint likelihood model requires structure on the covariation between
(Y (0)i, Y (1)i). One parsimonious and tractable such structure, as noted in section 8.4 of
Imbens and Rubin (2015), is the bivariate Gaussian. Suppose then that f(Y (0)i, Y (1)i|Xi)
is a bivariate Gaussian with respective marginal variances (σ(0)2, σ(1)2) and correlation
parameter ρ. For brevity we will now denote the conditional expectation of Yi given
only the non-treatment covariates by Xiπ = α + ∑5

s=1 γsYi,t−s + ∑54
j=1 δj1(i ∈ strataj),

and we will assume that the treatment does not affect the variance of the outcome, so
σ(0)2 = σ(1)2 = σ2. Then, by the properties of multivariate Gaussians, the distribution
of the missing potential outcome for any firm i conditional on seeing the realised potential
outcome is:

Y (1 − Treati)i,t ∼ N (β(1 − Treati) + Xiπ + ρ(Yi − βTreati − Xiπ), (1 − ρ2)σ2) (5.1)

This is analogous to equation 8.34 of Imbens and Rubin (2015). Drawing the missing
potential outcomes from this distribution, conditioning on the posterior draws of the
parameters from our Bayesian model, allows us to compute the individual treatment
effect τi = Y (1)i − Y (0)i for each firm. The posterior uncertainty on each τi comes from
the need to infer the parameters that govern the likelihood, and then impute the missing
potential outcome. It is instructive to examine the distribution of τi across all firms in
the sample to understand the potential for heterogeneous effects. These may arise even
though β is just a number, because of correlations in the unmodelled variation in the
potential outcomes; that is, when ρ is not zero.

Any inference - frequentist or Bayesian - on the distribution of individual treatment
effects (ITEs) in the sample requires some information about ρ. As the data cannot
speak to the value of this parameter, it is natural in the Bayesian set-up to use priors.
We elicited beliefs about ρ from academics and policymakers using the same methods as
used when we elicited priors about β. Both priors on rho were largely positive; that is,
both academics and policymakers believed that firms doing well under the control regime
(the status quo) would also do well under treatment. Combining our elicited priors on ρ

and other parameters with the model in equation 5.1 allows us to infer the distribution of
individual treatment effects (ITEs) with appropriate posterior uncertainty on each ITE.
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The results for the Index outcome data are shown in figure 9 for both 2019 and 2020
for the policymaker priors These figures show that the majority of the firms have ITEs
centered at zero, with limited potential for heterogeneous effects in both 2019 and 2020.
There is a reasonably high probability that at least some firms experienced positive ef-
fects, but the same is true of negative effects, and most firms have ITEs estimated to be
almost exactly zero. Both the spread of effects and the uncertainty in these tails is more
pronounced in 2020 relative to 2019. Overall however it seems the majority of the firms in
the sample were unlikely to have seen any results from the intervention, and while some
are likely to have benefited, others are likely to have experienced negative effects. This is
most likely a result of combining the data with a prior positive correlation on the potential
outcomes (so firms who did well in treatment would also have done well in control, and
vice versa). We obtain similar results with the academics’ priors, shown in the additional
results Appendix F, figure A9.

Given the somewhat negative effects on average in 2020, it may be surprising that there
is still some potential for positive tail effects for other firms. This result may be an artefact
of the likelihood model chosen: the Gaussian enforces symmetric tails in the outcomes,
which propagates to a Gaussian and thus symmetric distribution of individual treatment
effects. The Gaussian may be a particularly constraining assumption in our case especially
because the outcome data is not symmetric – it has a large discrete spike at zero and then
a positive continuous mass situated away from zero. While we could build a likelihood
model to accommodate this, in our case the priors on treatment effects will have a one-
to-many mapping to priors on parameters of such a model (because a treatment effect
could be achieved by moving firms out of the spike, or from changing the distribution of
outcomes for firms already out of the spike in the control state). Indeed, this is a general
issue for our Bayesian analysis preventing the use of more complex likelihoods without
substantial additional effort; further details of this problem are discussed in appendix
G. Overall, however, we still find the analysis informative, and it is worth noting that
the results of the current approach do suggest only a limited potential for heterogeneous
effects.

5.5 Why were impacts not as large as expected?

We see that, contrary to the priors of academics, policymakers, the participating firms,
and the existing literature, the program did not succeed in increasing exports, and in
fact appears to have actually reduced exporting in 2020. We believe that these results
stem from a combination of the type of consulting advice given, the intensity of the
intervention, and the quality of this advice. In addition, the heterogeneity of the firms
in the program makes it harder to detect impacts, and likely made it harder to offer a
standardized program.
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A first issue was the type of consulting advice provided. As we discussed in section
2.3, there are two ways we viewed the consulting as potentially changing exports: a direct
approach in which it improved export-specific management practices and really focused
on customers and markets abroad, and an indirect approach in which it aimed to improve
general management practices and productivity, enabling firms to be more competitive
and (perhaps eventually) better able to compete in foreign markets. The government’s
focus over time shifted to this second approach, and we see that the program was not
successful in changing export-specific management practices, but only general manage-
ment practices. Our qualitative discussions with the commercial strategy consultants and
several program firms found that the consultants believed that the majority of firms could
not consistently produce at the capacity and quality needed to go to external markets,
and so, in some cases, actually recommended that they focused more on the domestic
market than foreign markets. Appendix B does give some examples of specific advice
offered on particular export matters, but for the most part, the commercial advice was
not specifically tailored to exporting, and the focus in the other four consulting areas was
more on general productivity than what was needed for overseas export markets.

This might suggest that we should expect to see improvements in other firm outcomes,
even if it does not immediately translate into export performance. Appendix E uses data
on firm survival, employment, sales, profits and productivity to examine whether this
improvement in general management practices improved other firm outcomes. We see a
marginally significant 5 percentage point improvement in firm survival rates by the end of
2020, consistent with these general management improvements potentially helping firms
survive through the COVID pandemic. However, these additional firms that survived were
smaller and less productive ones, and so this does not help export outcomes. Moreover,
although the heterogeneity in firms makes it hard to measure impacts on these firm
performance outcomes, there is certainly no strong evidence of improvement in these other
domains. Employment impacts are small (a statistically insignificant 0.4 worker change
relative to a sample mean of 80 workers), and the point estimates for the treatment
impacts on sales, profits, and sales per worker are all negative, with the -12.7 percent
reduction in sales in 2020 statistically significant. So it does not appear that firms are
well on their way to increasing exports through this indirect route of increasing domestic
sales and productivity first.

This raises the issue of the quality and intensity of the consulting provided. We sur-
veyed the consultants to understand their backgrounds. The median consultant was 45,
with 17 years of experience, and a Masters’ degree, and 73 percent said they had previ-
ously worked for a multinational or an exporter. So, on paper at least, the consultants
had relevant expertise. However, the consulting intervention was shorter in intensity and
less coordinated than in some other consulting experiments. Firms received 190 hours of
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consulting, including only 30 on commercial strategy, and this was divided among three
consulting companies who operated largely separately from one another, and who each
spent a lot of time in diagnosis. Since consulting firms had been hired to work solely on
one area, their main focus was on measuring indicators and helping firms in that one area,
without regard to whether this change would be the most likely to deliver improvements
in overall productivity or in the ability of the firm to export. In contrast, the Technologi-
cal Extension project in Colombia studied by Iacovone et al. (2022) gave firms 500 hours
of individualized or 408 hours of group-based consulting. In those cases the consulting
across multiple areas was delivered in a coordinated fashion by a single Colombian con-
sulting organization. This resulted in a 4-14 percent improvement in productivity. In the
Indian study of Bloom et al. (2013), textile firms received 781 hours of consulting from
an international consulting firm and obtained a 17 percent improvement in productivity.

Moreover, in contrast to these other studies, the firms in this experiment were much
more heterogenous in size and industry. As well as making it harder to detect impacts,
this heterogeneity likely also affected the quality of the intervention. Our qualitative
interviews with firms revealed complaints that the consultants did not have knowledge
on the specific industries firms were operating in. For example, a fashion firm noted they
spent part of their time educating the consultants on their industry. This is likely to have
been particularly a problem for efforts to advise firms on commercial strategy and new
export markets, since the consultants would not know specifics of industry trends, quality
standards, nor of relevant overseas buyers. Instead, consultants appear to have focused
almost solely on narrower applications of lean manufacturing practices, which might have
reduced bottlenecks, but which were not clearly linked to sales strategies. We explore
robustness of our main results to dropping particularly outlying firm strata (in terms of
high exporting) in appendix E.

It is possible that some of these changes will take longer to manifest themselves in
firm productivity, and that the COVID-19 pandemic slowed this process down further.
It is therefore theoretically possible that the program may have stronger impacts over a
longer term period, as was the case of the consulting intervention in Bruhn et al. (2018).
But at least in the first two years after the intervention, there is no sign of the program
improving exporting through either the direct or indirect channels.

6 Conclusions

Policymakers, academic researchers, and Colombian firms all had priors that consulting
services would lead to an increase in firm export outcomes. We have shown how these
priors can be incorporated into a Bayesian impact evaluation. Contrary to these priors,
our experiment finds no significant impacts on exporting in 2019, and some evidence of
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a fall in exports in 2020. Our range of different export outcomes illustrate the different
roles informative priors can play in analysis. Some of our outcomes, like the extensive
margin of whether firms export at all, are estimated relatively precisely, and our Bayesian
posterior credible intervals overlap with frequentist confidence intervals in these cases,
fully updating the priors given the data. Here, having the priors helps communicate
to a policy audience that, despite the results disagreeing with their prior beliefs, they
should strongly update those beliefs given the data. For a second set of outcomes, such
as whether firms introduce new export varieties, the priors were for a very small effect,
which is consistent with the data, and using these priors results in Bayesian credible
intervals that are narrower than a standard frequentist confidence interval. This shows
the potential for Bayesian impact evaluation to lead to more precise results when priors
and the data align. Finally, for our export value and export labor productivity outcomes,
the data are very noisy, and the priors are not updated very much given these data. This
illustrates that different interest groups may not want to update their priors about an
intervention very much if the experimental results are not very precise.

Our analysis highlights some of the practical issues involved in using informative priors
in practice. These issues include the need to deal with incomplete compliance and be clear
on which treatment effect is being estimated; questions about who to elicit priors from and
how to gather and fit these priors; and issues that arise when the number of randomization
strata or controls are relatively large compared to the sample size. Our results appear to
be reasonably robust to many of these choices, and in particular, are similar regardless
of which set of informative priors we use. This should alleviate concerns that the priors
of any one individual drive the results. By comparing our estimates to those using a
non-informative (default) prior, we also see that it is the inclusion of informative priors,
and not other Bayesian modeling choices like regularization of strata fixed effects, that
drives results.

We see the promise of the Bayesian approach with informative priors as particularly
useful for expensive long-term experiments that have a limited sample size or potential
concerns about statistical power. Many experiments with small and medium enterprises,
schools, and health clinics take this form. The Bayesian approach could also prove helpful
in the estimation of treatment heterogeneity: Gelman (2018) shows the sample sizes
needed to detect treatment interactions can be 16 times that of those needed for main
effects, making most studies underpowered for heterogeneity. Incorporating informative
priors about the extent and dimensions of heterogeneity could help overcome these power
problems. As such, we see high potential for informative priors to be used as part of
Bayesian impact evaluation in many future experiments.
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Table 3: ITT Impacts on Primary Export Outcomes

2019 2020 2019 2020
Panel A: Export at all Panel E: Export Innovation
Assigned to Treatment -0.005 -0.065 Assigned to Treatment 0.012 -0.077

(0.043) (0.042) (0.056) (0.059)
Control Mean 0.54 0.57 Control Mean 0.40 0.41
P-values: P-values: 200 200
Beta = 0 0.902 0.125 Beta = 0 0.838 0.191
Beta = 0.13 (policy median) 0.002 0.000 Beta = 0.13 (policy median) 0.037 0.001
Beta = 0.06 (academic median) 0.134 0.004 Beta = 0.05 (academic median) 0.496 0.032
Beta = 0.10 (firm median) 0.016 0.000 Beta = 0.06 (firm median) 0.391 0.021
Beta = 0.09 (literature median) 0.028 0.000 Beta = 0.086 (literature median) 0.188 0.006

Panel B: Number of Products Panel F: Export Value
Assigned to Treatment -0.142 -0.519 Assigned to Treatment -0.375 -0.895*

(0.377) (0.345) (0.487) (0.512)
Control Mean 4.16 4.05 Control Mean 7.01 7.28
P-values: 200 200 P-values:
Beta = 0 0.708 0.134 Beta = 0 0.443 0.083
Beta = 1.0 (policy median) 0.003 0.000 Beta = 0.12 (policy median) 0.311 0.049
Beta = 0.5 (academic median) 0.091 0.004 Beta = 0.12 (academic median) 0.311 0.049
Beta = 1.5 (firm median) 0.000 0.000 Beta = 0.09 (firm median) 0.342 0.056
Beta = 1.3 (literature median) 0.000 0.000 Beta = 1.37 (literature median) 0.000 0.000

Panel C: Number of Countries Panel G: Export Productivity
Assigned to Treatment 0.082 -0.179 Assigned to Treatment -0.337 -0.671**

(0.184) (0.184) (0.327) (0.338)
Control Mean 2.33 2.37 Control Mean 4.71 4.87
P-values: 200 200 P-values:
Beta = 0 0.657 0.331 Beta = 0 0.305 0.049
Beta = 0.5 (policy median) 0.024 0.000 Beta = 0.09 (policy median) 0.194 0.026
Beta = 0.5 (academic median) 0.024 0.000 Beta = 0.09 (academic median) 0.194 0.026
Beta = 0.5 (firm median) 0.024 0.000 Beta = 0.06 (firm median) 0.227 0.032
Beta = 0.66 (literature median) 0.002 0.000 Beta = 0.38 (literature median) 0.030 0.002

Panel D: Number of Product-Countries Panel H: Export Outcome Index
Assigned to Treatment -0.027 -1.687** Assigned to Treatment -0.012 -0.112**

(0.960) (0.757) (0.056) (0.056)
Control Mean 10.10 9.98 Control Mean 0.03 0.08
P-values: 200 200 P-values:
Beta = 0 0.978 0.027 Beta = 0 0.831 0.048
Beta = 1.5 (policy median) 0.114 0.000 Beta = 0.28 (policy median) 0.000 0.000
Beta = 1.0 (academic median) 0.287 0.001 Beta = 0.13 (academic median) 0.012 0.000
Beta = 1.5 (firm median) 0.114 0.000 Beta = 0.19 (literature median) 0.000 0.000
Beta = 4.5 (literature median) 0.476 0.002
Notes: Robust standard errors in parentheses. *, **, *** denote significance at the 10, 5, and 1 percent levels.
Sample size is 200 for all regressions. See appendix for variable definitions.

Outcome in year: Outcome in year:
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Table 4: Probability that minimum desirable effect size was achieved under various priors

Outcome Academics Firms Policymakers Literature Default
2019
Export At All 0.007 0.011 0.010 0.023 0.009
Number of Products 0.005 0.005 0.006 0.007 0.004
Number of Countries 0.109 0.119 0.136 0.248 0.106
Number of Product-Countries 0.181 0.186 0.304 0.154 0.117
Export Innovation 0.065 0.070 0.060 0.101 0.057
Export Value 0.676 0.693 0.870 0.804 0.197
Exports Productivity 0.170 0.215 0.567 0.767 0.106

2020
Export At All 0 0 0 0.0003 0.0001
Number of Products 0.0001 0.0001 0.0001 0 0
Number of Countries 0.008 0.009 0.012 0.041 0.008
Number of Product-Countries 0.002 0.007 0.053 0.002 0.001
Export Innovation 0.002 0.002 0.002 0.017 0.002
Export Value 0.608 0.653 0.847 0.549 0.034
Exports Productivity 0.062 0.196 0.506 0.604 0.019

Note: Export Innovation refers to "exporting to a new product-country combination". All
inference is generated by MCMC draws. Export Value and Export Productivity results reflect
very little updating from priors.
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Figure 1: Take-up rates compared to priors

Actual rate (83-88%)

Academic Prior

Policymaker Prior

Firm Prior

Literature Prior

 

0 .2 .4 .6 .8 1
Proportion taking up treatment

Notes: Circles show medians of elicited prior distributions, and lines show the range from the
2.5th to the 97.5th percentiles of these distributions. Actual take-up rate was 88% according to
administrative data on starting the program, or 83% according to administrative data on hours of
consulting received.
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Figure 2: Treatment Impacts on Management and Export Practices

Export Practices (Control mean: 0.43)

General Management Practices (Control mean: 0.64)

Operations Practices (Control mean: 0.72)

Labor Productivity Practices (Control mean: 0.63)

Quality Practices (Control mean: 0.52)

Energy Practices (Control mean: 0.59)

Commercial Practices (Control mean: 0.66)

 

-.15 -.1 -.05 0 .05 .1 .15 .2
ITT Treatment Impact

Notes: Estimated ITT treatment impacts along with 95 percent confidence intervals are shown.
Export practices is the proportion of 15 export-specific practices implemented; General Man-
agement Practices is the proportion of 40 different general management practices implemented,
and is comprised of five sub-indices: Commercial Practices (11 practices), Energy Practices (4
practices), Quality Practices (6 practices), Labor Productivity Practices (9 practices), and
Operations Practices (10 practices). See Appendix C for variable definitions and impacts on
sub-components.
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Figure 3: Trajectory of Means of Primary Export Outcomes by Treatment Status
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Notes: Dotted vertical line in 2017 denotes application year for program. Implementation of
treatment took place in the second half of 2018 and first half of 2019. There are no significant
differences between the two groups at the 5% level pre-treatment. See Appendix C for variable
definitions.
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Figure 4: Frequentist and Bayesian Estimation of Treatment Impacts on the Extensive
Margin of Exporting at All

2019 Treatment Estimate
Academic Prior

Academic Posterior
Policymaker Prior

Policymaker Posterior
Firm Prior

Firm Posterior
Literature Prior

Literature Posterior
Diffuse Posterior
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Firm Posterior
Literature Prior

Literature Posterior
Diffuse Posterior
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Treatment Effect

Exporting at all 2020

Notes: Treatment estimates and associated red line show frequentist ITT estimate and associated
95 percent confidence intervals. Treatment effect units are in terms of the change in the proportion
of firms exporting. Control mean is 0.54 in 2019 and 0.57 in 2020. Light blue lines show 95 percent
prior intervals elicited from academics, policymakers, and firms, and derived from the literature,
with circles indicating median of prior distributions. Bayesian posteriors and dark blue lines show
median and 95 percent intervals from the estimated Bayesian posterior distributions that update
the associated prior with the data from the experiment. Diffuse posterior is the Bayesian posterior
from using a (non-informative) diffuse prior.
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Figure 5: Frequentist and Bayesian Estimation of Treatment Impacts on Export Variety

2019 Treatment Estimate
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Academic Posterior
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Number of Product-Countries 2020

Notes: Treatment estimates and associated red line show frequentist ITT estimate and associated
95 percent confidence intervals. Number of Product-Countries is the number of distinct product-
country combinations a firm exports to, and has a control mean of 10.1 in 2019 and 10.0 in 2020.
Light blue lines show 95 percent prior intervals elicited from academics, policymakers, and firms, and
derived from the literature, with circles indicating median of prior distributions. Bayesian posteriors
and dark blue lines show median and 95 percent intervals from the estimated Bayesian posterior
distributions that update the associated prior with the data from the experiment. Diffuse posterior
is the Bayesian posterior from using a (non-informative) diffuse prior.

41



Figure 6: Frequentist and Bayesian Estimation of Treatment Impacts on Export Innova-
tion

2019 Treatment Estimate
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Notes: Treatment estimates and associated red line show frequentist ITT estimate and associated
95 percent confidence intervals. Export innovation is exporting a new product-country combination
and has a control mean of 0.40 in 2019 and 0.41 in 2020. Light blue lines show 95 percent prior inter-
vals elicited from academics, policymakers, and firms, and derived from the literature, with circles
indicating median of prior distributions. Bayesian posteriors and dark blue lines show median and
95 percent intervals from the estimated Bayesian posterior distributions that update the associated
prior with the data from the experiment. Diffuse posterior is the Bayesian posterior from using a
(non-informative) diffuse prior.
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Figure 8: Frequentist and Bayesian Estimation of Treatment Impacts on Overall Export
Performance Index

2019 Treatment Estimate
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Notes: Treatment estimates and associated red line show frequentist ITT estimate and associated
95 percent confidence intervals. Overall Outcome Index is sum of standardized z-scores of seven pre-
specified export outcomes. Light blue lines show 95 percent prior intervals elicited from academics,
policymakers, and firms, and derived from the literature„ with circles indicating median of prior
distributions. Bayesian posteriors and dark blue lines show median and 95 percent intervals from
the estimated Bayesian posterior distributions that update the associated prior with the data from
the experiment. Diffuse posterior is the Bayesian posterior from using a (non-informative) diffuse
prior. Firms were not asked to give a prior for this outcome.
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Figure 9: Bayesian Model-Based Distribution of ITEs for Policymakers
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Policymakers' Posterior Distribution of Model−Based ITEs for Index Variable 2020

Notes: For each ITE the dark blue band shows 50% credible interval and the line is the 95% credible
interval. These inferences are based on the Gaussian potential outcome distribution using elicited
priors.
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Online Appendices

A Timeline

Launch and Random Selection

November 2017: Launch of program

March 23, 2018: Deadline for applications

April 11, 2018: Random assignment of firms to treatment and control

Implementation

April-May 2018: Diagnostic reports done and delivered to firms in both treatment and
control

The program started implementation in June 2018 and finished in December 2019.
Figure A1 shows the evolution of the program’s implementation by calendar month. Most
firms received the intervention between July 2018 and 2019. The few firms finished after
July were largely those who had selected the quality area of consulting, which had a
delayed start.

Figure A1: Timing of Consulting Assistance

0 20 40 60 80 100
Number of Firms Treated in Month

Dec19
Sep19
Aug19
Jul19

Jun19
May19
Apr19
Mar19
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Jan19
Dec18
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Source: Program administrative data.

Timing of Data Collection
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June 2018-October 2018: Prior Elicitation from Policymakers, Academics, and program
firms.

November 2019-May 2020: Follow-up survey of Management Practices conducted by
IPA Colombia.

B More Details of the Consulting Interventions

One of the challenges with consulting interventions is understanding exactly what was
done by consultants when working one on one with firms. We used qualitative fieldwork,
the administrative agreements used to contract the consulting firms, interviews with the
consulting companies, our own observations, and data collected from firms, and summarize
key details of each component.

The Commercial consulting began with a lengthy diagnostic (10 hours). This in-
cluded asking firms to provide data on their five main products and then identifying their
star product, defined as the one they thought would have highest profitability in the fu-
ture, and examining the market for this product. This was followed by an implementation
phase of 23 hours, which largely focused on developing a plan for commercial strategy and
exporting for the firms. For example, a cosmetics factory making many products identi-
fied sunblock as its star product. The consultants worked with them to go through their
costs and client list, and suggested the firm was offering too many discounts that were
incurring losses, leading the firm to cut down on promotions. A key part of this strategy
was segmentation of clients, and deciding where to focus more of their sales efforts. For
example, a firm making uniforms for businesses and schools was advised to focus more on
the domestic market, but also to work with other Colombian agencies like Impulsa and
Procolombia to develop the export market, and to take steps like setting up a webpage
in English to help reach overseas buyers.

The implementing consultants for commercial management were a consortium of two
companies. There were delays in starting the commercial strategy, with implementation
starting in December 2018 for many firms, in part because they had not hired enough
consultants. The consulting company was very focused on diagnostics, saying there is
a myth that firms in Colombia are over-diagnosed, but firms we talked to complained
about the amount of time and length of the diagnostic. The consulting companies had
the view that before firms export, they need to know their local clients, and then that
their role was to help prepare firms to work with ProColombia for any direct efforts
to export. They expressed the view that they believed the majority of firms could not
consistently produce the capacity to go to external markets (despite over half the sample
already exporting). For some firms with more developed commercial strategies, they did
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devote their implementation time towards more specific export-oriented activities, such as
studying how to enter the Ecuadorian market, or offering advice on talking with potential
clients in the United States.

The Operational Productivity consulting appears to have worked primarily on
efforts to standardize processes, reduce bottlenecks, and cut stoppages and dead time. One
of the key tools used was value-stream mapping (VSM), a lean manufacturing method
that maps the flow of materials through production and the time taken for each step.
For example, in one factory we visited, the consultant had gone through with the firm to
outline step-by-step in the production process the amount of time, manpower, and moving
distance involved in each step. They then suggested how improvements could be made
by reducing the number of times an item gets moved back and forward in production.

Some firms noted that these approaches had helped them with production efficiency.
However, several challenges arose. A first one is that the methodology may not be well
suited for all firms, especially multi-product firms making a wide variety of products
and where the production steps may differ across products. One textile firm we visited
noted that after going through the VSM process, they concluded that it was not working
that well for their purposes, since the production flow changes a lot from clothing item to
item. A second potential drawback is that these activities often took place before the firm
worked on its commercial strategy, so that the focus was on lowering cost and improving
efficiency for a particular existing product, but not, for example, “we should focus more on
developing a higher quality brand if we want to export to the US/Europe, using organic
products and better packaging, and then design the production process around this”. This
is a general challenge for the program, since different consulting firms are contracted to
work on the different types of management improvement.

The Labor Productivity consulting appears to have focused largely on helping firms
retain talent and improving worker morale. It was recommended that firms do an employee
climate survey, to get a sense of employee views, attitudes towards the organization, and
issues faced. A common issue identified was that production-level workers did not feel
that involved in decision-making, and so in several firms a recommendation was made to
start each day with a short line-level meeting where workers could talk about production
indicators and any problems in operations. Other firms introduced worker suggestion
boxes or other ways for workers to give feedback. Firms were also advised to introduce
non-monetary recognition programs, and consider other morale-boosting activities like
social events.

Some of the firms we spoke to noted that the consultants lacked sector-specific knowl-
edge about specific labor force issues in their industries, and that a challenge was that
some of the ways to motivate labor productivity depended on first having sorted out opera-
tional productivity indicators first. The sequencing and coordination with the operational
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consulting was sometimes an issue for this.

The Quality consultants were the last to start due to contracting issues. They saw
their role as supporting companies to implement quality standards that could help them
overcome technical barriers to accessing markets, especially those covered under trade
agreements. For example, a firm making chocolate and other cocoa products said they
received help to improve the quality standards under which they operate which they hoped
would help them to meet export requirements.

The Energy consultants worked on helping the firms identify opportunities for energy
savings. For example, a firm making flour and cereals introduced new LED lighting to
help reduce energy costs. A company making essential oils made a change to reduce the
use of diesel-powered electricity by introducing solar panels.

Overall, our qualitative interviews found firms happiest with the productivity area con-
sultants, who they found to be well organized and with clear ideas around implementing
lean methodology. They were least happy with the commercial strategy consultants. Sev-
eral issues ran across the different areas of consulting. A first was the lack of coordination
amongst the consultants in the different areas. The ordering of which area of consulting
they received first was haphazard, with no strategic vision. A common theme across most
areas was that the diagnostic and action plan phases took a lot longer than managers
would have liked, which was particularly difficult for smaller firms in which a manager or
director may work on multiple functions. Another issue was that of consultant turnover.
It appears that some of the consulting firms had to hire additional staff to work on this
assignment, and there was a lack of continuity from one consultant to the next when a
consultant quit.

Both the treatment and control firms were also invited to a trade fair (macrorrueda de
negocios) in April 2019, organized by a separate agency, ProColombia, and designed as a
business matchmaking forum to enable firms to obtain meetings with international buyers.
However, in practice, the heterogeneity of firms made it difficult to organize buyers for
each sector, and coupled with interagency logistical frictions, meant that this was poorly
attended, with only 43 of the 200 firms (26 treatment and 17 control) attending. For
example, one firm reported that it had received an email from Colombia Productiva
inviting them to this event, and then a cancelation of this invitation a couple of months
later because there were insufficient potential clients to make it worth them attending.
Another firm which did attend reported that it did not find it very useful, since the few
potential clients that were there were looking for the lowest price producer and they could
not compete on price alone.

Figure B1 shows the distribution of total hours of consulting received by firms in the
program.
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Figure B1: Distribution of Total Hours of Consulting (All Firms)
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Source: Program administrative data. Firms with no hours of consulting recorded are shown as
receiving zero hours..

C Data and Measurement Details

Our primary outcomes use annual data on exports from 2010 to 2020 provided by the
National Directorate of Taxes and Customs (DIAN) and supplied to us by the Colombian
National Planning Department (DNP). Our outcomes are defined as follows:

1. Extensive margin: Export at all in the past year: This is a binary variable,
defined as one if the firm exports directly at all in the year, and zero otherwise.

2. Number of Distinct Products Exported in the past year: The number of
different product categories exported in the past year, using the 6-digit product
classification in the harmonized system for the Andean Community. This is coded
as zero for firms that do not export, and is winsorized at the 99th percentile.

3. Number of Different Countries Exported to in the past year. The number
of different countries the firm exported to in the past year, coded as zero for firms
that do not export, and winsorized at the 99th percentile.

4. Number of Distinct Product-Country Combinations Exported in the past
year: This counts the number of product-country combinations a firm exported to
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in the past year, coded as zero for firms that do not export, and winsorized at the
99th percentile.

5. Export innovation (new product-country combination): This is a binary
variable coded as one if the firm exported to a product-country pair that they had
not exported to at all in the past three years, and zero otherwise. Coded as zero for
firms that do not export.

6. Inverse Hyperbolic Sine of Total Export Value in the past year. This takes
the inverse hyperbolic sine transformation of total exports (measured in US dollars),
and includes exports coded as zero for firms that do not export.

7. Inverse Hyperbolic Since of Export Labor Productivity: This is the inverse
hyperbolic sine of the ratio of total export value in the past year (measured in US
dollars) to the average number of workers used in the past year (obtained from the
PILA database, which has monthly data on formal workers). This is coded as zero
for firms that do not export, and winsorized at the 99th percentile.

8. Standardized export outcomes index: This index is calculated as the average
of the normalized z-scores of primary export outcomes 1 through 7, where each z-
score is defined by subtracting the mean and dividing by the standard deviation of
the respective outcome.

Our measures of general management and export-specific practices come from survey
data collected by Innovations for Poverty Action. Our outcomes are defined as follows:

1. Export Practices: The proportion of 15 export-specific practices being used by
the firm, coded as zero for firms that close. The 15 practices measured are whether
the firm has done any of the following in the past 12 months: received quality cer-
tification on export products; planned production with time for external markets;
planned resources or training needed for export processes; participated in missions
of public agency offerings to learn export quality standards; traveled to external
markets to understand consumers there; participated in a trade fair or other in-
dustry exhibition for foreign visitors; developed direct marketing strategies to reach
international customers; implemented new productive techniques to meet interna-
tional quality standards; developed a new product with export potential; received
distributor information through advertising abroad; received distributor informa-
tion through an export promotion agency; received distributor information through
trade fairs; received distributor information through commercial missions; evaluated
the export potential of the company’s products; examined information about cus-
tomer preferences and consumption patterns in external markets. Figure C1 shows
the treatment impacts on each individual component.

51



2. General Management Practices: The proportion of 40 different management
practices being used by the firm, coded as zero for firms that close. These are
sub-divided into five areas and component indices:

(a) Commercial Practices: The proportion of the following 11 practices im-
plemented in the past 12 months: a marketing and sales plan aligned with
business strategy; a market segmentation approach with customers; market
research identifying current and potential customers in the domestic market;
market research identifying potential retailers and wholesalers in the domes-
tic market; use a customer relationship management (CRM) system to record
customer information; had meetings with customers to get feedback on prod-
ucts and services; promoted products and services by advertising and brand
improvements; clearly defined the role of sales staff in hiring process; provided
sales training courses for sales staff; created incentive schemes for sales staff;
measured key performance indicators (KPIs) for commercial practices. Figure
C2 shows treatment impacts on each individual component.

(b) Operational Productivity Practices: The proportion of the following 10
practices implemented in the past 12 months: communicated strategic goals to
the production plant leader and team; evaluated the plant lead and team ac-
cording to strategic goals; identified and managed bottlenecks in the company’s
capacity; identified and described production processes using Value Stream
Mapping (VSM); developed the 5S methodology in the production plant; devel-
oped continuous improvement methods (Kaizen, Takt time) in the production
process; standardized the work sequence by breaking down every component
of the production process; implemented preventive and corrective measures;
measured key performance indicators (KPIs) on plant performance; developed
improvement programs for KPIs. Figure C2 shows treatment impacts on each
individual component.

(c) Labor Productivity Practices: The proportion of the following 9 practices
implemented in the last 12 months: defined a talent management plan aligned
with the strategic plan; developed communication practices among the differ-
ent processes of the company; promoted a culture of measuring work environ-
ment; improved workspaces for employees (ergonomics, illumination); devel-
oped programs leading to changes in organizational climate, such as communi-
cation workshops; administered satisfaction surveys with employees; developed
workshops and trainings regarding absenteeism; created a rewards system or
recognition program based on employee performance; measured KPIs for labor
productivity.

(d) Quality Practices: The proportion of the following 6 practices implemented
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in the last 12 months: Pursued certification in the quality of a product; pursued
certification in the quality of a process; advanced in the implementation of
a certain code in the pursued quality certification; defined formal indicators
to measure quality; advanced in the development of quality activities in the
working plan; documented any of the production processes of the company.

(e) Energy Practices: The proportion of the following 4 practices implemented
in the last 12 months: established energy efficiency indicators to identify energy
savings opportunities; created maintenance protocols for the equipment used
in production; installed or improved illumination such as changing to LED;
measured KPIs for energy.

Figure C1: Impacts on Individual Components of Export Practices Index

Examined information about external markets

Evaluated export potential of products
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Distributor information through trade fair

Distributor information through export promotion agency

Distributor information through advertising abroad
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Direct marketing to reach new international customers

Participated in trade fair

Traveled to external markets to understand consumers

Participated in mission to learn quality standard

Planned resources/training needed for export processes

Planned production with time for external markets

Received quality certification on export products
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Notes: Estimated ITT treatment impacts along with 95 percent confidence intervals are shown.

D Examples of Prior Elicitation

Example of language used in explaining ITT

Beliefs About the Impact of the Program on Those Offered the Full Program We are now
going to ask you for your beliefs for the likely impact of the program for the firms that are
offered the full intervention, compared to firms offered just the diagnostic phase and trade
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Figure C2: Impacts on Individual Components of Operational Productivity and Com-
mercial Practices Indices

Communicated Strategic Goals
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Notes: Estimated ITT treatment impacts along with 95 percent confidence intervals are shown.

fair. In technical terms, we want to know your beliefs about the intention-to-treat effect
(ITT). This is the effect of BEING OFFERED the full program, regardless of whether or
not a firm takes up the program. It is simply the DIFFERENCE IN MEAN OUTCOMES
for the 100 firms that get the full intervention compared to the 100 firms that just get
the diagnostic and trade fair. For example, suppose we look at the percentage growth in
exports. We might imagine the 100 firms in the full intervention group can be broken
down into:

• 10 firms that decide not to pay for the program, and see no benefit: 0% export
growth

• 10 firms that take up the program, but don’t see any benefit from it: 0% export
growth

• 40 firms that take up the program and see small improvements, perhaps a 10%
increase in exports: 10% export growth

• And 40 firms that take up the program and see large gains of 50% export growth
each
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Then the MEAN export growth for the full intervention group is 0.1*0% + 0.1*0% +
0.4*10% + 0.4*50% = 24% And suppose those firms who just get offered the diagnostic
and trade fair have an average export growth of 5% Then the intention-to-treat effect is
the difference in these two groups, which is 24-5% = +19%. So for the set of questions
which follow, we are interested in learning what you think will be the difference in the
average outcome for the 100 firms OFFERED the full program, compared to the 100 firms
that get offered only the basic program of a diagnostic and trade fair.

Figure D1: Example of Grid Used for Eliciting Take-up Prior
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Figure D2: Example of Grid for Eliciting Priors on ITT of Export Extensive Margin

56



E Impacts on Other Outcomes

Figure E1: Impacts on Number of Products and Countries Exported
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Notes: Treatment estimates and associated red line show frequentist ITT estimate and associated
95 percent confidence intervals. Treatment effect units are in terms of the change in the number of
products or countries. Control Mean is 4.16 products and 2.33 countries in 2019, and 4.05 products
and 2.37 countries in 2020. Light blue lines show 95 percent prior intervals elicited from academics,
policymakers, and firms, and derived from the literature, with circles indicating median of prior
distributions. Bayesian posteriors and dark blue lines show median and 95 percent intervals from
the estimated Bayesian posterior distributions that update the associated prior with the data from
the experiment. Diffuse posterior is the Bayesian posterior from using a (non-informative) diffuse
prior..

We use additional data sources to examine impacts on secondary outcomes. We did
not collect priors on any of these outcomes, so present frequentist treatment impacts only.

Impacts on Survival and Employment Using the PILA

Our employment data come from the Planilla Integrada de Liquidación de Aportes
(PILA) (Unified Register of Contributions), which is the national information system used
by firms to file the mandatory contributions to health, pensions, and disability insurance
paid for workers. Of the 200 firms that applied for the program, 198 were able to be
matched to the PILA, 195 have data in early 2018 (pre-intervention), and 185 are found
to be reporting data in December 2020.

Panel A of Table E2 examines the impact of the program on firm survival. Columns
1 and 2 define survival as showing up in the PILA, and look at survival until the end of
2019 and end of 2020 respectively. We see 4 percent of control firms have died by the end
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of 2019, and 7 percent by the end of 2020. Firms assigned to treatment are more likely to
survive by 3 percentage points in 2019, and 5 percentage points in 2020. Firms may not
appear in the PILA because they have closed, or because of reporting issues. For example,
a couple of the firms appear to be registered only under the owner’s name as a natural
person, rather than as companies. We therefore consider a second definition of survival,
which involves cross-checking data from formal employment reported in the PILA with
data on the firm from the export database, from the RUES (Mercantile Registry), and
from IPA calling and visiting firms to verify their status. We believe this is the most
accurate measure of firm survival as a result. Column 3 looks at impacts on this measure
of survival for the full 200 firms, and again finds treated firms are 5.1 percentage points
more likely to survive, with this effect significant at the 10 percent level.

The firms that closed were considerably smaller to begin with on average than those
that survived. For the control group, mean (median) January 2018 employment was 87
(48) for the survivors, compared to 51 (21) for firms that closed; for the treatment group
it was 73 (43) for the survivors, compared to 23 (11) for firms that closed. Moreover,
the firms that died were much less likely to be engaged in exporting: 0 out of the control
firms that died had exported in the past three years prior to applying for the program
compared to 64 percent of the control firms that survived, and only 1 of the treated firms
that died had exported in the three years prior to applying for the program. Since we
code exports as zero for firms that are closed, closure effectively results in replacing 0
exports for an open firm with 0 exports for a closed firm.

Panel B of Table E2 provides treatment estimates on monthly firm employment using
the PILA. Column 1 and 2 show an impact on the level of employment of 0.49 workers
relative to a control mean of 81 workers in 2019, and of 0.44 workers relative to a control
mean of 79 workers. This effect is small in magnitude (0.6% of the control mean), and not
statistically significant. Column 3 restricts to the sample of surviving firms, and again
finds a small impact. The 95 percent confidence interval for the treatment impact in 2020
is (-3.5 workers, +4.4 workers), which includes changes of up to 5 percent in employment.
Employment changes may take longer to manifest, but at least in the first two years, the
program did not result in large changes in employment.

Impact on Sales, Profits and Labor Productivity Using the RUES After our
pre-registration, we became aware of an additional source of administrative data on firms,
which is the Registro Único Empresarial (RUES), which contains data from firms’ annual
renewal in the Registro Mercantil (Mercantile Registry).13 Colombia Productiva provided

13Our pre-analysis plan also said we would attempt to link the firms to the Encuesta Anual Manufac-
turera (Annual Manufacturing Survey, or EAM). These data are released with a considerable lag, and
can only be accessed in a data lab in Colombia, with the pandemic making access to the lab more limited.
We had a consultant work with these data, with only data up to the end of 2019 available. 181 firms
were matched in the 2017 data, and 182 firms in the 2018 and 2019 data. The point estimates suggest a
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us these data for 2018, 2019 and 2020 only, since a change in reporting precluded earlier
years. 199 out of the 200 firms were able to be matched to this registry, with the only
exception a firm that went bankrupt between applying and the program starting. The
registry has fewer firms reporting sales and employment in 2019 than in 2020, which we
believe may reflect the start of the pandemic in 2020 stopping some firms from doing
their annual reporting for the 2019 year. Since we lack pre-program data, we control for
randomization strata, and then use post-double selection lasso to select controls from our
set of baseline variables.

We use these data in panels C, D and E of Table E2 to measure impacts on sales,
profits, and sales per worker (a measure of labor productivity). We show results for both
2019 and 2020, in both levels and inverse hyperbolic sines, given the heterogeneity in firm
size. When we measure impacts on levels, the coefficients are all negative, and more so in
2020 than 2019. The magnitudes relative to the control mean in percentage terms are for
a 13 percent reduction in sales, 30 percent reduction in profits, and 18 percent reduction
in sales per worker. However, the standard errors are large, and only the impact on
sales in 2020 is statistically significant. The inverse hyperbolic sine transformation places
more weight on smaller firms when calculating the average, and on the extensive margin
of surviving (not having zero sales or profits). This results in a more mixed pattern of
some positive and some negative coefficients, but with large standard errors, and none
of the results are statistically significant. While the results do not preclude that the
improvement in general management practices increased firm productivity, there is no
strong evidence of this having occurred to date.

fall in total production and in total factor productivity in 2019, but standard errors are large and none
of the estimates are statistically significant.
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Table E1: Robustness of Export Results to Dropping Outlier Strata

2019 2020 2019 2020
Panel A: Export at all
Assigned to Treatment -0.005 -0.065 -0.007 -0.073

(0.043) (0.042) (0.048) (0.047)
Control Mean 0.54 0.57 0.51 0.54
Panel B: Number of Products
Assigned to Treatment -0.142 -0.519 -0.021 -0.593*

(0.377) (0.345) (0.299) (0.336)
Control Mean 4.16 4.05 3.12 3.08
Panel C: Number of Countries
Assigned to Treatment 0.082 -0.179 0.002 -0.159

(0.184) (0.184) (0.200) (0.203)
Control Mean 2.33 2.37 1.93 1.97
Panel D: Number of Product-Countries
Assigned to Treatment -0.027 -1.687** 0.256 -1.084*

(0.960) (0.757) (0.549) (0.595)
Control Mean 10.10 9.98 7.48 7.36
Panel E: Export Innovation
Assigned to Treatment 0.012 -0.077 0.019 -0.053

(0.056) (0.059) (0.061) (0.061)
Control Mean 0.40 0.41 0.36 0.36
Panel F: Export Value
Assigned to Treatment -0.375 -0.895* -0.394 -0.970*

(0.487) (0.512) (0.535) (0.562)
Control Mean 7.01 7.28 6.44 6.74
Panel G: Export Productivity
Assigned to Treatment -0.337 -0.671** -0.369 -0.740**

(0.327) (0.338) (0.360) (0.370)
Control Mean 4.71 4.87 4.35 4.53
Panel H: Export Outcome Index
Assigned to Treatment -0.012 -0.112** -0.012 -0.105*

(0.056) (0.056) (0.060) (0.062)
Control Mean 0.03 0.08 -0.06 -0.01

Sample Size 200 200 181 181
Notes:
Regressions control for five pre-treatment annual lags of dependent variable and
for randomization strata. Robust standard errors in parentheses. *, **, *** denote
significance at the 10, 5, and 1 percent levels respectively.
No outlier sample drops a strata with high baseline exporting.

Full Sample No Outlier Sample

60



Table E2: Impacts on Secondary Outcomes

(1) (2) (3) (4)
Panel A: Firm Survival 

Dec 2019 Dec 2020 Dec 2020
Assigned to Treatment 0.032 0.053 0.051*

(0.026) (0.034) (0.030)
Control Mean .96 .93 .93
Sample Size 195 195 200
Sample  PILA PILA PILA+cross-check

Panel B: Formal Employment
2018:5-2019:12 2018:5-2020:12 2018:5-2020:12

Assigned to Treatment 0.487 0.440 0.211
(1.627) (2.003) (2.037)

Control Mean 81 79 85
Sample Size 4000 6400 6067
Sample  PILA PILA PILA (survivors only)

Panel C: Firm Sales
2019 Level 2019 I.H.S. 2020 Levels 2020 I.H.S.

Assigned to Treatment -307 0.467 -1817** 0.319
(615) (0.493) (767) (0.392)

Control Mean 11138 22.2 14346 22.5
Sample Size 173 173 198 198

Panel D: Firm Profits
2019 Level 2019 I.H.S. 2020 Levels 2020 I.H.S.

Assigned to Treatment -246 -0.335 -338 -0.875
(207) (1.311) (207) (1.357)

Control Mean 1020 16.64 1118 17.06
Sample Size 200 200 200 200

Panel E: Labor Productivity (Sales per Worker)
2019 Level 2019 I.H.S. 2020 Levels 2020 I.H.S.

Assigned to Treatment -2.7 0.376 -39.3 -0.135
(22.2) (0.263) (31.1) (0.100)

Control Mean 170 19.04 223 19.52
Sample Size 162 162 190 190
Notes:
Notes: Robust standard errors in parentheses. *, **, *** denote significance at the 10, 5, and 1 percent levels.
Panel B uses monthly data and clusters standard errors at the firm level.
Panels A and B use data on formal employment from the PILA, supplemented in column 3 of panel A by cross-checks
from phone calls and the RUES.
Panels C through E use data from the RUES. I.H.S. denotes inverse hyperbolic sine transformation.
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F Additional Bayesian Figures

Figure A8: Graphical Bayesian Updating of Academics’ Priors
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from the academics, as this is the input that actually goes into the posterior.
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Figure A9: Bayesian Model-Based Distribution of ITEs Academics
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interval. These inferences are based on the Gaussian potential outcome distribution using elicited
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G Unforeseen Challenges for Bayesian Inference in
our Project

In this section we discuss several unforeseen complications with implementing Bayesian
inference using our elicited priors on our data. The primary issue that we did not antici-
pate is that eliciting priors on the raw outcome scale (e.g. probability for binary variables,
counts for count variables) would present substantial difficulties when fitting non-linear
models such as logit for binary variables or non-negative binomial (or Poisson) for count
data, because the coefficients are not on the raw scales and have nonlinear relationships
to their raw-scale counterparts. To convert a prior distribution on a treatment effect
expressed in probabilities (or counts) into a prior distribution on logit coefficients (or
changes in rates) requires a nonlinear transformation of variables that moreover must
make reference to a base probability or rate which is not perfectly known. Nonlinear
transformation of variables is a challenge especially in the absence of autodifferentiation
capability (as is the case in Stan) and introducing uncertainty onto the base probability
is a substantial additional complication. Our initial efforts to simplify the problem by
treating this as a transformation of parameters, picking a single base probability and
hoping this might be "good enough", were not fruitful, leading to badly-behaved MCMC
sampling and untrustworthy results.

The problem was even worse for variables we had assumed would be distributed con-
tinuously, because in fact there turned out to be large discrete spikes of data at zero in
every case. Consider a simplified distribution consisting of a spike of zeroes added to a
positive continuous tail (which is often called the "slab" because it looks flat compared
to the large modal spike in the PDF). While in general one can handle this kind of data
by using a "spike and slab" likelihood model (as discussed in various sources including
Chapter 8 of Imbens and Rubin, and Meager 2022), in our case, this causes our prior
on the average treatment effect to map to many possible priors on the parameters of the
likelihood. The fundamental problem is that when there is a spike and slab structure to
the data, there is an extensive and intensive margin of any change to the distribution.
In our simplified example, a positive ATE in a spike and slab model may arise when an
intervention "moves" firms in the spike into the positive tail, or when the mean of the
positive tail is itself "moved up", or a combination of both types of effects. This means
the mapping of the prior on the treatment effect in raw terms to priors on the coefficients
in the spike and slab model is one-to-many and thus indetermined without additional
information. We believe that it is possible to elicit such information by asking about the
subjective probability that any average effect is produced by an extensive or intensive
margin effect, but we did not foresee this data structure and did not ask this question.

We believe that future work will be able to make inroads into these important problems
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now that they have been identified as a barrier to a more comprehensive Bayesian analysis
of this kind of data. As our initial attempts to resolve the problems in an intuitive and
computationally tractable manner were not fruitful, we were not able to solve this problem
within the timeframe devoted to this project, and therefore we failed to complete some of
the analyses we had laid out in our pre-analysis plan.

The spike and slab structure is also why we were not able to report quantile treat-
ment effects for any of our data despite our intention to do so; conventional asymptotics
for quantile inference require continuous underlying distributions, which we do not have.
Binary and count data are also not continuously distributed and require substantial ad-
ditional work to produce quantile inference (see for example Machado and Santos Silva
2005 on "jittering").
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