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Abstract

The Policy Research Working Paper Series disseminates the findings of work in progress to encourage the exchange of ideas about development 
issues. An objective of the series is to get the findings out quickly, even if the presentations are less than fully polished. The papers carry the 
names of the authors and should be cited accordingly. The findings, interpretations, and conclusions expressed in this paper are entirely those 
of the authors. They do not necessarily represent the views of the International Bank for Reconstruction and Development/World Bank and 
its affiliated organizations, or those of the Executive Directors of the World Bank or the governments they represent.
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Routine immunization coverage estimated in surveys often 
substantially differs from figures reported in administrative 
records, presenting a dilemma for researchers and policy 
makers. Using high-frequency phone surveys and admin-
istrative records from government sources in 36 low- and 
middle-income countries, this paper shows that such mis-
alignment has also been common in the case of COVID-19. 
Across the sample, survey estimates exceed administrative 
figures by 47 percent on average, at times suggesting 
markedly different policy conclusions depending on the 
data source consulted. This pattern is particularly stark and 
consistent in Sub-Saharan Africa. To investigate the sources 
of this discrepancy, the paper presents results from six meth-
odological experiments that vary survey design choices and 

documents their effect on estimated COVID-19 vaccine 
coverage. The results show that design choices matter, in 
particular the selection of respondents to be interviewed. 
However, phone survey estimates prove remarkably robust 
to several commonly claimed biases. After accounting for 
observed errors of representation and measurement in the 
survey data, there remains a nonnegligible, unexplained 
residual gap with administrative records. The paper provides 
indicative evidence of flaws and weaknesses in adminis-
trative data recording and reporting that affect reported 
vaccination rates and could contribute to this gap. The 
findings matter for past research on COVID-19 vaccination, 
future immunization efforts, and the design of robust data 
production systems on health topics.

This paper is a product of the Development Data Group, Development Economics. It is part of a larger effort by the 
World Bank to provide open access to its research and make a contribution to development policy discussions around the 
world. Policy Research Working Papers are also posted on the Web at http://www.worldbank.org/prwp. The authors may 
be contacted at ymarkhof@worldbank.org.
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1. Introduction 

Investments in large-scale vaccination efforts have led to drastic reductions in child mortality over 
the last decades (WHO 2020a). Much of this investment has targeted low- and middle-income 
countries, which will receive USD 1.2 billion in support between 2021 and 2025 from Gavi, a 
multi-donor initiative aiming to cut the share of children without any routine immunization in half 
by 2030 (Gavi, The Vaccine Alliance 2022b; 2021). Achieving further reductions in the share of 
unvaccinated children requires reliable data on vaccine coverage, which children remain 
unvaccinated, where and why (Galles et al. 2021; Danovaro-Holliday et al. 2021; Scobie et al. 
2020; WHO 2020a; Cutts et al. 2016). A substantial share of funding is thus directed toward 
reliable and fit-for-purpose data systems (Gavi, The Vaccine Alliance 2022c; WHO 2020a). 

A strong emphasis on data quality is a core principle of the WHO’s Immunization Agenda 2030 
and reflects the doubtful reliability of vaccine coverage estimates to date (WHO 2020a; Galles et 
al. 2021; Cutts et al. 2016). Specifically, it is not uncommon to see estimates of vaccine coverage 
differ by double digits between administrative and survey-based sources (Galles et al. 2021; 
Sandefur and Glassman 2015; Miles et al. 2013; Burton et al. 2009; Dykstra et al. 2019). In 2017, 
less than half of Gavi-supported countries reported survey estimates of vaccine coverage that were 
within 10 percentage points of administrative figures (Gavi, The Vaccine Alliance 2022c). Such 
misalignment is taken by donors as the core metric by which progress in data quality is evaluated 
(Gavi, The Vaccine Alliance 2022c) and is the subject of this study. 

Previous research on this topic has focused on routine immunization and in-person data collection, 
comparing different data sources such as self-reports, home-based records, and health facility or 
administrative data (Dansereau et al. 2020; Sandefur and Glassman 2015; Miles et al. 2013; Lim 
et al. 2008). In these studies, the scope of experimentation to explore different design choices and 
their effect on the reliability of vaccine uptake estimates has been small. Differences in design 
choices can have a direct impact on the quality of data collected and affect the policy conclusions 
and investment recommendations drawn (De Weerdt et al. 2020a). This makes their assessment an 
important empirical question to investigate (Dillon et al. 2020). 

In this study, we document that substantial misalignment between survey and administrative data 
is also pervasive in COVID-19 vaccine coverage figures. In a sample of 36 LMICs, survey-based 
estimates suggest COVID-19 vaccine coverage that is on average 47% higher than what is 
documented in administrative sources. This pattern displays distinct regional variation that is 
particularly striking and consistent in Sub-Saharan Africa. 

We then systematically investigate the sources of this misalignment in Sub-Saharan Africa. Our 
empirical strategy exploits the unprecedented availability of high-frequency administrative data 
and concurrently collected (phone) survey data on COVID-19 vaccinations, which allows us to 
directly compare vaccine coverage estimates from these two sources at multiple points in time and 
in multiple countries. We conduct a series of (randomized) survey experiments using cross-country 
comparable, longitudinal (phone) surveys across five LMICs in Sub-Saharan Africa. Each 
experiment exogenously varies one aspect of the survey design that we hypothesize could give rise 
to the observed discrepancy between survey and administrative data-based estimates of the 
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COVID-19 vaccination rate. We broadly classify these design choices into questions of 
measurement and representation (Groves 1989; Groves and Lyberg 2010). Together, the design 
choices we study span some of the most common sources of error covered under the total (survey) 
error framework that has been the guiding paradigm for research on data quality (Amaya et al. 
2020; Groves and Lyberg 2010; Groves 1989). 

We find that the substantial misalignment between survey and administrative data-based estimates 
of vaccine coverage is only partly explained by measurement and representation issues in survey 
data. After accounting for observed errors of representation and measurement at the household and 
individual level, there remains a statistically significant gap of 6%-52% between survey and 
administrative estimates in our study countries. Our findings indicate that design choices determine 
the reliability and suitability of the survey data for capturing vaccine coverage. At the same time, 
our explorative analysis suggests administrative data also suffers from flaws and inaccuracies. 
Without giving due consideration to both survey design and potential inaccuracies in 
administrative records, both data sources can lead to different findings and different policy 
conclusions.  Our findings have implications for research and policy making on COVID-19 
vaccination but also for future data collection on routine immunization and supplementary 
immunization activities. 

Our study relates and contributes to several strands of literature. Conceptually, we frame our 
analysis as part of the literature on total survey error and total survey quality (Amaya et al. 2020; 
Groves and Lyberg 2010; Biemer 2010) as well as studies analyzing the role of design choices in 
producing credible research and value for development (De Weerdt et al. 2020a; Jolliffe et al. 
2023). This research emphasizes the sensitivity of both survey and administrative data to non-
classical sources of measurement error. In this framing, conducting robust research is akin to an 
optimization problem in which the researcher tries to maximize credible knowledge subject to 
budget and data quality constraints (Dillon et al. 2020). Improvements in data quality provide 
opportunities to improve the quality of inference conducted. In line with Dillon et al. (2020), we 
argue that research on vaccination has paid insufficient attention to the sensitivity of data quality 
to design choices. Our study addresses this gap. 

Secondly, for vaccination data specifically, we contribute to a body of research documenting and 
analyzing misalignment between survey-based and administrative sources (Wolter et al. 2022; 
Nguyen et al. 2021; Galles et al. 2021; Bradley et al. 2021; Sandefur and Glassman 2015; Miles et 
al. 2013; Murray et al. 2003; Lim et al. 2008; Burton et al. 2009). This literature stresses that both 
data sources are subject to potential errors. The strength of administrative data is its spatial 
granularity and frequency, but it often suffers from numerator (number of people vaccinated) and 
denominator (size of the target population) issues.1 Survey data, for example from large household 
survey programs such as the Demographic and Health Surveys (DHS), Multiple Indicators Cluster 
Survey (MICS), or Living Standards Measurement Study (LSMS) is independent of public record 
keeping and can also capture vaccination obtained through private or non-governmental providers 

 
1 For example, numerator issues may occur when administrative data misses out on vaccinations conducted through 
the private health care sector and or when aggregating figures from lower administrative levels. Denominator issues 
may relate to outdated census data or inaccurate population projections (Burton et al. 2009). 
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(which administrative records may miss).  Further, surveys can provide estimates when the size of 
the target population is unknown and present the opportunity to collect rich additional data. 
However, survey data is typically collected in less frequent intervals, representative at coarser 
administrative levels, and can be subject to measurement error (Danovaro-Holliday et al. 2021; 
Althubaiti 2016; Burton et al. 2009). In the absence of conclusive evidence in favor of either data 
source, the official WHO/UNICEF estimates of vaccine coverage have used an arbitration 
procedure whereby administrative data is used if the discrepancy with survey data is smaller than 
10 percentage points and survey data otherwise as long as it is deemed “credible” (Burton et al. 
2009; 2012; Brown et al. 2013). Other research and policy has preferred survey over administrative 
data for its purported independence and higher accuracy (Dykstra et al. 2019; Cutts et al. 2016; 
Sandefur and Glassman 2015; Lim et al. 2008; Gavi, The Vaccine Alliance 2022a) and in rarer 
cases (typically when researchers had some control over the quality of administrative records) used 
only administrative data or both data sources complementarily (Banerjee et al. 2010; Barham and 
Maluccio 2009; Banerjee et al. 2019). 

Evidence on the potential size and direction of the misalignment between survey and 
administrative is scarce in the context of COVID-19 and focuses on the United States or Germany 
(Wolter et al. 2022; Bradley et al. 2021; Nguyen et al. 2021). These studies found survey estimates 
to exceed administrative data with some evidence for errors of representation and measurement in 
the survey data. To the best of our knowledge, ours is the first large scale study investigating this 
issue in the context of LMICs and testing a comprehensive range of survey design choices. 

A third stream of literature is applied (typically microeconomic) research using survey and 
sometimes administrative vaccination data in LMICs to inform policy. In these studies, vaccine 
uptake is usually the outcome of interest, regressed on some hypothesized determinant of 
vaccination behavior or policy intervention. Examples in development economics abound but can 
be found, for instance, in the literature on cash transfer interventions (Haushofer and Shapiro 2016; 
Chandir et al. 2022; Kusuma et al. 2017; Celhay et al. 2021; Barham and Maluccio 2009; De and 
Timilsina 2020; Benedetti et al. 2016; Debnath 2021), the literature on improving the quality and 
utilization of health services (Banerjee et al. 2010; Björkman and Svensson 2009; Christensen et 
al. 2021; Blimpo et al. 2022) and many others (Cockx 2022; Levine et al. 2021; Aggarwal 2021; 
Keats 2018; Palloni 2017; Adhvaryu et al. 2019; Stoop et al. 2019; Miller and Urdinola 2010; 
Banerjee et al. 2019).2 Most directly, our study relates to a growing body of research that 
specifically studies COVID-19 vaccination and aims to inform vaccination campaigns with 
estimates on vaccine acceptance (Lazarus et al. 2021; 2022; 2023; Solís Arce et al. 2021; Kanyanda 
et al. 2021; Wollburg et al. 2023; Dayton et al. 2022) and uptake (Wollburg, Markhof, et al. 2022; 
H. M. Reza et al. 2022). Our study informs this research by testing the reliability of data underlying 
it. 

A final stream of literature is methodological research on phone surveys in LMICs. This research 
has seen a significant increase in interest since the COVID-19 pandemic and led to calls for the 
integration of phone surveys into routine data collection schedules in health, economic, 

 
2 See also the literature reviews of Andreas et al. 2022, Jain et al. 2022, Machado et al. 2021, Kaufman et al. 2018, 
Jacobson Vann et al. 2018, Oyo-Ita et al. 2016, Harvey et al. 2015, Groom et al. 2015, and Saeterdal et al 2014. 
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agricultural research, and beyond (Gourlay et al. 2021; Zezza et al. 2022; Glazerman et al. 2023). 
In this regard, phone surveys, such as those we study, address two common criticisms of the 
usefulness of (in-person) survey data for health policy: their low temporal frequency and sparse 
coverage in conflict-affected or hard-to-access areas. Our study explores the reliability of phone 
survey data for vaccine research on COVID-19 and beyond. 

The remainder of this paper proceeds as follows. Section 2 describes our data and Section 3 our 
empirical strategy. Section 4 presents our results. Section 5 discusses the implications of our results 
for health policy and research. Section 6 concludes. 

 

2 Data 

We use data from three sources: phone surveys, in-person surveys, and administrative records.  

Phone surveys have become key tools to fill information gaps when in-person data collection came 
to a near complete halt during the COVID-19 pandemic (Wollburg, Contreras, et al. 2022). As a 
result, they have become widespread and enabled repeated experimentation at high frequency for 
the purpose of this analysis (Gourlay et al. 2021; Glazerman et al. 2020).  

Specifically, we use data from longitudinal and cross-country comparable national phone surveys 
implemented between March 2021 and January 2023. These multi-topic phone surveys were 
conceived in order to track the effects of the COVID-19 pandemic in the absence of in-person data 
collection (Himelein et al. 2020). Our experimentation with survey design choices draws on five 
of these surveys in Sub-Saharan Africa that were supported by the Living Standards Measurement 
Study (LSMS) team at the World Bank and implemented by the respective National Statistical 
Offices. These surveys are re-contact surveys, drawing their samples from the latest nationally 
representative, in-person LSMS-ISA household survey conducted in each country before the 
pandemic. As part of the LSMS-ISA surveys, phone contact numbers of all household members 
(where available) as well as from a reference contact such as a neighbor were collected (Gourlay 
et al. 2021). The list of households with a phone contact, or a random subset of it, constituted the 
sample to be contacted for the phone surveys and covered between 73% (Malawi) and 99% 
(Nigeria) of households included in the in-person LSMS-ISA survey. This approach also led to 
response rates that compare favorably to other phone surveys, especially those employing random 
digit dialing (Dillon et al. 2021; Gourlay et al. 2021; Henderson and Rosenbaum 2020). It also 
allowed to draw on a rich set of household characteristics to attenuate coverage biases through re-
weighting techniques (Ambel et al. 2021; Himelein et al. 2020; Brubaker et al. 2021). The 
respondent for each phone survey interview was purposively selected as an adult (15+) household 
member that is knowledgeable of the affairs of the household, typically the household head. 

The data we use in this study comes from a harmonized survey module on COVID-19 vaccination 
that was first fielded in August 2020 and then periodically repeated. The content of the survey 
module on vaccines varied over time in response to changing data demands as vaccination 
campaigns progressed. The focus of this paper is a question on whether the respondent had been 
vaccinated for COVID-19 which was included in the survey module after COVID-19 vaccines 
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became available. Our total sample comprises of 57 rounds of data across 36 countries amounting 
to over 94,000 individual-level data points (Table A1). Our experimental results focus on five of 
these 36 countries that are located in Sub-Saharan Africa. 

The second source of data we draw on is a short survey on COVID-19 vaccination collected in-
person as part of the Ethiopia Socioeconomic Survey (ESS 5), a nationally representative 
household survey that was implemented between April and June 2022 by the Ethiopia Statistical 
Service with support from the World Bank’s LSMS program. This survey contained a similar 
module as the phone surveys and collected information on the vaccination status of all household 
members. 

The source of administrative data for our study is the Our World in Data (OWID) COVID-19 
vaccination dataset (Mathieu et al. 2021) that compiles administrative data on COVID-19 vaccine 
coverage. Amongst others, the dataset contains information on the number of total doses 
administered, the share of the country population that has received at least one dose, and the share 
of the population that is fully vaccinated.3 It covers the period from December 2020 when the first 
COVID-19 vaccines achieved approval and is regularly updated as new data becomes available on 
a per-country basis. The data is compiled from country reports (such as government websites, 
dashboards, or the social media accounts of national authorities) and in some cases third-party 
aggregators (where national authorities do not publish data in a machine-readable format) and is 
regularly audited for inconsistencies and technical errors. The Our World in Data COVID-19 
vaccination dataset has been extensively used during the pandemic, for example to supply the data 
for the WHO’s official COVID-19 dashboard, by global media outlets, and for social science and 
epidemiological research (Mathieu et al. 2021). The dataset is publicly available through the Our 
World in Data GitHub repository.4 

We additionally access a second source of administrative data stemming from the WHO’s COVID-
19 vaccination dashboard (WHO 2020b). The dashboard does not provide longitudinal information 
for public access but reports the latest available COVID-19 vaccine coverage figures at the time 
of data access (April 2, 2023, in our case). 

Lastly, we use data from the World Bank’s Statistical Performance Indicators (SPI) available 
through the World Bank’s Open Data library (World Bank n.d.). The SPI is a composite index 
between 0 – 100 scoring countries’ statistical systems across the five pillars of data use, data 
services, data products, data sources, and data infrastructure (Dang et al. 2023). To capture the 
performance of administrative data systems in particular, we also use the SPI’s indicator of 
administrative data capacity (Dimension 4.2) that records the availability of Civil Registration and 
Vital Statistics (CRVS). 

  

 
3 Defined as the share of the total population that has completed the initial vaccine protocol: two doses or more of a 
two-dose vaccine (such as Comirnaty by BioNTech and Pfizer) or one shot of a single-shot vaccine (such as Janssen 
by Johnson & Johnson). 
4 https://github.com/owid/covid-19-data/tree/master/public/data/vaccinations 
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3 Empirical Strategy 

Our analysis is based on comparing the national COVID-19 vaccine coverage rate5 for a given 
population of interest estimated from survey data to the coverage rate reported in administrative 
data. Neither source can be regarded ex-ante as bias free or (close to) the “true” rate, so that we 
cannot observe data accuracy directly. Instead, we observe how different survey estimates vary in 
response to design choices and vis-à-vis the administrative data. This approach is common in the 
measurement literature in the absence of an objective truth against which estimates under different 
design choices can be benchmarked (Bardasi et al. 2011; Laajaj and Macours 2021; Das et al. 
2012; Beaman and Dillon 2012; De Weerdt et al. 2020b). It is also in line with health policy 
practice in which the size of the gap between survey and administrative estimates of vaccine 
coverage is taken as the key metric by which data quality as a whole is judged (Gavi, The Vaccine 
Alliance 2022c). 

An important caveat is that the two data sources usually refer to different reference populations. 
The phone surveys generally cover the adult population (aged 15+)6 whereas the administrative 
data is reported for the entire country population. As age-disaggregated administrative data is not 
consistently available across our sample, we assume that the administrative data contains no 
vaccinated children (younger than 15 years). This assumption is likely more accurate at the start 
of the pandemic but will possibly underestimate the true gap between survey data and 
administrative records as countries lowered the age threshold for COVID-19 vaccination.7  

We structure our analysis along six hypotheses and associated predictions that we empirically test 
by randomly varying one aspect of the survey design at a time (Table 1). We conduct each analysis 
on a per-country basis. In the following, we introduce each hypothesis, its predicted effect on the 
estimated COVID-19 vaccine coverage rate and our empirical strategy to test it. Our first two 
hypotheses relate to possible errors of representation whereas the remaining four hypotheses cover 
errors of measurement. 

  

 
5 Defined as the share of the total population that has received at least one dose of a COVID-19 vaccine. 
6 Some phone and in-person survey rounds collect information on the vaccination status of all household members, 
rather than just the survey respondent, in which case the survey and administrative data refer to the same reference 
population. We analyze these survey rounds below.  
7 Among the countries in which we conduct our survey experiments, children under the age of 16 started to be 
vaccinated in Ethiopia (from Nov 17, 2021), Malawi (from December 4, 2021), and Uganda (from July 26, 2021). 
Burkina Faso and Nigeria had not started vaccinating children yet at the end date of our data collection (Mathieu et 
al. 2021). 
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Table 1: Experimentation with Design Choices 

Hypothesis Prediction Survey Data Source Reference Admin 
Rate 

Errors of representation 

H1: Household 
sample selection  

P1: Households included in the phone survey will display 
higher rates of vaccine uptake compared to the general 
population in a nationally representative sample. 

ESS 5 in-person 
vaccination survey in 
Ethiopia (April – June 
2022) 

GP: June 5, 2022 

H2: Respondent 
selection 

P2.1: Respondent selection at random will significantly 
reduce estimated vaccine uptake compared to purposive 
selection. 

Phone survey rounds in 
Burkina Faso (Sep ’22), 
Malawi (Sep ’22) and 
Uganda (Aug ’22) 

AP: Oct 2, 2022 
(BFA), Sep 4, 2022 
(MWI, UGA) 

P2.2: Eliciting the vaccination status of all household 
members (via proxy-reporting) will significantly reduce 
estimated vaccine uptake compared to purposive selection. 

as above GP: same dates 

P2.3: Randomly selecting a household member to be 
interviewed or collecting (proxy-reported) data on all 
household members will lead to statistically 
indistinguishable estimates of vaccine uptake.  

as above n/a 

Errors of measurement 

H3: Survey mode P3: In-person surveying will display reported vaccine 
uptake similar to administrative records. 

ESS 5 in-person 
vaccination survey in 
Ethiopia (Apr – Jun ‘22) 

GP (all members of 
phone survey HHs) 
and AP (main 
respondents): June 5, 
2022 

H4: Panel 
conditioning 

P4: Respondents interviewed for the first time, as opposed 
to repeat respondents, will display lower rates of vaccine 
uptake. 

Phone survey round in 
Nigeria (Jan ’22) AP: Jan 16, 2022 

H5: Proxy 
reporting 

P5: Self-reported vaccine uptake will be significantly lower 
than proxy-reported vaccine uptake. 

Phone survey rounds in 
Burkina Faso (Oct ’22), 
Malawi (Sep ’22) and 
Uganda (Aug ’22) 

AP: Oct 2, 2022 
(BFA), Sep 4, 2022 
(MWI, UGA) 

H6: 
Experimenter 
demand 

P6.1: Deliberately inducing positive experimenter demand 
will lead to significantly higher reported vaccine uptake. Phone survey rounds in 

Burkina Faso (Jan ’23) 
and Ethiopia (Jan ’23) 

AP: Feb 19, 2023 
(BFA), Jan 22, 2023 
(ETH) P6.2: Deliberately inducing negative experimenter demand 

will lead to significantly lower reported vaccine uptake. 
Note: The table summarizes the empirical hypotheses we test in the vaccine survey data, the associated prediction(s) and survey data 
source. It also indicates the reference administrative coverage rate to which estimates can be compared. The date of the 
administrative rate refers to the admin data point closest to the time of survey completion. GP = General population, i.e. the entire 
population irrespective of age; AP = Adult population, i.e. the coverage rate calculated for the population aged 15 and above by 
assuming no vaccinations among younger persons. 
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3.1 Errors of representation 

Hypothesis 1: Household sample selection effects 

In the absence of universal phone ownership in our study countries, it is possible that phone survey 
samples overrepresent certain population groups such as better-off and urban households (Ambel 
et al. 2021; Brubaker et al. 2021). Similarly, non-response can lead to selective attrition from the 
sample, potentially affecting its representativeness for the general population. Even though our 
sampling strategy (collecting phone numbers from reference contacts) and re-weighting approach 
has been found to mitigate these issues, it is conceivable that some sample selection bias at the 
household level remains (Ambel et al. 2021; Gourlay et al. 2021). If selection into our sample (either 
through coverage bias in the list of households with phone numbers or through non-response) is 
correlated with vaccine uptake, estimated coverage will be biased. We thus formulate the first 
hypothesis for the divergence between survey and administrative vaccine coverage estimates. 

Hypothesis 1: Phone surveys overrepresent population groups that are more likely to be 
vaccinated. 

The COVID-19 vaccination module implemented as part of the Ethiopia Socioeconomic Survey 
(ESS 5) gives us the opportunity to test this hypothesis. This module collected information on 
vaccine uptake for a nationally representative sample of households of which our phone survey 
sample is a subset. While sample selection effects may affect the phone survey sample, they should 
be mostly absent in a fully nationally representative sample. Therefore, we can compare estimated 
vaccine uptake among the sample of phone survey households (interviewed during the ESS 5) to 
estimated vaccine uptake within the whole, general population sample contained in the ESS 5. We 
formulate the following prediction. 

Prediction 1: Households included in the phone survey will display higher rates of vaccine uptake 
compared to the general population in a nationally representative sample. 

Empirically, we run the following OLS regression. 

 

𝑉𝑉𝑖𝑖𝑖𝑖 =  𝛼𝛼 +  𝛽𝛽𝐷𝐷𝑖𝑖𝑖𝑖 +  𝜀𝜀 (1) 

 

Where Vis is a dummy for whether individual i part of sample s has been vaccinated with at least 
one jab of a COVID-19 vaccine. Subscript s denotes the sample to which individual i belongs. All 
individuals are part of the general population sample whereas only some are living in households 
sampled for the phone survey. Some individuals will thus appear twice in the data, once in the 
phone sample and once in the general population sample. Our estimate of interest is β, the 
coefficient on Di,s which is a dummy variable for whether observation i,s is part of the phone 
survey sample. If our prediction is confirmed, β should be statistically significant and positive. 
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Hypothesis 2: Respondent selection effects 

Our second hypothesis relates to how respondents were chosen within phone survey households. 
The phone surveys typically interviewed  one respondent per household per survey round who was 
selected to be knowledgeable across the different topics covered in the survey (the “main 
respondent”). Often this was the household head. As a result, respondent selection was purposive, 
not random, and overrepresented male, older, and more educated respondents relative to the 
general population (Brubaker et al. 2021). These traits, and other unobservables, may correlate with 
vaccine uptake and bias vaccine coverage estimates. We thus posit our second hypothesis. 

Hypothesis 2: Purposive (non-random) respondent selection within the household overrepresents 
individuals that are more likely to be vaccinated. 

 
We test this hypothesis in two ways. First, we randomly selected a respondent alongside the 
purposively selected (“main”) respondent during one wave of the phone surveys in three countries 
(Burkina Faso, Malawi, Uganda). A respondent selected at random from among the members of 
the household is expected to be representative of the general population of eligible individuals, 
that is, all adults (15+) within households with access to a phone.  Random selection of any eligible 
household member allows for the possibility that the purposively selected main respondent and 
the randomly selected respondent are the same individual. In this case, we conducted a single 
interview and count the observation both for the main respondent estimates and for the random 
respondent estimates.8 Second, we asked the main respondent to report the vaccination status of 
all household members on their behalf (‘proxy reporting’). This gives us the following information 
within each household: (i) the vaccination status of the purposively selected respondent; (ii) the 
vaccination status of a randomly selected household member (possibly, but not necessarily a 
different member than in (i); (iii) the vaccination status of all household members as reported by 
the purposively selected respondent. We formulate the following three predictions. 

Prediction 2.1: Respondent selection at random will significantly reduce estimated vaccine uptake 
compared to purposive selection. 

Prediction 2.2: Eliciting the vaccination status of all household members (via proxy-reporting) 
will significantly reduce estimated vaccine uptake compared to purposive selection. 

Prediction 2.3: Randomly selecting a household member to be interviewed or collecting (proxy-
reported) data on all household members will lead to statistically indistinguishable estimates of 
vaccine uptake.  

To test these predictions, we run the following regressions. 

𝑉𝑉𝑖𝑖𝑟𝑟 =  𝛼𝛼 +  𝛽𝛽1𝐷𝐷𝑖𝑖𝑖𝑖 +  𝜀𝜀 (2)  

𝑉𝑉𝑖𝑖𝑖𝑖 =  𝛼𝛼 +  𝛽𝛽2𝑇𝑇𝑖𝑖𝑖𝑖 +  𝜀𝜀 (3) 

 
8 In these cases, the same individual will thus appear twice in the data, once as purposively selected respondent and 
once as a randomly selected respondent. 
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𝑉𝑉𝑖𝑖𝑖𝑖 =  𝛼𝛼 +  𝛽𝛽3𝑍𝑍𝑖𝑖𝑖𝑖 +  𝜀𝜀 (4) 

Where Vi,r is again a dummy for whether respondent i selected by method r is vaccinated. The 
subscript r denotes whether V was obtained by interviewing a purposively selected respondent vs. 
a randomly selected respondent (equation 2); whether V was obtained from the purposively 
selected respondent vs. as part of eliciting the (proxy-reported) vaccination status of all household 
members aged 15 and above (equation 3)9; or whether V was obtained through random selection 
of a respondent vs. from the proxy reported vaccination status of all individuals in the household 
aged 15+ (equation 4). Our estimates of interest are β1, β2, and β3, the coefficients on Di,r, Ti,r, and 

Zi,r, respectively, which are dummies for whether observation i,r is part of the randomly selected 
sample of respondents as opposed to the purposively selected sample (Di,r in equation 2); part of 
the sample for which a proxy reported vaccination status was collected as opposed to the sample 
of purposively selected respondents (Ti,r in equation 3); or part of the randomly selected sample as 
opposed to the proxy-reported sample (Zi,r in equation 4); . If our predictions are confirmed, β1 and 
β2 should be significant and negative. Additionally, we would expect β3 to be insignificant as the 
randomly selected respondent is sampled from the list of all household members aged 15 or older. 
To facilitate comparisons with the administrative data (without the need for assumptions regarding 
non-coverage of children), we additionally use the proxy reported vaccination status of all 
household members (i.e. not just those aged 15+) to estimate general population vaccine coverage. 

 

3.2 Measurement errors 

Hypothesis 3: Survey mode effects 

Our third hypothesis relates to differences in survey modes. Concretely, it is conceivable that 
interviews conducted over the phone lead to different estimates than interviews conducted in-
person. For example, respondents may be less inclined to answer truthfully when surveyed by an 
enumerator over the phone, pay less attention to the questions asked, and enumerators cannot 
ascertain the circumstances under which the interview takes place (e.g., other people present in the 
room, respondents getting distracted, etc.). This may lead to different reported vaccination rates in 
phone surveys than in in-person surveys. It is not obvious ex-ante whether phone or in-person 
surveys would find higher vaccination rates. However, for mode effects to explain (part of) the 
observed misalignment between surveys and administrative records, phone surveys would have to 
induce more respondents to report to be vaccinated. Our third hypothesis thus states the following. 

Hypothesis 3: Asking respondents for their vaccination status over the phone as opposed to in 
person leads to greater reported vaccination rates. 

To test this hypothesis, we again rely on the vaccination survey administered in person as part of 
the ESS 5 in Ethiopia. An ideal setup to test this hypothesis directly would be to randomly assign 
respondents either to the in-person survey or to the phone survey and conduct interviews around 
the same time. We do not have this kind of setup: we interview the same respondents both in 

 
9 This includes the purposively selected respondent’s vaccination status which is a self- rather than a proxy-report. 
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person in the ESS 5 context and over the phone as part of the high frequency phone surveys, but 
there is a lag of nine months between these interviews, rendering the direct comparison of 
estimated vaccination rates difficult. Instead, we propose a more indirect test of this hypothesis 
through a comparison of vaccination rates according to administrative records to vaccination rates 
estimated in the in-person survey. We argue that if the phone survey mode effects were responsible 
for the observed misalignment between surveys and administrative records, the misalignment 
should disappear in in-person surveys. The prediction we test is the following. 

Prediction 3: In-person surveying will display reported vaccine uptake close to administrative 
records. 

Testing this prediction involves running a regression of vaccine uptake on a constant (to estimate 
the survey-based vaccine coverage rate) and performing a simple t-Test that tests the equality of 
the estimate obtained relative to the administrative coverage rate at the time of surveying.10 

𝑉𝑉𝑖𝑖 =  𝛼𝛼 +  𝜀𝜀 (5) 

𝑡𝑡 =  
𝛼𝛼 − 𝐴𝐴
𝑠𝑠
√𝑛𝑛

 (6) 

 

where Vi is the vaccination status of individual i, α is a constant, A is the COVID-19 vaccine 
coverage rate as reported in administrative data and t the test statistic obtained from a standard t-
Test. If our prediction is confirmed, comparing t to the critical value of a Student t-distribution 
will no longer reveal a statistically significant difference between in-person survey estimates and 
the administrative data. 

 

Hypothesis 4: Panel conditioning/Survey participation effects  

The phone surveys we conduct are longitudinal, meaning that the same households (and often the 
same respondents) are interviewed multiple times regarding their COVID-19 vaccination status, 
willingness to get vaccinated, and related information. It is possible that this leads to a behavioral 
response in which respondents become more likely to get vaccinated (or report to be vaccinated) 
as they are repeatedly interviewed over time. Such ‘panel conditioning’ effects have been 
hypothesized to affect survey data across a wide range of topics but require experimental data for 
reliable identification (Struminskaya and Bosnjak 2021). Our hypothesis reads as follows. 

Hypothesis 4: Repeatedly interviewing respondents on the topic of COVID-19 vaccination makes 
them more likely to get vaccinated or to report to have been vaccinated. 

 
10 As data collection for the in-person survey covered a period of multiple months, we conservatively take the 
administrative coverage rate from the date closest to the end of data collection for our survey. At this point in time, 
over 99% of data had been collected. 
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We test this hypothesis by exploiting a sample expansion of the phone survey in Nigeria after the 
first 12 rounds of data collection.11 Initially, the sample of households selected for the phone survey 
had constituted of a randomly selected subset of all households for which a phone number was 
available from the latest in-person LSMS-ISA survey: 4,934 households had a phone contact, 
3,000 of whom were randomly selected and 1,950 were successfully interviewed in rounds 1-12 
of the phone survey from April 2020 to April 2021  (1,050 were not interviewed due to non-
response and failed contact). Starting from round 13 of data collection in November 2021, the 
remaining 1,934 households with an available phone number were contacted as well to expand the 
sample. This setup provides us with a (randomly selected) sample of respondents who had been 
previously interviewed and a (randomly selected) sample of respondents who were interviewed 
for the first time in round 13, and we can compare their reported vaccination status. We make the 
following prediction. 

Prediction 4: Respondents interviewed for the first time, as opposed to repeat respondents, will 
display lower rates of vaccine uptake. 

To test our prediction, we run the following OLS regression. 

 

𝑉𝑉𝑖𝑖 =  𝛼𝛼 + 𝛽𝛽𝐷𝐷𝑖𝑖 + 𝜀𝜀 (5) 

where Di,s is a dummy variable denoting whether individual i has been previously interviewed. In 
line with our prediction, we expect β to be significant and positive. 

 

Hypothesis 5: Proxy reporting biases 

When testing for respondent selection biases, one approach we explore is asking the purposively 
selected (main) respondent to report on the vaccination status of the remaining household 
members. However, such proxy reporting may be inaccurate (Davin et al. 2019; Li et al. 2015; 
Triplett 2010; Mosely and Wolinsky 1986). For errors in proxy reporting to drive the gap between 
survey estimates and administrative records, proxy reports would need to be systematically biased 
upwards, that is, main respondents would need to overstate vaccine uptake among the members of 
their household. We thus formulate the following hypothesis. 

Hypothesis 5: Proxy reporting of other household members’ vaccination status by the interviewed 
respondent overestimates true vaccine uptake. 

We test this hypothesis by comparing two separate reports of the vaccination status for the same 
person: (i) as self-reported by the randomly selected respondent; and (ii) as proxy-reported by the 
purposively selected (main) respondent (see Hypothesis 2). This allows us to check the alignment 
of proxy reports with self-reports.12 Our prediction is as follows. 

 
11 Out of these 12 rounds, three had collected data on COVID-19 vaccination. 
12 This excludes cases where the randomly selected respondent was identical to the purposively selected (main) 
respondent. In these cases, self-reported information equals “proxy-reported” information by definition. 
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Prediction 5: Self-reported vaccine uptake will be significantly lower than proxy-reported vaccine 
uptake. 

To test this prediction, we run the following OLS regression on the pooled sample of self- and 
proxy-reported information for the same individuals. 

𝑉𝑉𝑖𝑖,𝑧𝑧 =  𝛼𝛼 + 𝛽𝛽𝐷𝐷𝑖𝑖,𝑧𝑧 + 𝜀𝜀 (5) 

where z denotes whether the observation for individual i is a self- or proxy-report.  Di,z is a dummy 
variable denoting whether vaccination status V was obtained via self-reporting. If our prediction is 
confirmed, we should observe β to have a negative sign and be significant. This would imply that 
main respondents’ proxy reports overstate actual vaccine take-up. 

 

Hypothesis 6: Experimenter demand effects 

The final hypothesis we explore relates to the veracity of the information provided by respondents 
regarding their own vaccination status. Sensitive questions may induce respondents to not answer 
truthfully but in ways that they believe may protect their privacy, please the enumerator, or 
conform to what is “socially desirable”. We hypothesize that asking about one’s COVID-19 
vaccination status may elicit such “experimenter demand” effects (de Quidt et al. 2018).13 

Hypothesis 6: Respondents misreport their vaccination status (falsely claiming to be vaccinated) 
to conform with (perceived) socially desirable behavior or enumerator expectations. 

In the absence of an objective way to verify the truthfulness of self-reports over the phone (e.g 
through home-based vaccination records14), we use a technique proposed by de Quidt et al. (2018) 
which we adapt to the context of COVID-19 vaccination and phone interviewing.  The premise is 
to introduce random variation in the degree of experimenter demand into the sensitive survey 
question and to use this information to bound the potential bias stemming from experimenter 
demand in the survey-based estimate of vaccine take-up. Concretely, this involves making 
experimenter expectations explicit to random subsets of respondents by either telling respondents 
that the enumerator expects most to be vaccinated, or most to not be vaccinated.. Furthermore, part 
of the sample received the standard questionnaire design without additional information on 
enumerator expectations. Table 2 summarizes the introduction text read out to respondents in each 
treatment arm. 

Table 2: Introduction text read out to different treatment groups 
Treatment Group Introduction text read out by the enumerator 

 
13 Another form of misreporting would arise from a situation in which respondents expect a tangible benefit from 
concealing their true vaccination status. We try to mitigate these issues in our survey by adding a disclaimer at the 
start of the vaccination module that answers will not be used to determine the respondent’s eligibility status to receive 
a COVID-19 vaccine, nor to provide them with a COVID-19 vaccine. 
14 When asking our respondents whether they have proof for vaccination and if yes, of what type, the overwhelming 
majority report possessing a vaccination card. However, enumerators could not verify this information within the 
constraints of a phone interview. 
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T1 (Standard phrasing) 
"Now, I'd like to ask you some questions to find out how many people have 
been vaccinated against COVID-19 in [country]. This will not determine 
your eligibility to receive a COVID-19 vaccine." 

T2 (Positive demand) 
Same as T1 with the addition: "[...] Many people in [country] have already 
been vaccinated against COVID-19. We thus expect that many of our survey 
respondents will tell us that they have been vaccinated." 

T3 (Negative demand) 
Same as T1 with the addition: "[...] Many people in [country] are not 
vaccinated against COVID-19. We thus expect that many of our survey 
respondents will tell us that they are not vaccinated." 

 

We make the following predictions. 

Prediction 6.1: Deliberately inducing positive experimenter demand will lead to significantly 
higher reported vaccine uptake. 

Prediction 6.2: Deliberately inducing negative experimenter demand will lead to significantly 
lower reported vaccine uptake. 

We then use estimated vaccine uptake to put bounds on the potential effect of experimenter 
demand on our estimate of interest. Concretely, the rate estimated from group T2 (for which 
experimenter demand to report being vaccinated was artificially high) should give an upper bound 
and the one estimated from group T3 (for which experimenter demand to report not being 
vaccinated was artificially high) a lower bound of true uptake in our sample. We can further 
compare this to estimated vaccine uptake among the group receiving the original survey question 
(T1) that was not framed in any particular light (and of which it is expected that the degree of 
(inadvertent) experimenter demand will lie between the bounds given by T2 and T3). 

By introducing stronger positive (T2) and stronger negative (T3) reinforcement than is 
hypothesized to be present in the non-framed version of the question (i.e. the original questionnaire 
design, T3), it is assumed that the true, unbiased estimate of vaccine uptake lies in between the 
boundaries demarcated by vaccine uptake under T2 and T3. 

To test our predictions, we can estimate the following regression. 

𝑉𝑉𝑖𝑖 =  𝛼𝛼 + 𝛽𝛽1𝑇𝑇2𝑖𝑖 + 𝛽𝛽2𝑇𝑇3𝑖𝑖  + 𝜀𝜀 (5) 

where T2 and T2 are dummy variables for individual i belonging to treatment group 2 or 3, 
respectively. Our predictions imply that β1 should be significant and positive whereas β2 should be 
significant and negative. 

Following the approach by de Quidt et al. (2018), we can further use the information from T2 and 
T3 to calculate a “demand robust” confidence interval on the standard, survey-based estimate of 
the vaccination rate (T1) that takes into account both uncertainty due to sampling error and the 
additional uncertainty of possible demand effects. 
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Provided that key identifying assumptions are met,15 the size of the estimated demand-robust 
confidence interval on the vaccination rate specifies the range of values a survey-based estimate 
of vaccine take-up that is free from experimenter demand would fall into.  

Finally, we can compare the point estimate of vaccine uptake under the standard questionnaire 
design (T1), along with its demand-robust confidence interval, to the vaccination rate as reported 
in administrative data sources. The larger the demand-robust confidence interval on our survey-
based estimate of vaccine uptake, the larger the potential importance of enumerator demand in 
explaining misalignment between both data sources. Statistically significant differences between 
the administrative data and our survey-based estimate, with demand-robust confidence intervals, 
would suggest that enumerator demand effects alone cannot account for the difference between 
our survey-based estimates and the administrative data. 

 

4 Results 

4.1 Estimated vaccine coverage in survey and administrative data 

We find substantial misalignment between survey-based estimates and administrative records of 
COVID-19 vaccine coverage. Comparing phone survey estimates to administrative coverage 
figures from the same time16 in a sample of 36 LMICs, we find survey estimates that suggest 
coverage rates that are between 11.5 percentage points lower and 37.1 percentage points higher 
than those reported in administrative sources (Figure 1). Vaccination rates are statistically different 
in 28 out of 36 countries (46 out of 57 survey waves). In 21 out of these 28 countries (35 survey 
waves), survey estimates suggest higher vaccine coverage than is reported in administrative data 
(in 7 countries survey estimates are lower). On average, survey estimates exceed the administrative 
data by 47% when excluding extreme positive outliers occurring below 5% reported administrative 
coverage. However, this pattern displays noticeable regional variation: While estimated survey 
rates are fairly aligned with administrative figures in Latin America and the Caribbean (LAC), 
they systematically exceed administrative reports by large margins in Sub-Saharan Africa. 

 

 
15 Most notably, monotonicity implies that negative reinforcement should not increase the propensity of respondents 
to report being vaccinated and positive reinforcement should not decrease their propensity. Furthermore, bounding 
assumes that the “true” survey-based estimate of the vaccination rate, i.e., the estimate absent any demand/social 
desirability effects, lies within the bounds provided by the estimated vaccination rate under negative and positive 
reinforcement. This also has implications for how to choose the framing: Framing should be chosen such that the 
induced demand effect is just stronger (positively as well as negatively) than what is hypothesized to be the case in 
the original questionnaire design. Inducing a much stronger demand effect leads to demand-robust confidence 
intervals that are needlessly conservative. In other words: Conditional on inducing a demand effect that is stronger 
than in the original questionnaire, choosing the question framing that evokes the smallest demand effect is optimal as 
it leads to the narrowest demand-robust confidence interval within which we expect an experimenter-demand-free 
survey estimate would lie. 
16 We use the end of the phone survey data collection period as the time of comparison, which allows for some time 
lag in administrative data reporting. 
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Figure 1: COVID-19 vaccine coverage estimated from survey data and reported in administrative data 

 

 

Our subsequent experimental analysis focuses on Sub-Saharan Africa where the observed pattern 
is most striking. Among the five Sub-Saharan African countries that comprise our experimental 
sample, phone survey estimates exceed the administrative data by 7 – 32 percentage points (21% 
to 320%). The exception is Ethiopia where our in-person survey estimate from May 2022 exceeds 
the administrative data by 12.6 percentage points (38%) but where a phone survey estimate from 
January 2023 is statistically indistinguishable from administrative reports (Figure 2).  
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Figure 2: Estimated COVID-19 vaccine coverage in survey data from five Sub-Saharan African countries vs. 
administrative records (purposively selected (main) respondents only) 

 

 

4.2 Errors of representation 

Household sample selection 

Our first hypothesis is that the sample of households included in phone surveys is selected and not 
representative all households in the country. We thus predict that phone survey households would 
display higher rates of vaccine uptake than households in a nationally representative sample. We 
test this in data from the Ethiopia Socioeconomic Survey which was collected in-person in May 
and June of 2022.  

Our results do not support this prediction (Table 3). The point estimates of the dummy variable 
that identifies phone survey households within the full, nationally representative, in-person sample 
are close to zero and not statistically significant. As a result, there is also little difference between 
the (weighted) estimate of the national coverage rate using the sample of phone survey households 
(30.5%) or using the full sample of households included in the Ethiopia Socioeconomic Survey 
(29.5%). This suggests that selection effects at the household level do not drive the differences in 
comparison to administrative figures which was reported at 20.1% by the end of in-person data 
collection. 
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Table 3: Hypothesis 1 - Household Sample Selection 
  (1) 
VARIABLES Vaccinated 
    
Phone Survey Sample (Dummy) 0.00795 
  (0.00523) 
Constant 0.272*** 
  (0.00296) 
    
Observations 33,432 
R-squared 0.000 
Weighted Vax Rate: ESS Sample 29.5 
Weighted Vax Rate: Phone Sample 30.5 
Note: Bivariate OLS regression of vaccination status on a dummy for living in a 
household sampled for the phone survey. The dummy identifies respondents in a 
general population sample from the Ethiopia Socioeconomic Survey (ESS 5) that live 
in households that are also included in the phone surveys (vs. the entire general 
population sample). Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 

 

 

Respondent selection 

Since the phone surveys’ main respondent was purposively selected, we hypothesize that vaccine 
uptake estimates from the sample of main respondents is biased upwards. We predicted that 
randomly selecting the household member to be interviewed or collecting (proxy-reported) data 
on the vaccination status of all household members would lead to lower estimated uptake. 

Our results confirm this prediction (Table 4). In all three countries in which we have data on both 
the main and a randomly selected respondent, estimated uptake is significantly lower among 
randomly selected respondents compared to purposively selected main respondents. Effect sizes 
range between five percentage points in Malawi to 13 percentage points in Burkina Faso (Table 4, 
Panel A). Collecting proxy-reported information for all household members reduces estimated 
uptake even further, ranging from 13 percentage points in Malawi to 18 percentage points in 
Uganda (Panel B). 
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Table 4: Hypothesis 2 - Respondent Selection 
  (1) (2) (3) 
Panel A Random vs. Purposive 

  
Burkina 

Faso Malawi Uganda 
        
Random Respondent Selection (Dummy) -0.131*** -0.0514*** -0.0932*** 
  (0.0181) (0.0194) (0.0126) 
Constant 0.469*** 0.503*** 0.865*** 
  (0.0118) (0.0136) (0.00882) 
        
Observations 2,986 2,655 3,667 
R-squared 0.017 0.003 0.015 

Panel B All adults vs. Purposive 

        
All Adults via Proxy Reports (Dummy) -0.165*** -0.133*** -0.179*** 
  (0.0128) (0.0154) (0.0116) 
Constant 0.469*** 0.503*** 0.865*** 
  (0.0113) (0.0133) (0.0101) 
        
Observations 8,144 5,192 7,770 
R-squared 0.020 0.014 0.030 

Panel C Random vs. All adults 

        
Random Respondent Selection (Dummy) 0.0344** 0.0812*** 0.0853*** 
  (0.0142) (0.0156) (0.0122) 
Constant 0.304*** 0.370*** 0.687*** 
  (0.00576) (0.00785) (0.00591) 
        
Observations 7,716 5,159 7,693 
R-squared 0.001 0.005 0.006 
(1) Weighted Vax Rate: Purposively Selected Respondents 49.9 51.5 86.0 
(2) Weighted Vax Rate: Randomly Selected Respondents 34.8 45.2 78.0 
(3) Weighted Vax Rate: All Household Members 15+ (proxied) 33.3 35.2 68.4 
Administrative Data (adult population) 24.3 26.2 71.0 
p-value from t-Test of difference, (2) vs. Admin (adult 
population) 

p < 
0.001*** 

p < 
0.001*** 

p < 
0.001*** 

(4) Weighted Vax Rate: All Household Members (proxied) 19.3 20.3 41.0 
Administrative Data (general population) 13.6 14.9 38.9 
p-value from t-Test of difference, (4) vs. Admin (general 
population) 

p < 
0.001*** 

p < 
0.001*** 0.010** 
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Note: Bivariate OLS regression of vaccination status on a dummy for different respondent selection options. Panel 1 tests the 
effect of randomly selecting the respondent (vs. purposive selection). Panel 2 tests the effect of eliciting the vaccination status 
of all household members aged 15+ via proxy reporting (vs. purposive selection). Panel 3 tests the effect of randomly 
selecting the respondent (vs. proxy reporting for all members aged 15+). Vaccination rate estimated using survey weights and 
as reported in administrative data reported at bottom. Burkina Faso - Survey dates: August 30 - September 25; Administrative 
data: October 2. Malawi - Survey dates: July 26 - September 7; Administrative data: September 4. Uganda - Survey dates: 
August 5 - September 1; Administrative data: September 4. Administrative data for adult coverage assumes no children were 
vaccinated at the time of data reporting. This is assumption likely overstates the true vaccination rate among adults where 
countries started vaccinating children already. This is the case for children under 16 years of age in Malawi (starting Dec 4, 
2021) and Uganda (starting Jul 26, 2021)    Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 

 

Further, there is a statistically significant difference between the estimated vaccination rate based 
on random respondent selection and based on proxy reports for all household members across all 
countries (Panel C), which goes against our prediction that both approaches should lead to 
statistically indistinguishable estimates.  

There are several possible explanations for this difference, relating both to errors of representation 
and errors of measurement. These include errors in proxy reporting (see section 4.2) and 
enumerator demand (see section 4.3).  

After weighting our random respondent estimates using the re-calibrated phone survey weights 
(see Section 3), the gap between survey data and administrative records remains substantial in all 
cases (11 percentage points or 46% of administrative coverage in Burkina Faso, 19.5 percentage 
points or 76% in Malawi, and 8.9 percentage points or 13% in Uganda; Table 4).17 Estimates are 
closest to the survey data when using (proxy-reported) data for all household members. However, 
differences remain statistically significant in all countries and non-negligible in Burkina Faso (5.7 
percentage points or 42% of the administrative coverage rate) and Malawi (5.4 percentage points 
or 36%). 

4.3 Measurement errors 

Survey mode 

We argue that if phone survey mode effects were driving the misalignment between administrative 
records and survey estimates of vaccine uptake, there should be no misalignment between 
administrative records and in-person survey estimates. We test this by comparing the 
administrative data to the sample of Ethiopia phone survey respondents who were also interviewed 
in person in the Ethiopia Socioeconomic Survey (ESS). We find a significant discrepancy of 12.6 
percentage points (or 38%) between administrative records (33.4% vaccine coverage)18 and in-
person survey estimates (46.0% coverage) in this sample (Table 5). This difference remains 
substantial at 10.4 percentage points (or 52%) and statistically significant when estimating vaccine 
coverage based on the full ESS sample, which is representative of the general population. Survey 

 
17 At the time of data collection, Malawi and Uganda had already been vaccinating children under the age of 16 for 
over 8 and over 13 months, respectively. This means that our assumption of zero vaccinated children under the age of 
15 that we have to make for comparability between survey data estimates for the adult population (15+) and 
administrative data is likely too conservative and understates the true gap in this case.  
18 Conservatively assuming that at the time of reporting no vaccinated children were included in the administrative 
data. 
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mode effects thus do not appear to be driving the observed difference between survey and 
administrative data. 

Table 5: Hypothesis 3 - Survey Mode 
Panel A: Interviewing phone survey main respondents in-person 

Phone Survey Main Respondents, Apr - Jun 2022 46.0 
  (41.0 to 51.1) 
Admin data (adults 15+), June 5 33.4 

N (Phone Survey Main Respondents) 2,403 
t-Test, Main respondents (survey) vs. Admin (adults 15+) p < 0.0001 *** 

Panel B: Collecting vaccination status of all phone survey household members in-person 

All Phone Survey Household Members, Apr - Jun 2022 30.5 
  (27.2 to 33.7) 
Admin data (general population), June 5 20.1 

N (All Phone Survey Household Members) 10,786 
t-Test, All HH members (survey) vs. Admin (general population) 0.0001 *** 
Note: Weighted estimates of vaccine uptake in face-to-face data from the Ethiopia Socioeconomic Survey, Wave 5 
(ESS 5) (Apr-June 2022). Administrative vaccine coverage rate for adults conservatively assumes that no children 
below the age of 15 were vaccinated at the time of reporting. All values in percent. 95%-Confidence Intervals in 
parentheses. 

 

Panel conditioning 

Respondents may change their vaccination behavior in response to being repeatedly surveyed on 
the topic of COVID-19 vaccination. We therefore predicted that respondents previously 
interviewed or those in households that were part of the phone survey panel would report higher 
rates of vaccination than a sample interviewed for the first time. 

Table 6: Hypothesis 4 - Panel Conditioning 
  (1) (2) 
VARIABLES Panel Household Panel Individual 
      
Household Previously Interviewed -0.0177   
  (0.0172)   
Respondent Previously Interviewed   0.00847 
    (0.0172) 
Constant 0.324*** 0.310*** 
  (0.0129) (0.0117) 
      
Observations 2,942 2,942 
R-squared 0.000 0.000 
Note: Bivariate OLS regression of vaccination status on a dummy for respondent living in a 
household interviewed before (Column 1) or having been interviewed before themselves (Column 
2). Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 
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We do not find support for any effects of previous survey participation on reported vaccine uptake 
(Table 6). Point estimates are close to zero and not statistically significant. 

 

Proxy reporting 

Earlier, we found that collecting the vaccination status of all household members via proxy 
reporting led to estimates of vaccine coverage that were closest to the coverage suggested in 
administrative data. We suspected that part of the remaining difference may be explained by the 
accuracy of proxy reports, that is, cases in which the reporting main respondent overstated the 
vaccination status of a household member. 

Table 7: Hypothesis 5 - Proxy Reporting 
  (1) (2) (3) 
VARIABLES Burkina Faso Malawi Uganda 
        
Self reporting (Dummy) 0.0396* 0.110*** 0.0267 
  (0.0219) (0.0256) (0.0211) 
Constant 0.244*** 0.309*** 0.668*** 
  (0.0155) (0.0182) (0.0149) 
        
Observations 1,616 1,394 1,950 
R-squared 0.002 0.013 0.001 

Note: Bivariate OLS regression of vaccination status on a dummy for self reporting (as opposed to proxy 
reporting). Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 

 

When comparing self- and proxy-reported vaccination status for the same individuals, we find the 
opposite to be the case (Table 7). Proxy reports prove fairly aligned with self-reports, coinciding 
in 94% of cases in Burkina Faso, 81% of cases in Malawi, and 93% of cases in Uganda (Table 
A2). However, proxy reports tend to understate vaccine uptake compared to self-reports of the 
same individuals, statistically significantly so in Burkina Faso and Malawi. Arguably, it is 
plausible that main respondents fail to observe or remember the vaccination of members of their 
households. This implies that when using self-reports wherever available and proxy reports 
otherwise, the gap between survey and administrative coverage rates would increase slightly 
(Figure 3). 

We also collect proxy reports for the number of doses received and, for those reported to not be 
vaccinated yet, willingness to get vaccinated (Table A2). We find that proxy reporting still 
provides information that is consistent with self-reports in the case of the number of doses received 
(96% in Burkina Faso, 70% in Malawi, 88% in Uganda) but is essentially as good as a random 
guess when asking for vaccine acceptance (53% agreement in Burkina Faso, 56% in Malawi, 54% 
in Uganda). 
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Experimenter demand 

Our analysis so far has treated self-reported information as accurate. However, one’s own COVID-
19 vaccination status may be a sensitive topic, inducing respondents to exaggerate vaccine uptake 
in response to “experimenter demand” effects.19 

We find no support for such behavior (Table 8). When making experimenter demand effects 
explicit by framing the vaccination uptake question with a positive or negative expectation from 
the enumerator, we obtain near identical and statistically indistinguishable estimates of vaccine 
uptake. Furthermore, negative and positive reinforcement of experimenter demand produces 
estimates that are statistically indistinguishable from the standard question framing. We take the 
fact that the estimates are remarkably close to those under our standard question framing even 
when explicitly introducing experimenter demand to indicate the robustness of self-reported 
vaccine uptake to such effects. 

Table 8: Hypothesis 6 - Experimenter Demand 
 (1) (2) 
VARIABLES Burkina Faso Ethiopia 
   
Treatment Arm = 1, Positive demand 0.0137 0.0146 
 (0.0300) (0.0243) 
Treatment Arm = 2, Negative demand 0.0155 0.0284 
 (0.0301) (0.0245) 
Constant 0.487*** 0.475*** 
 (0.0214) (0.0171) 
   
Observations 1,668 2,509 
R-squared 0.000 0.001 
Note: OLS regression of vaccination status on dummies for treatment 
group 1 (positive demand) and treatment group 2 (negative demand). 
Base category is standard phrasing. Standard errors in parentheses. *** 
p<0.01, ** p<0.05, * p<0.1 

 

4.4 Misreporting in administrative data 

So far, our analysis has found that errors of representation in the survey data explain part but not 
all of the gap between survey estimates and administrative figures. We next turn to possible sources 
of error in the administrative data. While we cannot experimentally probe the administrative data 
in the same way as the survey data, we present indicative evidence pointing to some weaknesses 
and inaccuracies in administrative data. 

  

 
19 This pattern would also be consistent with self-reported information providing higher estimates of vaccine uptake 
than proxy-reported information. 
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Weak administrative data systems 

Previous literature has indicated that weak data systems may give rise to inaccurate administrative 
statistics in the case of routine immunization data in LMICs (Cutts et al. 2016; Sandefur and 
Glassman 2015). This may also be the case for reported COVID-19 vaccination rates. We 
investigate whether there is a correlation between the size of the gap between survey and 
administrative data (measured as their absolute percent difference) and countries’ statistical 
capacity (measured by the World Bank’s Statistical Performance Indicators (SPI)). 

Table 9: Statistical performance and survey-admin gap in vaccination rates 
  (1) (2) (3) 
VARIABLES Gap Survey vs. Admin Gap Survey vs. Admin Gap Survey vs. Admin 
        
SPI: Total score -1.608** -1.187 -0.990 
  (0.743) (0.770) (0.776) 
SPI: Dimension 4.2 score (Admin data) -55.37*** -46.28*** 1.160 
  (15.36) (15.75) (9.335) 
GDP per capita (PPP 100K)   -0.180 0.0321 
    (0.108) (0.0955) 
Region Code = 2, ECA     4.716 
      (13.76) 
Region Code = 3, LCN     4.613 
      (7.408) 
Region Code = 4, MEA     41.25 
      (28.46) 
Region Code = 7, SSA     103.1*** 
      (18.60) 
Constant 182.0*** 167.0*** 78.99* 
  (47.69) (46.97) (44.66) 
        
Observations 48 48 48 
R-squared 0.345 0.364 0.603 

Note: Results from OLS regressions of the absolute gap between survey estimates and administrative figures of vaccination 
coverage on indicators of statistical performance. To avoid extreme leverage at low values of coverage, the sample is 
constrained to those survey waves where administrative data coverage was at least 5% of the adult population. Robust 
standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 

 

We find lower statistical performance scores to be significantly associated with higher gaps 
between the survey and administrative data in our sample of LMICs (Table 9). In a bivariate 
regression, the coefficient estimate suggests that a 1 percentage point increase in the total SPI score 
is associated with a 1.6 percentage point reduction in the percent gap between both data sources. 
Further, the availability of Civil Registration and Vital Statistics (CRVS), the SPI’s metric for 
administrative data quality specifically, is associated with a 55.4 percentage point smaller gap. 
When additionally controlling for GDP per capita, we find that only the SPI indicator of 
administrative data quality is significantly and negatively associated with the percent gap between 
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survey and administrative vaccination figures. When additionally controlling for region fixed 
effects, the correlation between statistical performance and discrepancies in vaccination rates is no 
longer statistically significant with the effect absorbed by the Sub-Saharan Africa regional dummy. 

We take this as evidence that discrepancies between administrative records and survey data are 
more likely and larger where administrative data systems are weaker and suffer from lower 
capacity.  

 

Numerator issues (number of people currently vaccinated) 

Next, we turn our attention to the possible sources of bias in the administrative data (Table 10). 
We distinguish between numerator issues (misreporting of the number of people currently 
vaccinated) and denominator issues (under- or overestimating target population size). 

On the side of potential numerator issues, we find large time gaps in reporting to be common. 
While the average frequency of reporting is fairly high (every 2.4 days) across our sample of 36 
LMICs, gaps can get as long as close to half a year without a vaccination rate report (175 days 
between July 2022 and January 2023 in Ethiopia). The longest time gaps between two data points 
are almost two months (54.9 days) when averaging across our sample of countries, with 26 out of 
36 countries (72%) having gaps of 30 days or longer. Fourteen countries (42%) have gaps longer 
than 2 months (60 days). Gaps are even greater in our sample of five Sub-Saharan African 
countries that are the subject of our survey experiments. Here, the average longest gap amounts to 
3 months (90 days) with all countries displaying gaps between reports of 42 days or more. 

We also find large jumps in reported coverage between data points in the administrative data. 
Across our sample of LMICs, as well as in our smaller sample of five Sub-Saharan African 
countries, we find the average increase in reported COVID-19 vaccine coverage to amount to 0.2 
percentage points in between two reports (0.11pp and 0.04pp on a per-day basis, respectively). 
However, these small increases on average hide some larger jumps. In 16 out of 36 countries 
(44%), jumps of 5 percentage points or more occur in between reports and in seven countries, 
jumps exceed 10 percentage points. There are extreme cases, such as in Nicaragua where reported 
coverage jumped by 37 percentage points within a two-week window in November 2021 or 
Guyana that reported vaccinating 4% of its population on a single day in November 2022. Owing 
to the slow progress of vaccination campaigns in the region, these jumps are somewhat smaller 
but still substantial in our sample of Sub-Saharan African countries. 

Given the at times infrequent reporting of vaccination rates and large jumps in coverage, one 
possibility would be that cases where survey estimates exceed administrative figures reflect lags 
in the administrative data. We bound these potential lags by reporting the mean number of days it 
takes for administrative coverage to catch up with coverage estimated from surveys wherever 
survey estimates exceeded administrative reports to start with among the 36 LMICs we study.20 
We find that these lags would have to be very substantial in order for them to explain the 

 
20 As such, the analysis sample for this exercise excludes cases where survey estimates are below administrative 
reports and where the administrative data had not caught up to survey estimates by March 31, 2023. 
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discrepancy with higher survey estimates. On average, over three months (97.9 days) pass until 
administrative reports reach the coverage estimated from our baseline survey data estimates. These 
lags would have to exceed six months (182 days) on average in our sample of five Sub-Saharan 
African countries. Of note, they would still have to be substantial even when we account for 
respondent selection effects in the survey data (38 days in Uganda, 63 days in Burkina Faso, 102 
days in Malawi). 

 

Denominator issues (under- or overestimating target population size) 

We also find evidence for denominator issues in the administrative data (Table 10). To analyze 
this, we compare administrative coverage figures, expressed in percent of the total population, 
between the Our World in Data (OWID) COVID-19 Vaccination data set (the administrative data 
source for our study, Mathieu et al. 2021) and the WHO’s COVID-19 vaccination dashboard 
(WHO 2020b). In most cases, the total number of people vaccinated at a given date coincides 
exactly between both data source. This allows us to compare reported coverage as a total 
population share for the same date and for the same figure of total number of people vaccinated in 
the OWID and WHO data. Any discrepancies we detect between vaccination rates (expressed in 
percent of the population) thus reflect differences in the denominator, that is, the size of the 
population. We can make this comparison for 19 LMICs.  

Table 10: Potential Numerator and Denominator Issues in Administrative Data 

Issue Metric Countries Mean Max Min 

Numerator Issues 
(misreporting of the 
number of people 
currently vaccinated) 

Average frequency of 
reporting 

36 LMICs 2.4 175 1 
5 LMICs in SSA 4.5 175 1 

Average longest time gap 
between two data points 

36 LMICs 54.9 175 1 
5 LMICs in SSA 90.4 175 42 

Largest jump in 
administrative data 
(percentage points) 

36 LMICs 0.20 37.3 0 

5 LMICs in SSA 0.20 11.10 0 
Largest jump in 
administrative data 
(percentage points per day 
since last report) 

36 LMICs 0.11 4.19 0 

5 LMICs in SSA 0.04 1.33 0 

  Average time lag for admin 
data to catch up with survey 
estimate 

22 LMICs 97.9 442 1 

  4 LMICs in SSA 182.6 308 35 

Denominator Issues 
(under- or overestimation 
of target population size) 

Average difference in 
reported vaccination rate for 
identical number of people 
covered: 
WHO vs. Our World in 
Data 

19 LMICs with 
exact match in 
date and number 
of people 
vaccinated 

1.6 -2.9 5.1 

5 LMICs in SSA 1.9 1.4 2.6 
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We find that the discrepancies introduced by denominator issues are non-negligible and amount to 
a difference of up to 5 percentage points between coverage rates reported in the WHO dashboard 
and the OWID dataset. On average, reported coverage in the WHO dashboard is 1.6 percentage 
points higher than that reported in the OWID data. Similarly, coverage reported in the WHO 
dashboard is on average 1.9 percentage points higher in our sample of five Sub-Saharan African 
countries. This implies that, on average, the coverage rates reported in the WHO data assume a 
smaller population size. However, cases also exist in which assumed population size in the WHO 
data is higher, leading to up to 2.9 percentage points lower vaccination rates. 

These discrepancies seem to arise because of differences in baseline years for which population 
figures are taken. The OWID dataset uses the latest, 2022 UN population projections (Mathieu et 
al. 2021), whereas population figures implied by the WHO’s reported coverage rates typically 
correspond to UN World Population Prospects for 2019 or 2020. 

 

5 Discussion 

Phone surveys have become commonplace during the COVID-19 pandemic and have informed a 
large body of (health) policy research. Our results from 57 survey waves on COVID-19 
vaccination across 36 LMICs indicate that phone surveys may produce estimates of COVID-19 
vaccine coverage that differ from administrative figures. In some cases, survey estimates exceed 
administrative figures by a margin that would suggest vastly different policy conclusions. Such 
misalignment is particularly concentrated in Sub-Saharan Africa while coverage rates estimated in 
other regions on average track administrative records more closely. 

Upon investigating potential sources of bias, our findings largely maintain the reliability of the 
phone survey data. We find phone survey estimates from five Sub-Saharan African countries to be 
robust to a number of commonly feared representation and measurement errors, but they are 
affected by how respondents are selected (Figure 3 and Appendix Table A3). 

We find little evidence that errors of measurement bias the phone survey estimates. Interviewing 
respondents in person rather than on the phone does not lead to survey estimates that are aligned 
with administrative records.  Similarly, reported vaccine uptake does not differ significantly 
between first-time and previous respondents of the phone surveys suggesting that panel 
conditioning effects do not bias estimates. Contrary to Wolter et al. (2022) who use a list 
experiment in an online sample in Germany to find experimenter demand biasing reported vaccine 
uptake, we do not find evidence of such effects in our sample. While we find proxy reports to have 
generally good accuracy, we do find that they miss out on some vaccinations obtained by other 
household members. 

As for sample selection, we find no statistically significant difference in estimated vaccination 
rates between the phone survey sample of households and the full nationally representative sample 
of households. However, respondent selection matters. In line with the results of Bradley et al. 
(2021) from online surveys in the United States, estimated vaccine uptake is significantly lower 
when taking into account respondent selection effects at the individual level (Figure 3). Moving 
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from interviewing a purposively selected household member that is knowledgeable about the 
affairs of the household, a common approach in multi-topic phone surveys (Gourlay et al. 2021), 
to randomly selecting the respondent reduces estimated vaccine uptake by 10 percentage points on 
average. This is equivalent to a reduction of the gap between survey estimates and administrative 
figures by 37% on average. We find that collecting proxy-reported information on all household 
members has a similar, or even stronger, effect and reasonable accuracy even though proxy reports 
seem to miss out on some vaccinations. 

There is thus a trade-off between selecting a respondent that is knowledgeable across a broad 
domain of topics and obtaining representative results on a single, individual-level metric such as 
vaccine uptake, attitudes, or personal sentiments. If the latter are the topic of interest, our results 
show that random respondent selection, wherever possible from an up-to-date roster of household 
members, can successfully mitigate sample selection issues. For multi-topic surveys and where the 
information of interest is sufficiently salient to other household members, collecting proxy-
reported information through a knowledgeable, purposively selected household member can 
constitute an alternative that is reasonably accurate and less challenging to implement from a 
survey design perspective. 

Figure 3: Estimated COVID-19 vaccine coverage under varying survey design choices 

 

Finally, discrepancies between survey estimates of COVID-19 vaccine coverage and 
administrative data may also be related to flaws and weaknesses in administrative data systems 
(Shapira et al. 2021; Rosenbaum and Waugaman 2022). Gaps in the administrative data can, for 
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example, arise when handwritten records are not fully digitized, reported with error, or records are 
not passed on by all health care providers (Shapira et al. 2021). In the case of COVID-19, evidence 
from a survey of 42 USAID country offices has documented that such issues have been 
commonplace (Rosenbaum and Waugaman 2022). 

We provide indicative evidence of such flaws and weaknesses, which had previously also been 
documented in the case of routine immunizations (Lim et al. 2008; Sandefur and Glassman 2015; 
Cutts et al. 2016; Galles et al. 2021) and quantify their potential effects on reported COVID-19 
vaccination rates. Survey data can thus serve as a complementary source to countercheck the 
official administrative figures and inform policy.  

To this end, phone surveys can provide flexible, cost-effective, and rapidly deployable tools for 
high-frequency monitoring. Phone surveys also facilitate iterative experimentation with design 
choices to ascertain the robustness of the evidence compiled. This would either be prohibitively 
expensive or outright impossible at similar scale in the case of in-person surveys or administrative 
data. 

Both monitoring and experimentation was possible because of the existing survey infrastructure 
building on longitudinal in-person households, which allowed for broad population coverage and 
comparatively low non-response rates (Gourlay et al. 2021) as well as providing a nationally 
representative benchmark for the phone surveys.  

 

6 Conclusion 

Studies from before the COVID-19 pandemic have found substantial discrepancies in LMICs 
between routine childhood immunization rates reported in survey and administrative data, hence 
creating a dilemma for research and policy (Galles et al. 2021; Danovaro-Holliday et al. 2021; 
Cutts et al. 2016; Burton et al. 2009; Lim et al. 2008). In this study, we show that such 
misalignment is also widespread in the context of COVID-19 vaccinations. In a sample of 36 
LMICs, the survey data statistically significantly exceeds figures reported in administrative 
sources in 35 out of 57 survey rounds and by 47% on average. This pattern is particularly striking 
and consistent in Sub-Saharan Africa. 

We investigate a number of potential explanations for this discrepancy, focusing on possible errors 
of representation and errors of measurement in phone survey data from five Sub-Saharan African 
countries. The gap between both data sources shrinks when accounting for selection bias at the 
respondent level but remains substantial in most cases. While we cannot experimentally probe the 
administrative data in the same way as the survey data, we present indicative evidence pointing to 
some weaknesses and inaccuracies in administrative data. 

Our findings make several substantial contributions. 

First, we show that substantial misalignment between survey-based and administrative vaccine 
coverage rates plagues COVID-19 data, the largest vaccination effort in history. Our study is the 
first to document these discrepancies in a cross-country sample and a low- and lower-middle 
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income context. We show that the direction of misalignment generally runs counter to what was 
previously observed in the case of routine immunization rates before the pandemic: Survey 
estimates systematically exceed vaccine coverage reported in administrative sources across most 
countries we study. This evidence suggests that the ongoing effort to reach widespread COVID-
19 immunization in LMICs relies on data that would imply (sometimes vastly) different policy 
conclusions depending on the data source consulted. 

Second, our results suggest that phone surveys can be a suitable and reliable tool for COVID-19 
vaccination research and possibly other health policy contexts, supporting the robustness of 
findings from a large body of research during COVID-19 that relied on these data (Kanyanda et 
al. 2021; Solís Arce et al. 2021; A. Reza et al. 2022; Wollburg, Markhof, et al. 2022; Wollburg et 
al. 2023). While survey estimates are somewhat sensitive to design choices, especially the 
selection of respondents to be interviewed, commonly feared and hard to ascertain non-sampling 
errors in phone surveys, such as mode effects, panel conditioning, and experimenter demand, 
appear not to affect estimates of vaccine uptake meaningfully. Careful survey design can limit the 
effects of sampling errors.  

Third, our experimental results inform best practices for future phone survey-based research and 
policy beyond the COVID-19 context. Our results suggest that random respondent selection, 
wherever possible from an up-to-date roster of household members, can successfully mitigate 
errors of representation and should be preferred for collecting detailed, individual-level 
information on vaccine and health-related issues. This particularly applies where the information 
collected would be less salient to other household members such as (vaccine) attitudes and 
personal sentiments. Collecting proxy-reported information through a knowledgeable, purposively 
selected household member can constitute an alternative that is reasonably accurate for salient 
information such as vaccine uptake, is less challenging to implement from a survey design 
perspective, and is applicable to multi-topic surveys that require the selection of a broadly 
knowledgeable respondent.  

In this sense, our findings also underscore the complementarity between phone and face-to-face 
surveys. The latter remain indispensable to provide a recent sampling frame for households and 
individuals which our results suggest are some of the mainstays of reliable estimates. At the same 
time, phone survey data can complement face-to-face data collection. For example, the usefulness 
of survey data for policy has been limited by its low frequency (every 2-3+ years) and the difficulty 
of conducting surveys in hard-to-access or conflict-affected areas (Cutts et al. 2016, Danovaro-
Holiday et al. 2021, Burton et al. 2009). Phone surveys offer the opportunity to improve on these 
limitations. 

As phone surveys have been proposed as flexible vehicles for (health) data collection (Gourlay et 
al. 2021, Zezza et al. 2022, Glazerman et al. 2023) our findings may find direct application in 
future (vaccine) data collection efforts. Such efforts may include campaigns to catch up on 
(foregone) child immunization which saw the largest sustained decline in 30 years during the 
COVID-19 pandemic (WHO 2022, The Lancet Child & Adolescent Health 2021, Causey et al. 
2021) or a large-scale rollout of the first Malaria vaccine (Wilyard 2022). 
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Our study faces several limitations. Most notably, we cannot assess the reliability of administrative 
data directly. Our focus on survey-based sources of error is justified due to the importance of 
survey data for health research and policy but leaves the possibility of (non-negligible) error in the 
administrative data (see Sandefur and Glassman 2015, Lim et al. 2008). In this regard, the evidence 
we present on potential issues in administrative data sources should only be considered indicative. 
Having access to disaggregated administrative data, for example by sex, age, and lower 
administrative levels, or gaining systematic insights into the data pipeline would allow for a more 
complete assessment of the matter. Similarly, we cannot benchmark our estimates against an 
objective truth that would allow us to exactly quantify the amount of bias in either data source or 
collect self-reported information from each household member. Our study is limited to assessing 
the relative bias of different design choices. We further cannot rule out that there are interaction 
effects between different sources of potential bias, such as between survey mode and other sources 
of error. While most of our experiments were conducted across multiple countries, we cannot 
ascertain whether they would in all cases provide the same results when repeated for a different 
set of countries or at a different time. 

Returning to this paper’s title, our study suggests that for vaccination campaigns in LMICs to be 
accurately informed, researchers and policy makers should pay close attention to discrepancies 
between different sources of data and the possibly diverging policy conclusions they purport. This 
study advances our understanding of the sources of such discrepancies in (phone) surveys and 
concludes that when adequately designed, they can become an important asset in the health data 
collection toolkit of researchers and policy makers alike. 
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Appendix 

Table A1: Country coverage 
Country Number waves Data collection period 
Argentina 1 05/21-07/21 
Belize 1 05/21-07/21 
Bolivia 1 05/21-07/21 
Brazil 1 07/21-09/21 
Bulgaria 2 07/21; 10/21 
Burkina Faso 3 04/22-05/22; 09/22; 12/22-01/23 
Colombia 1 05/21-07/21 
Costa Rica 1 05/21-07/21 
Dominica 1 05/21-07/21 
Dominican Republic 1 05/21-07/21 
Ecuador 1 05/21-07/21 
El Salvador 1 05/21-07/21 
Ethiopia 1 12/23-01/22 
Gambia, The 3 09/21; 10/21-11/21; 11/21-12/21 
Guatemala 1 05/21-07/21 
Guyana 1 05/21-07/21 
Haiti 1 05/21-07/21 
Honduras 1 05/21-07/21 
Indonesia 2 03/21; 10/21 
Iraq 3 06/21; 07/21; 09/21 
Jamaica 1 05/21-07/21 
Kenya 1 11/21-03/22 
Lao PDR 1 11/21; 
Malawi 3 04/21; 02/22; 07/22-09/22 
Malaysia 2 05/21-06/21; 10/21 
Mexico 1 05/21-07/21 
Nicaragua 1 05/21-07/21 
Nigeria 3 11/21-01/22; 03/22-04/22; 08/22 
Paraguay 1 05/21-07/21 
Peru 1 05/21-07/21 
Philippines 1 05/21-06/21 
St Lucia 1 05/21-07/21 
Tanzania 1 12/21; 
Thailand 1 05/21; 
Uganda 2 09/21-11/21; 08/22 
Uzbekistan 8 04/21; 05/21; 06/21; 09/21; 10/21; 11/21; 01/22; 02/22 
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Table A2: Proxy reporting accuracy 
  Burkina Faso Malawi Uganda 

Vaccination status 93.1 80.7 93.6 
  (91.3 to 94.8) (77.8 to 83.7) (92.1 to 95.2) 

Number of doses received 95.7 69.9 87.5 
  (92.7 to 98.6) (63.2 to 76.5) (84.9 to 90.1) 

Vaccine acceptance 53.2 55.6 54.1 
  (48.9 to 57.5) (40.5 to 70.7) (48.3 to 59.8) 
N (Vaccination status) 808 690 975 
N (Number of doses) 185 186 633 
N (Vaccine acceptance) 515 45 296 
Note: Share of accurate proxy reports by main respondent about the random respondent when compared with self-
reported information from the random respondent. Estimates exclude cases where the main respondent was 
identical to the random respondent. Accuracy for the number of doses received includes only cases where the 
main respondent correctly reported the vaccination status in the first place. Accuracy for vaccine acceptance only 
includes cases where the main respondent reported that the random respondent was not vaccinated. All values in 
percent. 95%-Confidence Intervals in parentheses. 
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Table A3: Summary of results 

Issue Sample Survey Estimate Admin Data 
Survey estimates vs. administrative figures 

Alignment between survey 
and admin data 

Purposively selected main 
respondents 

7.7 pp difference (85.8%) 
10.8 pp difference (98.9%) in absolute terms -- 

Baseline Phone Survey 
Estimates 

Purposively selected main 
respondents 

BFA: 40.0% (05/22), 49.9% (09/22), 53.2% (01/23) 
ETH: 54.1 
MWI: 9.7% (04/21), 39.2% (02/22), 51.6% (09/22) 
NGA: 26.5% (01/22), 49.7% (04/22), 53.7% (08/22) 
UGA: 34.9% (11/21), 86.0% (09/22) 
  

BFA: 19.3% (05/22), 24.3% (09/22), 35.7% (02/23) 
ETH: 59.1% (01/22) 
MWI: 2.3% (04/21), 13.1% (02/22), 26.2% (09/22) 
NGA: 10.3% (01/22), 18.2% (04/22), 32.3% (08/22) 
UGA: 14.8% (11/21), 71.0% (09/22) 
  

Survey Data: Errors of representation 

H1: Household Sample 
Selection General population sample 29.5% 20.1% 

H2: Respondent Selection 
Randomly selected respondents BFA: 34.8%, MWI: 45.2%, UGA: 78.0% BFA: 24.3%, MWI: 26.2%, UGA: 71.0% 

All HH members (proxy-reported) BFA: 19.3%, MWI: 20.3%, UGA: 41.0% BFA: 13.6%, MWI: 14.9%, UGA: 38.9% 

Survey Data: Errors of measurement 

H3: Survey Mode Phone survey HHs interviewed 
in-person 30.5% 20.1% 

H4: Panel Conditioning First-time respondents 26.0% 10.3% 

H5: Proxy Reporting 
Accuracy 

All HH members (proxied but 
using random respondents' self-
reports where possible) 

BFA: 19.5%, MWI: 21.5%, UGA: 41.3% BFA: 13.6%, MWI: 14.9%, UGA: 38.9% 

H6: Experimenter Demand 
Postive demand framing BFA: 50.1%, ETH: 49.0% 

BFA: 35.7%, ETH: 59.1% 
Negative demand framing BFA: 50.3%, ETH: 50.4% 

Note: Summary of estimated vaccine coverage rates under different survey design choices and comparison to administrative figures. All estimates weighted with 
re-calibrated household weights (Ambel et al. 2021) except those under H6 where the phone survey sample was split into treatment groups. 


