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Introduction

 
Timely Information on Welfare is Critical for Effective 
Policymaking

As the World Development Report 2021: Data for Better Lives highlights, data is 
a foundational input for improving development outcomes through enhancing 
the effectiveness of policymaking. However, the degree to which data can gener-
ate value for development depends on its quality (World Bank, 2021b). One critical 
aspect of data quality is timeliness. Having up-to-date information is essential for 
policymakers to finetune policies as conditions change. In a contemporary global 
environment marked by heightened uncertainty in the face of challenges such as 
climate change, conflict, and pandemics—the need for more timely sources of 
data to inform policy is particularly pressing. 

In the context of policies to reduce poverty and vulnerability, more timely 
information on household welfare is needed. Traditional methods produce 
measures of household welfare too infrequently to meet the needs of many 
policymakers. Official measures of poverty are derived from household surveys, 
which (even in ideal settings) are only conducted every few years—given the 
financial and administrative costs involved. In many settings, and particularly 
in low-income and fragile countries, these surveys are conducted with much 
greater lags.1 However, by combining traditional surveys (“baseline data”) 
with different modelling approaches and alternative sources of frequently col-
lected data (“auxiliary data”)—it is possible to develop monitoring systems that 

1  On average, the most recent household survey in the World Bank’s Poverty and Inequality Platform 
(PIP) is over six years old. Of the 168 countries in PIP, 37 percent have data that is more than five years 
out of date; of the 56 IDA countries in PIP, 52 percent have data that is more than five years out of date 
(September 2023 PIP Update).

https://pip.worldbank.org/home
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provide up-to-date estimates on the evolution and status of household welfare. 
Investing in this capacity to monitor welfare in “real time” is essential to both 
(i) inform new policy action in the wake of shocks and (ii) enhance the adap-
tive capacity of existing policies as circumstances change. In addition to serving 
as inputs to effective policymaking, many of the approaches discussed can be 
applied in the context of project monitoring. See Box 1 for a discussion on how 
we define monitoring of "welfare" in "real time". 

Methodological and technological advances have 
expanded our ability to monitor welfare in real time 

In recent years, the World Bank’s Poverty and Equity Global Practice (GP) has 
increased its capacity to provide more timely information on welfare. In close 
collaboration with internal and external partners, we have led efforts at the country 
(responding to context specific needs) and corporate levels (related to the global 
monitoring of poverty) to implement a broad range of modelling approaches and 
leverage or collect new sources of high-frequency auxiliary data. Moreover, this 
work has increasingly benefited from frontier methodological approaches (for 
example, machine learning) and data sources (for example, big data) that can 
enhance the performance of existing methods. While ongoing for some time, the 
work was greatly scaled up in the context of recent crises such as the COVID-19 
pandemic and climate-related disasters.

This typology takes stock of the growing body of work on real-time welfare 
monitoring, bringing together existing resources and lessons learned in one 
place. It aims to offer an overarching roadmap to help teams navigate differ-
ent approaches and identify the best fit for answering a specific question in a 
given context. The “best fit” approach may differ across settings depending on 
a country’s data ecosystem and implementation constraints. This typology sys-
tematizes the decision-making process by laying out the various advantages, 
disadvantages, underlying data requirements, and assumptions of different 
approaches. While primarily drawing the Poverty and Equity GP’s work, the 
typology aims to contextualize real-time monitoring within a broader body of 
research and towards recent innovations in the field. The research this typology 
has produced is part of a broader global initiative of the GP on moving “Towards 
Real-Time Monitoring of Welfare” and will be complemented by a more detailed 
technical handbook (forthcoming). 
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Box 1 Defining Real-time Welfare Monitoring 

What do we mean by “real time”? This typology uses the term “real 
time” to refer to information produced with a shorter lag than tradi-
tional household surveys allow. For welfare monitoring, where survey 
gaps often span multiple years, data produced with weekly, monthly, 
or even yearly periodicity may be considered “real time.” The goal of 
the various approaches described in this typology is to provide the 
most up-to-date welfare information possible, given the feasibility 
constraints for doing so reliably. It does not necessarily imply instan-
taneous updates.

How do we define “welfare”? We use the term “welfare” broadly to 
encompass multiple dimensions of well-being. The typology high-
lights examples of welfare monitoring across a range of dimensions 
with a focus on monitoring monetary poverty at the national level, 
reflecting the extensive work produced by the Poverty and Equity GP 
on this aspect of well-being. 

Monetary poverty is a state of deprivation characterized by a lack of 
sufficient income or financial resources to meet basic needs, such as 
food, shelter, clothing, and healthcare. It is typically measured by com-
paring an individual’s or household’s income or consumption against 
a defined poverty threshold or poverty line, with those below the 
threshold considered monetarily poor. 

Monetary poverty measurement is data intensive and challenging 
in data-deprived contexts. In some cases, directly measuring other 
dimensions of welfare (for example, food security, employment, hous-
ing, education) may be easier and equally insightful for understanding 
changes in individual well-being. 
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A Typology in Two Parts: Methods and Data

This typology is organized in two parts. The first part focuses on methods, map-
ping out analytical models that leverage micro, macro, and big data to nowcast 
poverty and other welfare measures. The second part focuses on data, listing 
options to collect high-frequency data or better harness existing sources. Most 
approaches require a strategic combination of both—with models requiring 
high-frequency data as a key input (Figure 1). 

Figure 1 Real-time welfare monitoring requires a combination of modeling 
and high-frequency dataFIGURE 1 Real-time welfare monitoring requires a combination of modeling and 
high-frequency data 

Part 2: Data
Efforts for the collection 
of new data and better 
harnessing of existing 
data

Part 1: Methods
Analytical models to 
leverage micro, macro, and 
big data to update poverty 
and other welfare measures

Notably, most approaches rely on having recent baseline data as a precondi-
tion (Box 2). In this sense, these approaches are not meant to be a substitute for 
investing in traditional surveys (such as household budget surveys or censuses); 
in fact, having a relatively recent baseline survey is a critical input to ensure the 
quality and accuracy of the modeling and data collection methods covered in this 
typology. When this is not the case, the feasibility of real-time monitoring may be 
limited, and the collection of new baseline data may be required. 
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Box 2 Building on a Strong Foundation: Baseline Data is a 
Prerequisite for Real-time Monitoring 

Methods for imputing poverty and high-frequency “auxiliary data” are 
not yet substitutes for traditional household surveys, which remain 
the foundation of reliable welfare estimates. A full survey with com-
prehensive welfare information (such as a household budget survey) 
or population information (such as a census) is often a prerequisite to 
effectively apply the approaches described here. 

Figure 2 shows how to think about these different data sets and how 
they together feed into models to monitor welfare in real-time. This 
typology refers to this foundational data as “baseline data.” However, 
in the language of machine learning it can also be thought of as “train-
ing data.” Training data serves a pivotal role, providing the underlying 
information necessary for models to learn patterns, classify data, and 
make predictions. The quality and quantity of training data signifi-
cantly impacts the performance and accuracy of the algorithm. If train-
ing data on welfare is non-existent or too out of date, these methods 
will be unreliable. 

The methods and data sources discussed in this typology should be 
seen as complementary to rather than substitutes for traditional sur-
veys. As such, efforts to advance the real-time monitoring of welfare 
greatly depend on continued investments in closing foundational data 
gaps. The World Bank has long been working with country partners to 
invest in the modernization of national statistical systems. At the global 
level, this work is being led by the Global Solutions Group on Data for 
Policy. This includes an important effort to close poverty-related data 
gaps, including through the implementation of more frequent house-
hold surveys. While much progress has been made in recent years, 
there is still a long way to go.
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Figure 2 The ingredients for real-time welfare monitoring
FIGURE 2 The ingredients for real-time welfare monitoring

Data with welfare 
information (e.g., budget 
survey or specially 
collected data with 
welfare information)

Another micro survey 
(LFS, DHS, specially 
collected survey)
Macro data (e.g., GDP)
Big data (e.g., geospatial, 
admin, digital trace)

Survey or non-survey 
imputation
GDP-growth models
Microsimulations

Baseline dataBaseline data

Auxiliary dataAuxiliary data

Model

Part I: Methods

This portion of the typology provides an overview of various types of methods 
that can be used to impute or predict welfare in “real time”. These methods uti-
lize timely information from “auxiliary data” sources (such as micro surveys, mac-
roeconomic statistics, or other big data sources) and model relationships with 
variables in older baseline data to estimate missing data points. 

Figure 3 provides an overview of methods of real-time monitoring for differ-
ent use cases. The main types of methods discussed in this typology are covari-
ate-based nowcasting, GDP-based nowcasting, and microsimulation models. 
Researchers have all these methods at their disposal when the objective is to 
obtain an updated poverty-rate nowcast. GDP-based nowcasting needs to be 
modified to capture differences across income distribution, while the other 
methods incorporate distribution sensitive nowcasts. When researchers aim 
to incorporate different mechanisms and indirect effects, they need to rely on 
microsimulation models. Finally, microsimulation models and related vulner-
ability functions are useful for updating estimates to account for the impacts 
of shocks. Covariate-based nowcasting can also provide estimates of shock 
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impacts, but typically only when combined with data collection efforts, which 
are discussed in further detail in part 2 of this typology. 

Figure 3 Methods for real-time monitoring for different use casesFIGURE 3 Methods for real-time monitoring for different use cases 

Use case Methods

Poverty-rate 
nowcast Covariate-based 

nowcasting 
(section 1.1)

Micro-simulation 
(section 1.3)

Distribution-
scaling 

(section 1.2)

Can incorporate assumptions 
about distributional changes

GDP-poverty 
elasticity 

(section 1.2)

Estimates along the 
income distribution

Incorporate and 
understand mecha-
nisms or indirect effects

Nowcasting changes
in welfare after shocks

Collection of
ex-post data 

(section 2.1)

Vulnerability 
analysis

(Appendix 4)

Monitor  proxy or 
leading indicators 
for welfare

Harnessing data (section 2)

Ultimately, choosing between the various methods will depend on the use 
case and to a large extent on the underlying data requirements and the scale 
of analysis (for example, subnational, national, regional, global). Moreover, 
implementing these methods requires different inputs in terms of skills, time, 
and financial resources. Depending on the constraints that a team faces in a given 
context, different approaches may be better suited to the realities on the ground. 
This typology features several decision trees to help users think through which 
method(s) are better suited to different contexts and objectives. 

Part II: Data

The timeliness of welfare estimates produced by the methods depends entirely 
on the timeliness of the auxiliary data inputs. Reliable, high-frequency and 
up-to-date data sources are critical for any approach to monitor welfare in real 
time. Part II of this typology focuses on two key efforts: (i) collecting new high-fre-
quency data, and (ii) better harnessing existing sources of high-frequency data 
(Figure 4 illustrates a few examples). 
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Figure 4 Data for real-time monitoring: Collecting and harnessing high-
frequency dataFIGURE 4 Data for real-time monitoring: Collecting and harnessing 
high-frequency data

Collecting 
New Data

Rapid 
surveys

• Phone
• Face-to-Face
• Online and 

messaging-based

• Satellite imagery
• Nighttime lights
• Vegetation indices

• Call detail records
• Social media data

• Tax data
• Barcode scanner data
• Social registries

Digital 
trace data

Administrative 
data

Existing 
Data
Sources

Geospatial 
data

These more frontier types of data sources can be leveraged in several ways for 
real-time monitoring. First, they can complement existing baseline survey data 
as an input to improve the nowcasting methods discussed above. This can be par-
ticularly useful when existing survey data is not recent, does not cover the whole 
population, or lacks specific dimensions that are relevant for welfare estimation. 
Second, they can offer a broader picture on welfare when data constraints limit 
the feasibility of estimating monetary welfare. In many cases, other (non-mon-
etary) measures are very informative in depicting welfare trends or differences 
between populations. Variables such as employment, food security, or subjective 
well-being may be available from other sources or can be collected more easily 
than full information on income or consumption. Third, leading indicators, such 
as predictions of droughts or floods or inflation data, can provide important sig-
nals of changes in welfare, before these are observable in survey data. These last 
two use cases are summarized by the last row of Figure 3.

Selecting the best-fit approach

This typology is not meant to be prescriptive nor does it rank approaches. 
Rather, it seeks to provide a more structured way to help users identify a 
core set of available options and systematically think through the trade-offs 
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between them. Each approach covered in the typology includes a discussion on 
the main characteristics, caveats, and lessons learned—alongside a collection of 
resources. The best-fit approach in one context may not always translate success-
fully in another. In all cases, it will be critical to keep in mind the core policy ques-
tion driving the analysis as well as the broad range of data ecosystems in which 
users will be seeking to apply these methods, ranging from stable settings rich in 
frequent baseline and auxiliary data to fragile and conflict-affected settings with 
very limited data inputs and high implementation constraints.
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1. 
Methods for Nowcasting  
Welfare — With a Focus  
on Monetary Poverty 

 
 

Nowcasting and imputation methods leverage baseline data that contains a 
direct measure of welfare and more recent auxiliary data sources with which 
welfare is imputed. The baseline data provides the foundation of the analysis, con-
taining variables with which welfare can be estimated (for example, from a house-
hold survey). Auxiliary data sources vary; some models make use of household 
microdata such as labor force, census, demographic and health, or specially col-
lected household surveys; others rely on more economy-wide data such as current 
GDP or Final Consumption Expenditure numbers. Some methods also use big data 
sources such as geospatial or call detail record data. Still, almost all these methods 
need the baseline information to understand how these auxiliary variables relate to 
welfare or require baseline income distributions to make inferences about changes 
in welfare. 

In the following, several different methods of estimating welfare and poverty 
are described in more detail, with specific guidance on advantages and disad-
vantages, and example use cases and links to further resources are provided. 
Annex 1 provides a summary of the different methods, which are discussed in this 
typology, including requirements for the method to accurately estimate welfare 
indicators and what limitations the method has. 

Before we move on, it is important to note that all models described next rely 
on important assumptions that need to be assessed and possibly validated in 
each context. When feasible, it is recommended to run different options to com-
pare results. Triangulation of findings with other external sources of information 
is also advisable. Finally, all methods have errors, and wherever possible, confi-
dence intervals should be reported with the results. 
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1.1 Nowcasting Welfare Using Survey and Other 
Non-survey Covariates

Survey and non-survey-based imputation methods (covariate-based 
nowcasting) model the relationship between consumption or income and 
other covariates to nowcast poverty. Survey-to-survey imputation methods 
draw upon distributions of consumption (or income) variables and other covari-
ates from a baseline survey to nowcast consumption (or income) levels using 
a recent auxiliary survey, which itself does not hold consumption variables. 
Non-survey-based imputation draws upon information from non-survey auxil-
iary data, such as remotely-sensed geospatial data. These variables can either 
be used to improve survey-based models or to independently form imputation 
models. 

While imputation across space has received considerable attention, advance-
ments in survey-based imputation of welfare over time are still recent. Hentschel 
et al. (1998) and Elbers, Lanjouw, and Lanjouw (2003) initiated a wave of research 
within and outside of the World Bank to adapt imputation methods to estimate 
monetary poverty for poverty mapping. These imputation models have been widely 
used to generate spatially disaggregated welfare information.2 3 More recent work is 
exploring ways to adapt these models to update welfare across time. 

Most commonly, linear regression models are used to impute consumption 
and expenditure variables. Survey and non-survey-based imputation models 
also involve statistical approaches like hot-deck imputation and multiple impu-
tation (MI), which aim to reduce nonresponse bias and improve the overall rep-
resentativeness and quality of survey data.4 Some studies estimate a poor or 

2 For more information about imputation methods across space, see for instance Corral et al. (2022), 
Stifel and Christiaensen (2007), Tarozzi (2007), Christiaensen (2012), Mathiassen (2013), or the report 
“More Than a Pretty Picture: Using Poverty Maps to Design Better Policies and Interventions.”
3 Survey-to-survey imputation can also be useful for other applications beyond updating or mapping 
monetary poverty, such as ensuring comparability of consumption over time or imputing non-mone-
tary welfare metrics. Even when surveys are available, changes in poverty lines or consumption mod-
ules can hinder comparisons of poverty over time. Survey-to-survey imputation has also been used to 
restore comparability in such circumstances (see for example, Lain, Schoch, and Vishwanath (2023), or 
Fernandez, Olivieri, and Wambile (2024)). Moreover, imputation methods are applicable not only for 
monetary poverty estimation, but also for other non-monetary welfare outcomes if relevant predictors 
are available.
4 These methods relate to a larger literature in statistics on missing data or multiple imputation (see, 
for example, Rubin 1987; Carpenter and Kenward 2013). Compared to the standard survey-to-survey 
imputation framework, MI methods typically employ Bayesian estimation techniques, which are more 

https://openknowledge.worldbank.org/server/api/core/bitstreams/1d1fcadc-43e3-541b-8949-fea45dd2a528/content
https://openknowledge.worldbank.org/entities/publication/e62f6f96-58c8-58d2-b63f-341476de7ff1
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non-poor status of a household with a probit or logit model directly (for example, 
Mathiassen 2013), which however comes with stronger and more restrictive set of 
parameter assumptions. Furthermore, a linear model is, in most cases, more effi-
cient, and a continuous dependent variable allows for a larger set of information 
to be included in the model (Dang and Verme 2019). 

While most survey-to-survey imputation applications use linear models, 
non-parametric machine learning models could also be used to model the rela-
tionship between covariates and welfare indicators in the baseline and impute 
in the auxiliary data. Most machine learning applications are classification prob-
lems, imputing poverty headcounts directly, rather than predicting income or 
welfare measures.5 A key difference between most machine learning approaches 
and traditional methods are that the former are non-parametric statistical meth-
ods, while the latter are parametric regression models.6 The key is to choose the 
model with the best predictive power and lowest overfit. There are multiple types 
of machine learning methods that can be deployed, and they vary greatly in terms 
of their complexity and interpretability. Some methods, such as logistic regres-
sion or decision trees are easily interpretable but oftentimes do not offer the most 
accurate predictions. More complex methods, such as random forests, gradient 
boosting or support vector machines, may increase accuracy but are not as easily 
interpreted. The most complex and difficult to apply methods are those that fall 
under the bracket of deep learning. For example, in the context of image classifi-
cation, while Convolutional Neural Networks have proven to be the most effec-
tive, their application requires substantial computing power and methodological 
knowledge. There can also be potential measurement errors.7 Moreover, every 

computationally intensive and complex (Dang et al. 2017). Hierarchical Bayesian models have the advan-
tage of enabling the specification of prior distributions in model parameters, accounting for spatial 
correlation, and providing estimates of uncertainty in the predictions (Steele et al. 2017). The choice of 
imputation method depends on the nature of the data and the specific goals of the survey analysis. 
5 In machine learning terminology, classification problems refer to categorical variables, such as 
“poor” or “non-poor”, while regression problems refer to continuous variables, such as income or wel-
fare measures.
6 Most commonly, machine learning methods are used for the prediction of welfare with non-survey 
data. This is particularly the case for large unstructured datasets, such as remote sensing imagery. 
However, non-survey-based imputation can also be conducted with “traditional” linear regression 
models, which are more often employed for survey-to-survey imputation. Likewise, machine learning 
methods can also be applied in survey-to-survey imputation models. For both survey and non-survey-
based imputation, the best option may be to test different models and choose the one with the best 
predictive power, while having low overfit.
7 Classification procedures do not always correctly assign items in a satellite image. Mismeasurement 
can be mitigated by including non-remotely-sensed data into models (Alix-Garcia and Millimet 2023). 
Partial registries of household-level poverty predictors in Malawi vastly improve the performance of 
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model-based estimation of poverty comes with a degree of uncertainty. Corral et 
al. (2022) discuss some of the considerations and challenges of using machine 
learning for poverty nowcasting.

Examples of survey-to-survey imputation over time combine infrequent house-
hold budget surveys with more frequent labor force or demographic and health 
(DHS) surveys. For instance, Dang, Lanjouw, and Serajuddin (2017) compute pov-
erty rates leveraging more frequent labor force surveys and baseline household 
survey data from Jordan. Household-level demographic and labor status informa-
tion are used to predict consumption variables within the household survey data. 
In a second step, the model is then applied to the same predictors in the labor force 
survey data to impute consumption rates in the more frequently collected labor 
force survey. Cuesta and Ibarra (2017) also use a labor force survey for imputation 
for Tunisia. Douidich et al. (2016) use similar methods for labor force surveys in 
Morocco, while Stifel and Christiaensen (2007) use survey-to-survey imputations 
on DHS data in Morocco. Edochie et al. (2022) use both survey-to-survey imputa-
tion and growth-to-poverty elasticity methods to estimate poverty rates in India, 
with both methods yielding similar results. Beltramo et al. (2020) impute poverty 
rates among refugees in Chad from a UNHCR survey and administrative data. 

While the academic literature predicting welfare or poverty rates using non-
survey-based data and machine learning techniques has grown steadily, appli-
cations imputing welfare over time remain scarce. Non-survey datasets can, 
for example, be remotely-sensed data, such as satellite imagery of buildings or 
infrastructure (Jean et al. 2016, Yeh et al. 2020), or digital trace data, such as call 
detail records from phone users (Blumenstock, Cadamuro, and On 2015). Yet, 
studies that explicitly investigate changes over time are rare and at the time of 
writing, the authors are not aware of any studies that have been successful in 
reliably capturing changes in monetary or asset-based welfare over time.8 For 
instance, Browne et al. (2021) find that nowcasting asset-based poverty and mal-
nutrition using DHS survey data and various geospatial data sources is much less 

machine learning models that combine survey and satellite imagery for the purpose of village-level 
targeting (Gualavisi and Newhouse, 2022). Hence, in many cases traditional survey data can improve 
the accuracy of geospatial data for poverty and welfare prediction. 
8 Yeh et al. (2020) use deep learning models based on satellite imagery and survey-based wealth esti-
mations, which they find to predict 50 percent of the variation of district-level changes in wealth over 
time. In general, non-survey-based imputation models are found to achieve higher predictive accuracy 
when imputing wealth indicators than consumption variables, meaning that changes over time might 
be difficult to capture (Barriga-Cabanillas et al. 2022, Merfeld and Newhouse, 2023). Gualasavi and 
Newhouse (2021) show that collecting partial registries of villages improves the predictive accuracy of 
imputation models using geospatial data.
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accurate than cross-sectional estimations, especially at more disaggregated lev-
els of observation. Marty and Duhaut (2024) compare different models and data 
sources to predict poverty, finding models explain only between 4-6 percent of 
variation in asset-wealth over time (26 percent being the maximum in one coun-
try). Predicting non-monetary welfare indicators such as food security over time 
is more feasible than predicting monetary or asset-based welfare indicators (see 
for example, Andree et al. (2020) or Tang et al. (2021)).9 

Blumenstock, Cadamuro, and On (2015) provide an application of non-survey-
based imputation to update poverty estimates over both space and time by 
collecting additional auxiliary data. The authors predict district-level poverty 
rates in Rwanda using detailed phone record data. In absence of baseline data 
to link welfare measures with call detail record data, the authors collected sur-
vey data from a small sample of the phone customers, containing information on 
assets and other welfare indicators. With this data, Blumenstock, Cadamuro, and 
On (2015) trained a machine learning model to relate phone usage patterns to 
welfare indicators, and, in a second step, made out-of-sample welfare predictions 
for the whole sample of customers in the CDR data. This study shows how having 
access to real-time CDR data allows to nowcast poverty rates. While this particular 
application required the collection of new baseline data, in some instances, exist-
ing survey data can be linked to big data, for instance through household location 
(see for example, Jean et al. (2016)). Part 2 of this typology presents other exam-
ples in more detail.

Considerations Regarding Reliable Survey- and 
Non-survey-based Imputation

Model instability can occur if the relationship between consumption and the 
predictors in the model changes over time. The main assumption of survey-based 
imputation over time is that the joint distribution between consumption or 
expenditure and other covariates remains stable. Essentially, this assumption 
implies that any observed shifts in poverty levels over time are solely explained by 
changes in the model’s included factors, rather than unobservable changes in the 

9 Moreover, machine learning tools can significantly improve the accuracy of early warning systems 
(McBride et al. 2022). For instance, Lentz et al. (2019) apply LASSO techniques on remotely-sensed 
climate data, data on food prices, and demographic and asset data from LSMS surveys to make 
near-real-time predictions of food insecurity. The authors find that including spatially disaggregated 
demographic and asset data enhances model predictions. Browne et al. (2021) use health indicators 
and an asset index from DHS data, food price data, and climatic indicators to asset and malnutrition 
outcomes in near time using multivariate random forests.
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returns of those factors (Dang, Lanjouw, and Serajuddin 2014; Corral forthcom-
ing). Including variables that are good at predicting changes in welfare over time 
is important to improve the models, but does not ensure that the assumption of 
a stable relationship between covariates and welfare outcomes holds (Stifel and 
Christiaensen 2007; Newhouse et al. 2014). Dang, Lanjouw, and Serajuddin et al. 
(2017) developed a survey-to-survey imputation framework that has been vali-
dated in several different contexts, and that allows for distributions of estimated 
parameters to change over time. However, depending on the model used, differ-
ences between predicted and observed rates can be considerable (for instance, MI 
models performed worse than others in their study).

Another important condition is that predictors need to be comparable between 
the surveys. Different types of surveys (for example, household and labor force sur-
veys) may have different definitions of variables used for imputation, such as house-
hold size or labor force participation. In such cases, variables do not follow the same 
distribution across surveys, violating a key assumption in imputation designs. For 
instance, Newhouse et al. (2014) and Dang (2021) find differences in estimated pov-
erty from household and labor force surveys. Simple t-tests for equality of distribu-
tions can be used to test this condition (Dang et al. 2021). The Dang, Lanjouw, and 
Serajuddin (2017) framework includes procedures for the standardization of vari-
ables across surveys, should the condition be violated, which has been shown to 
be effective (Corral forthcoming). Basically, variables are rescaled by the relative dif-
ferences of their variance and anchored to their means (see proposition 3 in Dang, 
Lanjouw, and Serajuddin (2017)). Harmonization across surveys can significantly 
reduce bias introduced by variables not being comparable.10 Yet, it is important to 
note that if differences between surveys come from different levels of representa-
tion or coverage biases, these corrections will not fully resolve the problem.

The selection of predictors is also key for good performance of these methods. 
Dang et al. (2023) examine the accuracy and robustness of survey-to-survey imputa-
tion using different types of predictors. First, imputation models that use household 
demographic and employment characteristics can be improved upon by includ-
ing household utility consumption expenditure, assets, or dwelling attributes.11 
Resulting poverty estimates are statistically not distinguishable from true poverty 
rates. Second, geospatial indicators such as soil quality, distance to facilities, or 

10 Another approach to harmonize variables across surveys is reweighting to match means (see for 
example, Roy and van der Weide (2022)). Reweighting may however still yield bias results, as it does 
not affect the distribution of variables (Corral, forthcoming).
11 Including household utility expenditure increases the probability of obtaining accurate poverty esti-
mates by 46 percentage points.

https://academic.oup.com/oep/article/69/4/939/3092067
https://academic.oup.com/oep/article/69/4/939/3092067
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nightlights (in some contexts) further improve the accuracy of estimates. Third, the 
authors find that while these augmented models work well nationally and subna-
tionally, there are some differences in model prediction accuracy between urban 
and rural areas. For urban areas, the inclusion of food, health, education, or utility 
expenditure items matters most, while in rural areas non-food expenditure or utility 
expenditure matters most. When there are two or more earlier rounds of data with 
consumption variables, Dang et al. (2017) propose an Oaxaca decomposition test to 
select predictors for the imputation model. 

Survey-to-survey imputation methods have usually relied on data collected 
face to face. An area for further research is whether they can be used to lever-
age the mounting number of phone surveys. Household surveys administered 
via phone, which are discussed in more detail in part 2 of this typology, prolifer-
ated during the COVID-19 pandemic. Therefore, if recent baseline data exists and 
equivalent predictors are collected, survey-to-survey imputation methods could 
potentially fill this important gap. However, the very nature of phone surveys is 
that they are often collected when face-to-face surveys cannot be collected, for 
instance in fragile contexts where enumerators’ access is limited or during pan-
demic lockdowns. Therefore, model stability assumptions are questionable and 
carefully need to be evaluated.12 Boznik et al. (2017) found no reporting bias in 
predictor variables collected via phone, and that survey-to-survey imputed pov-
erty rates are accurate in a study in Serbia. Phone surveys are shorter than stan-
dard household surveys, but reported consumption rates can be inaccurate in 
some circumstances (Abate et al. 2023). Yet, there is very little evidence on the 
performance of phone surveys for survey- to-survey imputation methods, an area 
which warrants further research. 

Standard multiple imputation procedures can be biased if residuals do not follow 
a normal distribution. If the variable of interest does not follow a normal distribu-
tion in the baseline data, multiple imputation may lead to false predicted values in 
the auxiliary data. To achieve an approximate normal distribution, consumption, 
income or expenditure are typically log-transformed. However, in some cases a 
log-transformation may not solve the issue of a skewed distribution (Yoshida et al. 
2022). Box-Cox transformation or log-shifts can be applied to recover normal distri-
butions and improve imputation accuracy (Corral et al. 2021).13

12 There can also be issues related to sampling bias and lack of representativeness, which are dis-
cussed in part 2.
13 For small area estimation, procedures such as a parametric estimation of the distribution of residu-
als have been developed to deal with non-normal distributions, which are, for instance, incorporated 
in the “sae” command in Stata (Corral et al. 2022).
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Finally, models trained with data in one country are most often not trans-
ferable to other countries without loss of predictive power. The scalability 
of methods to predict welfare from mobile or other big data sources may be 
limited, as the accuracy depends largely on a specific country context. “Off the 
shelf” applications of machine learning algorithms trained on mobile phone 
data from one country to a different country are therefore not advisable in most 
cases (Blumenstock 2018). 

Survey Imputation Methods can be Complemented with 
Data Collection to Deal with Missing Auxiliary Data

When the auxiliary data is not available or not usable due to risks of violating 
assumptions, a strategy can be to collect new auxiliary data. The Poverty and 
Equity GP’s Survey of Well-being via Instant and Frequent Tracking (SWIFT+) 
approach was developed for instances when there is no auxiliary data or when 
the comparability between the baseline and auxiliary data is limited. The key 
value-added of SWIFT+ is complementing survey-to-survey imputation meth-
ods with the collection of low-cost auxiliary data to estimate monetary poverty 
measures.14 The baseline data is used to identify the model and the main predic-
tors of poverty, usually 10 to 15 variables, which are collected in a new survey for 
a representative sample. These variables include some additional fast changing 
variables for better modeling changes in poverty (such as food consumption 
items, employment variables, or economic sentiments) (Yoshimura et al. 2022). 
Because the auxiliary data collection is focused on a few variables, it comes at 
a comparatively low cost. The predictors in the short survey are framed in the 
exact same way as in the baseline survey, which minimizes errors due to lack 
of comparability between the surveys (Yoshida et al. 2022). After the covariates 
have been collected, a standard survey-to-survey imputation model (that is, lin-
ear regression models or machine learning models) can be applied to predict 
consumption or income. 

Similar assumptions and considerations to the standard survey-to-survey 
imputation framework also hold for SWIFT+. Foremost, collecting new aux-
iliary data does not resolve issues with regard to the relationship between 

14 SWIFT+ is preferred to SWIFT 1.0 (the original SWIFT approach) as is allows for time-variant vari-
ables in the modeling. The original SWIFT 1.0 included only slow-changing variables, which reflect 
stocks better than flows. It was updated to incorporate fast-changing consumption variables, which is 
commonly referred to as SWIFT+ or SWIFT Plus. As capturing changes over time is of interest in most 
applications, and especially in the context of real-time monitoring of welfare, we do not elaborate on 
SWIFT 1.0 in this typology. For more details on SWIFT 1.0 see Yoshida et al. (2015).

https://documents1.worldbank.org/curated/en/591711545170814297/pdf/97499-WP-P149557-OUO-9-Box391480B-ACS.pdf
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covariates and consumption or expenditure potentially changing over time. As 
the auxiliary survey is collected and survey questions can be framed in a man-
ner that is comparable to the baseline survey, concerns about variable compa-
rability are however mitigated as long as the auxiliary data collection has the 
same coverage and representativeness of the imputation model.  If the auxiliary 
data does not cover the same population as the model, an assumption must be 
made that the parameters of the model apply for the area/population covered 
by the auxiliary data. 

Lessons Learnt and Resources

Survey-based imputation models are a powerful tool to produce updated wel-
fare estimates. Figure 5 provides an overview of the main survey-based imputa-
tion methods discussed in this section in a simplified decision tree. When both 
baseline and auxiliary data exist, traditional survey-to-survey imputation meth-
ods can used to produce more up to date estimates of welfare (if all assumptions 
are validated). When new auxiliary data is needed, SWIFT+ can be used. 

Figure 5 Survey-based imputation methods simplified decision tree 
FIGURE 5 Survey-based imputation methods simplified decision tree 
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Resources

Survey-imputation

• See Dang et al. (2017)  for a readily applicable survey-to-survey imputation 
method that has been validated in several different contexts. The authors have 
made the povimp Stata package available, which can be used for imputations 
including different modelling options (Dang and Nguyen, 2014).

• For current reviews of survey-to-survey imputation studies, including guidance 
on modeling options and variables to include, see Dang et al. (2023) and Dang 
et al. (2019).

• See Corral et al. (2022) for guidelines on small area estimation for poverty map-
ping, and the sae package for implementation in Stata (Nguyen et al. 2018).

• Yoshida and Aron (2024) and The Concept and Empirical Evidence of SWIFT 
Methodology explain the methodology of the different SWIFT modules and 
applications in detail.

• The SWIFT 1.0 Data Collection Guidelines  includes instructions for applications 
of SWIFT 1.0 in Stata.

• For more information on Rapid Consumption Surveys, see chapter 9 in the 
handbook Data Collection in Fragile States Innovations from Africa and 
Beyond. 

Non-survey Imputation and Machine Learning

• See here a list of World Bank blogs on the topic of machine learning.

• See resources listed in section 2.2 on literature using non-survey imputation 
methods and geospatial data. Note that most of these are for small area estima-
tion, rather than welfare prediction over time.

• Annex 2 includes various examples of studies that have made use of supervised 
machine learning methods and non-survey datasets to predict poverty rates 
in countries or regions without current survey data. Part 2 of this typology dis-
cusses caveats of machine learning models linked to geospatial and CDR data 
in more detail.

https://academic.oup.com/oep/article/69/4/939/3092067
https://ideas.repec.org/c/boc/bocode/s457934.html
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4329816
https://onlinelibrary.wiley.com/doi/full/10.1111/joes.12307
https://onlinelibrary.wiley.com/doi/full/10.1111/joes.12307
https://openknowledge.worldbank.org/server/api/core/bitstreams/1d1fcadc-43e3-541b-8949-fea45dd2a528/content
https://github.com/pcorralrodas/SAE-Stata-Package
https://documents.worldbank.org/en/publication/documents-reports/documentdetail/099011724144533798/p17813013c852c0d182411b397cbad197a
https://elibrary.worldbank.org/doi/abs/10.1596/38095
https://elibrary.worldbank.org/doi/abs/10.1596/38095
https://documents1.worldbank.org/curated/en/591711545170814297/pdf/97499-WP-P149557-OUO-9-Box391480B-ACS.pdf
https://library.oapen.org/bitstream/handle/20.500.12657/22858/1/1007303.pdf%22%20/l%20%22page=175
https://library.oapen.org/bitstream/handle/20.500.12657/22858/1/1007303.pdf
https://library.oapen.org/bitstream/handle/20.500.12657/22858/1/1007303.pdf
https://blogs.worldbank.org/tags/machine-learning
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• The Machine Learning for Disaster Risk Management e-book by GFDRR provides 
a great introduction on machine learning methods and several examples of use 
cases.

• Corral et al. (2023) use real-world data to validate and compare different 
machine learning approaches for poverty mapping.

• Chapter 5 of the guidelines on small area estimation for poverty mapping by 
Corral et al. (2022) compare gradient boosting to traditional poverty mapping 
methods. 

• See this post and paper on poverty mapping using machine learning by Stanford 
University researchers.

• The paper Machine Learning Methods That Economists Should Know About for 
an overview on the topic by Susan Athey and Guido W. Imbens (2019)

• On the topic of poverty prediction, see A review of machine learning and satel-
lite imagery for poverty prediction: Implications for development research and 
applications by Hall et al. (2023).

• A discussion on The Ethics of Machine Learning in a blog post by Berk Özler.

• Another paper on conceptual approaches to Machine Learning: Machine 
Learning: An Applied Econometric Approach by Mullainathan and Spiess (2017).

• Machine Learning trips and tricks cheatsheet gives a short overview over dif-
ferent concepts, models and terminology by Afshine Amidi and Shervine Amidi 
(Stanford University).

1.2 Nowcasting Welfare Using GDP Growth

GDP-poverty nowcasts are a simplification of the complex dynamics of poverty 
and economic growth. The intuition behind these methods is simple and builds 
on the substantial evidence showing that across time and countries economic 
growth is strongly and significantly correlated with declining poverty rates, based 
on survey data (Ravallion 1995, Ravallion 2001, Dollar and Kray 2002, Kraay 2006). 
There are two main approaches to GDP-based nowcasts: distribution scaling and 
the poverty-elasticity method.

https://www.gfdrr.org/sites/default/files/publication/181222_WorldBank_DisasterRiskManagement_Ebook_D6.pdf
https://documents1.worldbank.org/curated/en/099759405012313710/pdf/IDU0c1878458051a40470808a960c8b70982671b.pdf
https://openknowledge.worldbank.org/server/api/core/bitstreams/1d1fcadc-43e3-541b-8949-fea45dd2a528/content
http://sustain.stanford.edu/predicting-poverty
https://www.annualreviews.org/doi/abs/10.1146/annurev-economics-080217-053433
https://onlinelibrary.wiley.com/doi/full/10.1002/jid.3751
https://onlinelibrary.wiley.com/doi/full/10.1002/jid.3751
https://onlinelibrary.wiley.com/doi/full/10.1002/jid.3751
https://blogs.worldbank.org/impactevaluations/ethics-machine-learning
https://www.aeaweb.org/articles?id=10.1257/jep.31.2.87
https://www.aeaweb.org/articles?id=10.1257/jep.31.2.87
https://stanford.edu/~shervine/teaching/cs-229/cheatsheet-machine-learning-tips-and-tricks
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The distribution-scaling method scales the welfare distribution as last observed 
by a fraction of GDP per capita growth. It is typically distribution neutral, scaling 
the whole welfare distribution by the same factor (that is, a linear growth inci-
dence curve) (Kakwani 1993). Poverty rates are then derived from the updated 
levels of welfare. While economic growth can change the income distribution 
of a country (Ravallion 2001), most of the observed changes in poverty can be 
attributed to changes in mean incomes.15 World Bank estimates used for Global 
Poverty Monitoring typically assume distribution-neutral growth. Using distribu-
tion neutral changes in welfare since the last period has been found to outperform 
more complex models, such as estimating poverty directly based on current vari-
ables (Mahler et al. 2022a). Changes in inequality can nevertheless be integrated 
in the method by applying non-linear growth incidence curves, incorporating 
assumptions on how growth attributes to incomes of different households along 
the income distribution (Lakner et al. 2022).16

Shifts in the welfare distribution need to be adjusted by the discrepancy 
between income or consumption growth in household surveys and growth in 
national accounts.17 Research has found differences in income measured using 
national accounts data and household surveys (Ravallion 2003, Pinkovskiy and 
Sala-i-Martin 2016, Prydz et al. 2022). Therefore, a pass-through rate needs to 
be defined to translate GDP growth from national accounts into household 
income growth. Typically, a uniform pass-through rate is assumed. Mahler et 
al. (2022a) estimate separate pass-through rates for when welfare is measured 
from consumption or from income variables. Their estimates suggest that 71 
percent of growth passes through to consumption aggregates and 97 percent 
passes through to income aggregates. Lakner et al. (2022) estimate a pass-
through rate of 0.85 between real GDP per capita growth and welfare measured 
in 1429 survey spells. However, the pass-through rate is likely to be context and 

15 Countries with higher inequality tend to exhibit a lower growth elasticity of poverty than countries 
with low inequality, meaning that economic growth is less beneficial for reducing the poverty rate in 
highly unequal societies (Ravallion and Chen 1997, Bourguignon 2003). Therefore, reducing inequality 
can directly reduce poverty today, if reductions in inequality benefit households below the poverty line, 
and accelerates poverty reduction from economic growth in the future (Bourguignon 2004; Alvaredo and 
Gasparini 2015). In fact, after 2010, the median elasticity of poverty with respect to inequality has been 
shown to be larger than the median elasticity of poverty with respect to growth (Bergstrom 2020).
16 Caruso et al. (2017) similarly propose a simple way of easing the assumption of distribution-neutral 
growth by applying different growth rates along the income distribution. These income-dependent 
growth rates are obtained by calculating the share that each income quantile contributes to overall 
growth between two periods in the past. This adjustment comes with the assumption that the contri-
bution to overall growth of each quantile is stable over time.
17 In general, consumption data is preferred to income data, as it is more directly linked to economic 
welfare.
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country specific. Lakner et al. (2022) propose a model-based recursive partition-
ing process, in which input variables (such as Gini coefficient, median income, 
or population) are interacted with real GDP per capita growth separately and 
Wald tests determine which variables have a statistically significant coefficient. 
The sample is split, based on the variable with the lowest p-value. The algorithm 
is then repeated by applying it to observations in each of the two subsamples 
separately. The result is a set of pass-through rates, that differ between coun-
tries depending on the identified input variables.

The poverty-elasticity method directly calculates how much growth in GDP per 
capita changes the poverty rate. This method computes the elasticity between 
poverty and GDP in the past and predicts current (or future) poverty based on 
changes in GDP.18 While it is possible to calculate elasticities based on only on two 
points in time, estimating elasticities based on multiple periods of GDP growth 
and poverty is favorable. Implicitly, the method is not distribution-neutral if in the 
past changes in GDP affected poverty, also through changes in the welfare distri-
bution. To account for the fact that the elasticity between GDP and poverty will 
change over time depending on poverty levels, modeling elasticities should incor-
porate initial poverty levels (Corral et al. 2020).19,20 If elasticities are to be shown in 
terms of consumption or income instead of GDP, pass-through rates as explained 
above can be applied. 

When reliable data on GDP per capita is missing, some studies have resorted 
to alternative data sources to impute changes in GDP. For instance, several 
applications have used nighttime lights data when GDP data is not available 
(section 2.2 will discuss nighttime lights data in more detail). Nighttime lights 
have been shown to be highly correlated with GDP (among other variables) 
(Chen and Nordhaus 2011, Henderson et al. 2012, Bruederle and Hodler 2018, 
Michalopoulos and Pappaiannou 2018), which has proven useful when GDP val-
ues are not reliable (Martinez 2022).21 

18 With more than two periods, regression models, ideally controlling for initial poverty levels, are used. 
19 The authors show that GDP growth translates less to poverty reduction in fragile and conflict affected 
countries, than in other economies.
20 A variant of the poverty-elasticity method is to use semi-elasticities instead, which refers to per-
centage point instead of percent changes in poverty, as a result of a percent change in consumption 
(Klasen and Misselhorn 2006). Effectively, this induces changes at lower incomes to be smaller, but 
changes at higher incomes to be larger.
21 Similarly, Fezzi and Fanghella (2021) use high-frequency electricity market data to estimate GDP loss 
during the COVID-19 pandemic in European countries.
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Considerations Regarding GDP-based Nowcasting

Even though data requirements are smaller compared to other methods, not 
all countries have the necessary data. To calculate the elasticity between growth 
and poverty, at least two comparable poverty estimates from the past need to 
be available, which may not always be the case. Both methods require a rela-
tively recent welfare distribution. Furthermore, not all countries publish national 
accounts. For instance, of all country-year observations without poverty estimates 
in the Poverty and Inequality Platform (PIP), only 53 percent have GDP per capita 
data available, and GDP numbers may not always be reliable in lower-income 
countries (Angrist 2022). 

Estimates are subject to uncertainty. When only two points in time are avail-
able, extrapolating poverty elasticities carries high uncertainty and is not rec-
ommended. Second, an estimate that is too outdated may cause concerns that 
elasticities may have changed. When a recent welfare distribution is available, 
the scaling method is generally preferred (Caruso et al. 2017). Estimating poverty 
directly, as is done with the elasticity method, is outperformed by making use of 
the whole welfare distribution (Mahler et al. 2022a). Model instability can also 
arise when estimates from one country are transferred to another country. This 
can be the case for growth-poverty elasticities or pass-through rates, which are 
often estimated for a subset of countries and then applied globally. Corral et al. 
(2020), however, show that in fragile and conflict affected countries pass-through 
rates are much lower than in other countries.

The accuracy of both methods depends on the stability of the relationship 
between growth and poverty. Economic volatility or significant policy changes 
can change how growth affects poverty. Second, the poverty nowcasts based 
on GDP depend on a good estimation of GDP. A low-quality GDP projection can 
impact the reliability of the methods for estimating poverty. Importantly, as 
GDP numbers are published with a considerable time lag (Bańbura et al. 2013), 
GDP itself is typically imputed from household consumption or industry output 
data, which is then fed into poverty predictions.22 Moreover, changes in GDP and 
changes in poverty do not always move in expected directions. In about 30 per-
cent of cases of all available data in PIP, GDP increases (declines) coincide with 
poverty rate increases (declines). 

22 For more technical and methodological information on nowcasting, see for example, Giannone et 
al. (2008).
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One of the largest issues with GDP-based nowcasting is that it does not capture 
other complex interactions very well. For instance, economic growth in unskilled 
labor-intensive sectors (agriculture, construction, and manufacturing) benefits 
poverty alleviation the most (Loayza and Raddatz 2010). Mahler et al. (2022b) use 
a variety of data sources to incorporate (some) distributional shifts in the GDP 
growth method, for instance, by assigning sectoral growth rates to different pop-
ulations. For the poverty-elasticity method, this entails that if economic growth 
is highly sector specific, estimations can be improved by taking sectoral shares 
and growth rates into account (Mahler et al. 2022b). Ravallion and Chen (2007) 
and Loayza and Raddatz (2010) decompose economic growth by interacting each 
sector’s value-added share in GDP with the growth in sector value added. 23 As 
employment status is highly correlated with being in poverty, a further extension 
of the elasticity method is to include employment elasticities in poverty estima-
tions (see for example, World Development Report 2013).24 

Despite its limitations, nowcasting based on GDP has been shown to provide a 
simple and comparable way to update and project poverty across many coun-
tries. Recent research shows that nowcasting poverty rates based on GDP and 
welfare distributions outperforms alternative more complex models, even when 
the last survey is up to five years old (Mahler et al. 2022a). 

Figure 6 presents a simple diagram that can help navigate the different options 
in this and the following section. If the goal is to produce a point estimate of 
poverty and GDP data is available, GDP-based nowcasting models can be con-
sidered. This may be a particularly good fit when there is a need to provide a 
comparable way to update and project poverty across many countries or when 
more detailed macro data is just not available. While the relative simplicity of 
these approaches allows for greater cross-country comparability, it also comes 
at a cost. If there is a strong need or interest in considering broader distribu-
tional changes, non-linear growth incidence curves can be applied. However, 
if no reasonable assumption can be made on the shape of growth incidence 

23 Relatedly, PovStat—a Microsoft Excel© based program from the World Bank—simulates the poverty 
implications of alternative growth paths of specific economic sectors. The model does not incorporate 
other distributional effects beyond broad economic sectors, and only accounts for employment of the 
household head and neglects non-labor income. Therefore, poverty at the household or individual 
level cannot be computed (Habib et al. 2010). Changes in household welfare are assumed to evolve 
according to changes in per capita output in the sector of employment of the head of the household 
(Essama-Nssah 2005).
24 Viollaz et al. (2023) however find that using employment elasticities underestimates income declines 
after a shock as compared to using actual employment data.
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curves, or the goal is to account for dynamic effects, researchers may need to 
rely on microsimulation models, which are discussed in more detail in the fol-
lowing section. 

Figure 6 GDP-based nowcasting and microsimulations simplified decision tree

NO YES

NO YES

FIGURE 6 GDP-based nowcasting and microsimulations simplified decision tree

Do you have GDP 
growth information 
for the nowcasting 
period?

Consider imputation 
methods or using 
proxy of economy 
activity that could be 
used instead of GDP 
(e.g nightlights)

NO YES
Do you need 
estimates along the 
income distribution?

Do you need to 
consider more complex 
dynamic effects?

Consider 
GDP-based 
nowcasting

This could happen if: 
things are stable, only 
need point estimate, 
don't have detailed 
macro-micro data, I 
need to do this for 
many countries

Non-linear 
growth 
incidence 
curves

Requires 
assumptions on 
how growth 
affects 
households 
differentially 
along the 
income 
distribution. 
Useful if other 
data is not 
available, but 
growth is not 
assumed to be 
distribution-
neutral.

ADePT 
type 
models 
and CGEs

Allows to 
account for 
multiple 
transmission 
channels, 
general 
equilibrium 
effects and 
captures impacts 
at the micro level 
for the entire 
income 
distribution.



3 3   |   M e t h o d s  f o r  n o w c a s t I n g  w e l f a r e  —  w I t h  a  f o c u s  o n  M o n e t a r y  P o v e r t y

Resources

• Data on income distributions is available on the Poverty and Inequality Platform. 
The povsim Stata package can be used for poverty nowcasting, including linear 
and non-linear incidence curves (Lakner et al. 2014; Lakner et al. 2022).

• The World Bank’s biannual Macro-Poverty Outlook series and the Poverty and 
Shared Prosperity Reports use nowcasting and forecasting methods to estimate 
poverty rates globally, based on macroeconomic indicators. 

• See Yoshida et al. (2014) and Caruso et al. (2017) for a discussion of both GDP-
based methods.

• Mahler et al. (2022a) and Mahler et al. (2022b) describe the distribution-scaling 
method, which is also used in the Poverty and Shared Prosperity Report 2022.

• Corral et al. (2020) use and explain the distribution-scaling and the growth to 
poverty elasticity methods.

• The Poverty and Distributional Impact of Macroeconomic Shocks and Policies: A 
Review of Modeling Approaches includes an overview and discussion of several 
models for distributional analysis.

1.3 Nowcasting Welfare Using Microsimulations 
and General Equilibrium Models

By drawing on richer information that cannot be captured well by methods 
relying only on changes in GDP, microsimulation models can provide a more 
accurate estimation of the poverty rate (Mahler et al. 2022a). Microsimulation 
models draw upon rich data to disentangle how macroeconomic changes affect 
different households along the income distribution. Such granular data make 
it possible to account for different transmission channels and distributional 
effects, which can significantly improve poverty estimates (Montoya Munoz et 
al. 2023). These methods may provide more accurate nowcasts when the rela-
tionship between changes in GDP and welfare is not the same across the income 
distribution, when there are specific types of shocks that have heterogenous 
impacts on different households, and when there is reason to believe that the 
relationship between baseline data and auxiliary data has changed over time. 

https://pip.worldbank.org/home
https://github.com/danielmahler/InequalitySensitiveProjections
https://www.worldbank.org/en/publication/macro-poverty-outlook
https://www.worldbank.org/en/publication/poverty-and-shared-prosperity
https://www.worldbank.org/en/publication/poverty-and-shared-prosperity
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2375459
https://documentsinternal.worldbank.org/search/27743883
https://elibrary.worldbank.org/doi/10.1093/wber/lhac017
https://documents1.worldbank.org/curated/en/099250510052241154/pdf/IDU01d94e70603dc804f990b6130751d75dccb52.pdf
https://elibrary.worldbank.org/doi/epdf/10.1596/978-1-4648-1540-9
https://documents1.worldbank.org/curated/zh/738471468329430154/pdf/wps3682.pdf
https://documents1.worldbank.org/curated/zh/738471468329430154/pdf/wps3682.pdf
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Compared to the GDP-based models, some of these models are considered bot-
tom-up, as they simulate actions and behavior of agents in the economy. Models 
that project macroeconomic changes onto microeconomic distributions are 
called top-down macro-micro simulations. Linking aggregate variables (LAVs), 
such as changes in prices, wages, and employment, form the link between the 
macro- and micro-models.

There is a range of macro-micro models that differ in complexity and coverage. 
Some macro-micro and simulation models aim to capture economic interlinkages 
as closely as possible to account for various direct and indirect effects that shape 
welfare outcomes of households and individuals, incorporating country or region-
al-level computable general equilibrium (CGE) models.25 In such cases, macroeco-
nomic shocks feed into general equilibrium models, which are linked to micro-level 
distributional inputs. Other models are more toned down in the light of the reality 
of the data landscape in many countries, but can still incorporate welfare impacts 
along the income distribution, expanding simpler growth-to-elasticity models. 
Instead of complex CGE models, simple macroeconomic projections are taken from 
macroeconomic forecasts, which form the macroeconomic impact in the simulation 
model. In the following, we summarize the most commonly used simulation models 
focused on consumption or income distributions and poverty in the World Bank. 

The ADePT model simulates the distributional impacts of a macroeconomic 
shock, with relatively limited data and computational requirements. The ADePT 
simulation model is a simple macro-micro model, which projects how macro-
economic changes affect households through a variety LAVs, such as labor and 
non-labor income or food and non-food prices. It is particularly useful when no 
CGE models exist for the country of interest or if there is no interest in model-
ing dynamic effects. It can incorporate behavioral responses of individuals and 
households, such as adjustments in savings or occupation (Olivieri et al. 2014).26 
Figure 7 illustrates the modeling process of ADePT (Olivieri et al. 2014).

There are national and regional extensions to ADePT, which for instance allow 
modeling exercises for several countries at once or that incorporate more com-
plex general equilibrium models. For example, in the Latin America and the 

25 CGEs simulate the market economy, including labor, capital, and commodity markets, and provide a 
tool to measure how specific changes transmit to the economy through prices, activities, and factors of 
production. In the general equilibrium, models capture behavior of households, firms, and the govern-
ment in response to these shocks.
26 Other types of macro-micro models involve iterative convergence methods based on such behav-
ioral responses, which do not impose a top-down relationship but are much more complex to solve.

https://worldbankgroup.sharepoint.com/sites/WBPoverty/SitePages/PublishingPages/ADePT-10042021-230516.aspx
https://worldbankgroup.sharepoint.com/sites/WBPoverty/SitePages/PublishingPages/ADePT-10042021-230516.aspx
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Caribbean region, the Poverty and Equity GP has set up simulation tools to project 
changes in labor market structures and incomes, which includes CGE modeling 
(Montoya Munoz et al. 2023).27 Similarly, for the Africa West region, a model is 
being developed that can be run for 10 countries based on harmonized data. The 
model separates changes in household nominal incomes and cost of living, allows 
for heterogeneity in sector of income, and estimates exposure to inflation based 
on consumption shares. Estimated changes in household welfare come through 
projected changes in sectoral GDP and inflation rates. Other extensions include 
incorporating internal migration in Iraq, and non-constant income-consumption 
shares in SAR.

Figure 7 ADePT microsimulation process, World Bank LAC
FIGURE 7 ADePT microsimulation process, World Bank LAC

Baseline Simulation Assessment of results
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Source: Olivieri et al. (2014).

27 The model includes job losses, labor income changes, and non-labor (remittances) income changes 
as LAVs and has recently been updated to include intra-sectoral variation in wages depending on for-
mality status, which improves model predictions in the medium term (Montoya Munoz et al. 2023).
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Figure 8 The GIDD methodologyFIGURE 8 The GIDD methodology

Source: Bourguignon & Bussolo (2013).
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The Global Income Distribution Dynamic model (GIDD) is a global simulation 
model that ensures cross-country comparability and enables addressing a 
broader set of research questions. The GIDD framework synthesizes household 
survey data from more than 120 countries (Bourguignon and Bussolo 2013). Like 
ADePT, it calculates baseline income distributions, which are then linked to a 
global CGE model. The GIDD model can follow a dynamic process, modeling how 
baseline household characteristics, such as education or household composition, 
change over time in line with demographic projections. However, to estimate 
short-run effects, which are more relevant for real-time monitoring purposes, 
static assumptions are usually sufficient. Figure 8 provides an overview of the 
functioning of the GIDD-CGE model. The CGE model used in the GIDD process is 
the World Bank LINKAGE model. GIDD can also be used to assess the effects of 
global trade integration or of climate change. 

Considerations Regarding Microsimulation and General 
Equilibrium Models 

In general, microsimulation models are based on a set of assumptions, which 
may be overly strict in specific circumstances. For instance, in most models, 
labor and capital is modeled to be immobile, while shocks may cause workers 
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to move from one place to another. The models further assume that the relation-
ships between variables remain stable over time and are not affected by the shock 
themselves. Coverage and nonresponse bias in baseline surveys can have severe 
implications (Figari et al. 2015).28 Furthermore, microsimulation and general 
equilibrium models require setting multiple parameters, which affects modeling 
outcomes. As discussed for GDP-based nowcasting, macroeconomic data is not 
always reliable. 

Assessing the accuracy of complex microsimulation and general equilibrium 
models is rare and difficult. Evaluating the predictive power of CGEs out of 
sample is close to impossible because they often rely on many context-specific 
assumptions and require vast amounts of data that may not be available in all 
settings. Moreover, as simulation and general equilibrium models include many 
channels that can be affected by many factors, such as policy changes, technolog-
ical advancements, or other external shocks, out-of-sample validation is challeng-
ing. Judging the predictive power of such models is therefore difficult.

A common use case for real-time monitoring is to assess the impact of shocks, 
such as natural disasters, on poverty and welfare Annex 4, summarizes a discus-
sion on how vulnerability and damage function models relate to real-time moni-
toring of welfare.

Resources

• The book The Impact of Macro Economic Policies on Poverty and Income 
Distribution presents the foundations of macro-micro evaluation techniques 
and tools, including top-down approaches and general equilibrium models.

• The report The Gradual Rise and Rapid Decline of the Middle Class in Latin 
America and the Caribbean has several applications of macro-microsimula-
tion models. Annex 5 in the report explains the inputs and methodology of 
these models. 

• The World Bank’s biannual Macro-Poverty Outlook series uses microsimula-
tion models to nowcast country-level poverty rates, if data for the country is 
available.

28 Non-take-up and non-compliance are also factors that distort results.

https://elibrary.worldbank.org/doi/abs/10.1596/978-0-8213-5778-1
https://elibrary.worldbank.org/doi/abs/10.1596/978-0-8213-5778-1
https://documents1.worldbank.org/curated/en/831061624545611093/pdf/The-Gradual-Rise-and-Rapid-Decline-of-the-Middle-Class-in-Latin-America-and-the-Caribbean.pdf
https://www.worldbank.org/en/publication/macro-poverty-outlook
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• The methodological section “Introduction to Use of the ADePT Simulation 
Module” by Olivieri et al. (2014) in Simulating Distributional Impacts of Macro-
dynamics: Theory and Practical Applications provides an overview over the 
ADePT model.

• For more information on the CGE-GIDD model visit the Poverty and Equity 
intranet website.

• For more information and Stata code for the AdePT simulation model visit the 
Poverty and Equity intranet website.

• See this page on global tools for Country Climate Diagnostics, which includes 
various climate simulation models.

• The Poverty and Distributional Impact of Macroeconomic Shocks and Policies: A 
Review of Modeling Approaches includes an overview and discussion of several 
models for distributional analysis.

• See SOUTHMOD, a tax microsimulation tool, which is used to compare impacts 
of different policies on poverty and inequality. Another useful tool is The 
Household Impacts of Tariffs (HIT) simulation tool, with which users can simu-
late how changes in import tariffs impact the incomes of households across the 
income distribution.

https://elibrary.worldbank.org/doi/epdf/10.1596/978-1-4648-0384-0_ch1
https://elibrary.worldbank.org/doi/epdf/10.1596/978-1-4648-0384-0_ch1
https://worldbankgroup.sharepoint.com/sites/WBPoverty/SitePages/PublishingPages/ToolGIDD-05262021-200149.aspx
https://worldbankgroup.sharepoint.com/sites/WBPoverty/SitePages/PublishingPages/ADePT-10042021-230516.aspx
https://worldbankgroup.sharepoint.com/sites/WBPoverty/SitePages/PublishingPages/ADePT-10042021-230516.aspx
https://worldbankgroup.sharepoint.com/sites/gsgRDRM/SitePages/PublishingPages/Global-Tools-for-Climate-Country-Diagnostics-02032021-110354.aspx
https://documents1.worldbank.org/curated/zh/738471468329430154/pdf/wps3682.pdf
https://documents1.worldbank.org/curated/zh/738471468329430154/pdf/wps3682.pdf
https://www.wider.unu.edu/project/southmod-simulating-tax-and-benefit-policies-development-phase-2
https://www.worldbank.org/en/research/brief/hit
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2.
Harnessing Data 
for Real-time Welfare 
Monitoring 

 

Timely data is a critical input to produce updated information on welfare. The 
rise of digitalization and new technologies have expanded the types of timely data 
that are feasible to collect or available to draw from. In terms of collecting data, 
greater access to mobile phones and internet connectivity has made it possible 
to use remote data collection modes (for example, phone, online, SMS) in many 
developing country settings. In terms of new data that is available to draw from, 
big data sources such as geospatial data, digital trace data, and administrative 
data continually provide updated information on how different variables are 
evolving. These sources, while not a replacement for traditional face-to-face sur-
veys, can provide information to enhance the value of existing survey data or to 
reduce the sole reliance on that survey data.

There are three ways in which timely data is useful for real-time welfare mon-
itoring. First, timely data provides inputs into models discussed in section 1 of 
this report, which can fill in missing data or complement existing survey data to 
nowcast welfare. Second, even when data is not sufficient to produce poverty 
estimates, timely data can provide up-to-date information on different welfare 
dimensions or proxies of welfare. For instance, changes in food security, employ-
ment status or subjective well-being are all relevant measures of (non-monetary) 
welfare. These variables are easier to collect, as they do not require a detailed 
household budget survey. Third, leading indicators can signal changes in wel-
fare before these are detected by survey data. Examples include predictions on 
drought or floods, inflation forecasts, or using text-mining methods on newspa-
per articles to predict food insecurity (Balashankar, Subramanian, and Fraiberger 
2023). Figure 9 provides an overview of the types of real-time data that are dis-
cussed in this section, and their potential use cases.
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Figure 9 Data for real-time welfare monitoring—types and use cases

Types of data Inputs in models 
as auxiliary data

Proxies of welfare 
measures

Leading  
indicators

Phone survey

Face-to-face survey

Online survey

Geospatial data

Digital trace data 

Administrative data

Note:  indicates that there are fairly successful applications in the area. The yellow shading for using 
phone surveys as inputs into auxiliary models reflects that there have been successful applications but 
more evaluation is needed.

2.1 Rapid Survey Data Collection

High-frequency Phone Surveys

Main characteristics and examples

High-frequency phone surveys (HFPS) have become popular, especially in 
contexts where in-person data collection is difficult. Phone surveys are a useful 
tool for monitoring purposes as they can be collected more quickly, at a much 
higher frequency and lower cost than large-scale face-to-face surveys. In Africa, 
the cost of HFPS was 30-times lower than a face-to-face survey (Zezza et al. 2022). 
However, their scope is usually much reduced, and they do not include extensive 
consumption and expenditure modules. As with other surveys, they can be col-
lected either as cross-sections or as short or medium-run panels (re-interviewing 
the same individuals or households over time).
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While HFPS have been used for some time, the COVID-19 pandemic expanded 
their use dramatically. The pandemic health risk and mobility restrictions led to 
a need to collect information by phone. For example, the Poverty and Equity GP 
conducted more than 500 phone survey rounds in at least 90 countries across all 
regions,29 which can be accessed through the COVID-19 Household Monitoring 
Dashboard. HFPS included different modules and areas of focus related to health 
impacts, vaccinations, economic impacts, education impacts, among others. 
These surveys conveyed important policy-relevant information; for example, in 
Ethiopia they showed that the number of people living in extreme poverty in urban 
areas increased by 33 percent (see Figure 10 below). HFPS have further been used 
to collect information on the impact of the pandemic on businesses, such as with 
the World Bank Business Pulse Surveys. After the COVID-19 pandemic, phone sur-
veys have also been used to track the implications of high inflation or other events 
across countries. 

High-frequency phone surveys have been implemented to track various indi-
cators related to welfare and perceptions of well-being. For example, the 
series of “Listening 2” surveys were designed to provide updated information 
on social and economic well-being every month to support welfare monitoring 
as circumstances change (for example, in the wake of crises or policy reforms). 
The results were able to be reported with a very short time lag, in some cases 
even within a week. These surveys have been successfully implemented in the 
Europe and Central Asia (ECA) region.30  The Listening 2 Tajikistan perception sur-
veys have been running since 2015, and similar efforts have been implemented in 
Uzbekistan, Kazakhstan, and Kyrgyzstan. A key feature of the ECA surveys is that 
they are a representative panel, tracking information from the same respondents 
over time with overall low attrition rates. Such panels are particularly useful in 
tracking changes in welfare, economic status, and well-being over time. When 
a shock happens in between survey periods, its effects on households and indi-
viduals can directly be estimated. Core modules include public services, shocks, 
socio-economic well-being, jobs and employment, incomes, migration, and views 
on policy reform and development priorities. With the ongoing war in the Ukraine, 
Listening 2 phone surveys are being implemented to monitor people’s well-being 
and how the war impacts their livelihoods. These efforts demonstrate the use-
fulness of collecting proxy indicators to inform governments and international 
stakeholders. 

29 See for instance the work in Latin America, Sub-Saharan Africa, and South Asia.
30 Earlier efforts—not as successful due to high non-response—were piloted in Africa and Latin America.

https://www.worldbank.org/en/data/interactive/2020/11/11/covid-19-high-frequency-monitoring-dashboard
https://www.worldbank.org/en/data/interactive/2020/11/11/covid-19-high-frequency-monitoring-dashboard
https://www.worldbank.org/en/data/interactive/2021/01/19/covid-19-business-pulse-survey-dashboard
https://www.worldbank.org/en/country/tajikistan/brief/listening2tajikistan
https://www.worldbank.org/en/country/uzbekistan/brief/l2cu
https://www.worldbank.org/en/country/kazakhstan/brief/l2kaz
https://thedocs.worldbank.org/en/doc/63b8819260fd08d4a5741aa242eff697-0080062024/original/L2KGZ-Brief-Q4-2023.pdf
https://operationsportal2.worldbank.org/wb/opsportal/ttw/about?projId=P173987
https://worldbankgroup.sharepoint.com/sites/P176023/Shared%20Documents/Forms/AllItems.aspx
https://operationsportal.worldbank.org/secure/P174083/home?tab=dashboard
https://worldbankgroup.sharepoint.com/sites/P144/P144894/Shared%20Documents/Forms/AllItems.aspx
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Box 3 Examples of phone surveys in fragile and conflict-affected regions

Data collection in fragile and conflict-affected regions is difficult. When 
the safety of enumerators cannot be ensured, alternatives to standard 
face-to-face surveys need to be explored. Phone surveys have proven 
useful in such contexts. Examples of HFPS include tracking displaced 
populations in Mali and monitoring changes in household welfare and the 
situation of women in Afghanistan. They also have been useful in moni-
toring the situation of hard-to-track or mobile populations, such as refu-
gees or internally displaced persons, who carry their phones with them 
(Kim and Tanner 2023). This blog post summarizes some lessons learned 
from using HFPS to monitor the situation of displaced populations. 

For instance, HFPSs in DRC (13 rounds), Uganda, Somalia, and Burkina 
Faso (three rounds each) tracked internally displaced, refugee, and vulner-
able populations. These surveys made it possible to monitor the status of 
these populations, and their vulnerability to further shocks. Findings sug-
gested that the poverty rate among refugees was high, and the situation 
was exacerbated during the COVID-19 pandemic (see Figure 10). 

Figure 10 Data collection in vulnerable settingsFIGURE 10 Data collection in vulnerable settings

Source: COVID-19 Household Monitoring Dashboard, Monitoring Social and Economic 
Impacts of COVID-19 on Refugees in Uganda: Results from the High-Frequency Phone 
Survey – Third Round.
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Impacts of COVID-19 on Refugees in Uganda: Results from the High-Frequency Phone 
Survey – Third Round.

https://operationsportal2.worldbank.org/wb/opsportal/ttw/about?projId=P149174
https://worldbankgroup-my.sharepoint.com/personal/kbolch_worldbank_org1/_layouts/15/onedrive.aspx?ga=1&id=%2Fpersonal%2Fkbolch%5Fworldbank%5Forg1%2FDocuments%2FApps%2FMicrosoft%20Forms%2FMulti%2DGP%20Real%20Time%20Monitoring%20Stocktaking%20Request%2FQuestion%2FAfghanistan%2DGender%2DMonitoring%2DSurvey%2D%2DBaselin%5FCesar%20A%2E%20Cancho%2Epdf&parent=%2Fpersonal%2Fkbolch%5Fworldbank%5Forg1%2FDocuments%2FApps%2FMicrosoft%20Forms%2FMulti%2DGP%20Real%20Time%20Monitoring%20Stocktaking%20Request%2FQuestion
https://blogs.worldbank.org/developmenttalk/protecting-displaced-populations-during-crisis-lessons-high-frequency-phone-surveys
https://crisisobservatory.org/
https://microdata.worldbank.org/index.php/catalog/4077
https://www.worldbank.org/en/data/interactive/2020/11/11/covid-19-high-frequency-monitoring-dashboard
https://openknowledge.worldbank.org/server/api/core/bitstreams/dc0cc749-e5b4-597c-964d-387de71538fc/content
https://openknowledge.worldbank.org/server/api/core/bitstreams/dc0cc749-e5b4-597c-964d-387de71538fc/content
https://openknowledge.worldbank.org/server/api/core/bitstreams/dc0cc749-e5b4-597c-964d-387de71538fc/content
https://microdata.worldbank.org/index.php/catalog/4481#metadata-sampling
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Caveats for high-frequency phone surveys

Despite their increasing popularity and appeal for monitoring, HFPS are not 
always a good substitute for representative face-to-face surveys. Especially 
in the context of collecting data on poverty and welfare, some disadvantages of 
using HFPSs arise. A few considerations are summarized next.

First, phone surveys need to be significantly shorter, simpler, and focused, 
compared to face-to-face surveys. Researchers need to decide what key areas 
they want to understand and design an instrument that does not exceed more 
than 15-20 minutes. Moreover, questions need to be simple so the respondent 
can answer them by phone. Respondents are more likely to quit interviews or lose 
concentration when interviews become too lengthy, especially in phone surveys 
(Abay 2021). A study in Ethiopia showed that poverty rates collected by a phone 
administered consumption survey are much lower than in a face-to-face survey, 
and that survey fatigue started much earlier in the former than the latter (Abate et 
al. 2023).31 This makes collecting accurate poverty data, which is typically based on 
a full set of consumption and expenditure variables, difficult. Using survey-based 
imputation (for example, with SWIFT+ modules) can partly address this caveat, 
when a full baseline survey exists. 

Second, the surveys cover people who own a phone and have a connection. 
Even though more and more people around the world have phones, still only two-
thirds of the population in low-income countries has a mobile phone (ITU 2023). 
Among those who do have phones, the affordability of using mobile services may 
be a constraint for low-income populations. Hence, surveying only populations 
with a phone may result in coverage bias towards wealthier, urban, and more 
educated households (Himelein et al. 2020, Ambel et al. 2021). Kugler et al. (2021) 
find that household heads, male, and older respondents are most often overrep-
resented in phone surveys in South Asia, Middle East and North Africa and East 
Asia and Pacific.

Third, conditional on focusing on a phone-owning population, the applied sam-
pling method determines the extent to which the surveys are representative. 
The first best sampling strategy is to base the phone-survey sample on an existing 
representative (face-to-face) survey, such as the LSMS or DHS surveys (Himelein 
et al. 2020). This was implemented in many COVID-19 surveys (for example, 

31 Not only respondents, but also enumerators experience fatigue in longer surveys, increasing mea-
surement error (Finn and Ranchhod 2017).



4 4   M E A S U R I N G  W E L FA R E  W H E N  I T  M AT T E R S  M O S T  —  A Typology of Approaches for Real-time Monitoring

Nigeria, Bangladesh urban and Cox’s Bazar surveys, etc.). In the absence of an 
existing frame, an extensively used strategy was to rely on Random Digit Dialing 
(RDD) (that is, to call a random list of phone numbers) (Brunckhorst et al 2023a). 
The reliability of this approach varies significantly depending on how the survey 
is implemented (a good practice example is the SAR regional COVID-19 survey, 
which implemented several quality control measures and strategies for obtain-
ing balanced samples across population groups). The third option is to randomly 
select numbers from telephone lists of telecom providers, which in general is 
faster than option 2, but comes with the same caveats and necessitates establish-
ing arrangements with telecom companies. 

Fourth, response rates are lower in phone compared to face-to-face sur-
veys. Phone numbers are disconnected, electricity or network coverage may 
be faulty, or respondents cannot be reached by phone or incoming calls are 
not trusted, leading to nonresponse bias (Himelein et al. 2020, Brubaker et al. 
2021). Incentivizing participation can reduce nonresponse bias, though highly 
frequent surveys may lead to response fatigue. In the COVID-19 HFPS, attrition 
rates were, however, relatively low (Gourlay et al. 2021). There are moreover 
significant differences in response rates between RDD and survey-based sam-
pling. For instance, a World Bank study found response rates in survey-based 
sampling were 73 percent compared to 36 percent in RDD surveys (Brunckhorst 
et al. 2023b).32 It is also important to pay attention to language barriers. The SAR 
regional COVID-19 survey provides a useful reference on this area as summa-
rized in this blog.

A further bias of phone surveys is that they are skewed towards household 
heads and in some cases a particular gender. When information on the individual 
rather than the household level is of interest, phone surveys may not be suitable 
(if there is only a limited number of phone connections within the household), 
as household heads are much more likely to answer phone surveys than other 
household members (Brubaker et al. 2021). As household heads are more often 
male, there often is also a gender imbalance in survey respondents (not con-
trolling for household head status).33 Household heads for instance are more likely 
to be wage employed and better educated than the overall population (Ambel et 
al. 2021, Kugler et al. 2021). This drawback can be mitigated when information, 

32 In panel studies, attrition rates are also found to be higher in RDD as compared to survey-based 
samples.
33 In COVID-19 HFPS in eight South Asian countries, half of respondents were asked to pass the phone 
to an adult female household member to increase the share of female respondents.

https://blogs.worldbank.org/opendata/what-does-it-take-survey-south-asia-designing-phone-survey-18-languages-measure-covid-19
https://blogs.worldbank.org/opendata/what-does-it-take-survey-south-asia-designing-phone-survey-18-languages-measure-covid-19
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such as labor market status, is collected for all household members, as was done, 
for instance, in HFPS in Nigeria and Madagascar, or by asking to speak to other 
household members explicitly. In some countries, gendered social norms may 
constrain who is able to answer the phone, which also creates a source of bias. 
However, similar concerns also arise in face-to-face surveys.

Different weighting adjustments can be used to improve the representativeness 
of the phone surveys. When the phone survey sample is based on an existing rep-
resentative (face-to-face) survey, the survey data can be used for sampling weight 
adjustments. Demographic and socioeconomic characteristics of both of respon-
dents and non-respondents of the phone survey can be used to adjust sample 
weights (Gourlay et al. 2021; Lee 2006, Kugler et al. 2023, Zhang 2023). There are 
two main methods in adjusting weights. The first, weighting class adjustments, 
splits the phone survey sample into cells by observable characteristics that could 
be correlated with the response-status (such as gender, education, location, age, 
etc.). For each of these cells, the survey weight of interviewed households is multi-
plied with the inverse phone survey response rate (Little 1986, Ambel et al. 2021). 
One advantage of this type of adjustment is that it does not necessarily require 
micro-data but can also be implemented if broader summary statistics of the pop-
ulation are available. The second method is propensity score adjustments, which 
is a model-based technique.34 The actual response status of everyone is regressed 
on observable characteristics (using a probit, logit, or linear probability model). 
The inverse of the resulting predicted probabilities is then multiplied with the 
survey weight (Morgan and Todd 2008, Schafer and Kang 2009, and Austin 2011). 
These individual and more aggregate level weight adjustments can also be com-
bined or sequenced (Zhang 2023).35 

While weight adjustments can reduce sample biases when information about 
the representative underlying sample is available, they still do not always make 
surveys representative. Extensive literature on this shows that non-sampling bias 
is not only determined by observed characteristics. When surveys are drawn from 
RDD or telecom provider lists, data from the sampling population is typically not 
available, which makes the re-weighting even more challenging. 

34 Most COVID-19 HFPS use propensity score reweighting techniques to re-calculate survey weights.
35 There are also other methods of sampling adjustments, such as calibration of nonresponse (see 
Himelein et al. (2020) or Ambel et al. (2021) for further details).
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Rapid face-to-face Surveys

In some settings, it is possible to conduct face-to-face surveys in a more timely 
and frequent manner by narrowing their scope and streamlining data collection. 
This comes at the cost of not having full survey information on all households and 
having to rely on imputation methods. Another way of reducing collection time 
and cost is to leverage local resources and streamline the survey implementation 
process. Rapid in-person surveys can be also useful to assess important specific 
focused questions such as household dynamics in the face of natural hazards 
(Knippenberg, Jensen, and Costas 2019).

Within-survey imputation as a strategy to shorten face-to-face surveys

Within-survey imputation models can be used to reduce the length and associ-
ated cost of data collection. Within-survey imputation models rely on collected 
consumption from only a small part of the sample, which is used to train imputa-
tion models to predict consumption based on covariates collected for the rest of 
the sample. When there is recent auxiliary data with relevant variables, but there 
is either no baseline data or the baseline data is not comparable, only a small HBS 
needs to be collected, on which the model is trained that is used for imputation in 
the existing auxiliary data.

One example is SWIFT 2.0 which leverages within survey imputation models 
to newly collected baseline (and, sometimes, also auxiliary) data. SWIFT 2.0 
trains a machine learning model on a (sub-)sample that contains the expenditure 
data. The model is then used to predict poverty for the larger survey that does not 
include expenditure data (Yoshida et al. 2022). This procedure reflects a tradeoff 
between collecting detailed consumption and expenditure data and reducing sur-
vey time and costs (Figure 11). The SWIFT 2.0 framework has been used to impute 
“real-time” estimates of monetary poverty in a variety of settings (see Yoshida and 
Aron (forthcoming) for examples).

The Rapid Consumption Survey (RCS) approach is another within-survey 
imputation method that aims to cut the cost of data collection for poverty 
measurement. The largest hindrance to implementing face-to-face surveys 
frequently and more swiftly is the large number and complexity of questions 
that are needed to estimate poverty rates. With RCS, enumerators administer 
a core module with the most important consumption items for all households. 
The remaining items are randomly allocated into separate modules, which 
are assigned to households. This reduces interview time by more than half, to 
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roughly 45 to 60 minutes per household. For each household, items from the 
missing module are imputed from other households, based on the core module 
and on household characteristics. Bootstrapping procedures are used for multi-
ple imputation to correct for underestimation of household consumption (Pape 
and Mistiaen 2018; Pape 2021).

Figure 11 SWIFT 2.0 within-survey imputationFIGURE 11 SWIFT 2.0 within-survey imputation

Model is defined

C: Consumption variables (collected)    |    X: Consumption correlates (collected)    |    Ĉ: Consumption (imputed)

Model is applied

Large Sample 
Imputation of consumption
Ĉ = F(X)

Imputation Model
C = F(X)Small Sample

C, X

Compared to SWIFT 2.0, RCS collects a smaller set of consumption data for 
the whole sample, instead of a full consumption survey just for a subsample. 
Whether SWIFT 2.0, a full survey or RCS is more cost-effective depends on the 
overall sample size. When the overall survey sample size is small (below 600 indi-
viduals), RCS is more cost-effective than SWIFT (Yoshida et al. 2022), while the cost 
advantage of SWIFT 2.0 increases with sample size. Note also that RCS cannot be 
added to an existing survey, while the SWIFT-baseline module could be used to 
complement an existing auxiliary survey. Table 1 in part 2 of this typology reviews 
interview costs of different survey types.

Both approaches are superior to simply leaving out certain items completely, 
which can lead to the underestimation of poverty (Beegle 2012). Reducing 
the number of items in the core module and increasing the number of optional 
modules decreases survey time, though at the cost of accuracy. Furthermore, 
the selection of core items is important and ideally is based on an assessment 
of earlier survey data in the same country. When no data is available or when 
consumption patterns have changed markedly vis-à-vis the last survey, the per-
formance of the estimator worsens (Pape 2021). Bias could also arise when the 
ordering or the mentioning of other consumption item matters for the response 
on an item. 
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Engaging local enumerators to lower face-to-face survey costs and increase 
the frequency of data

An example of rapid face-to-face data collection is the Malawi Rapid and Frequent 
Monitoring Systems (RFMS), where survey data is collected monthly by locally 
recruited enumerators. A collaboration between the WB Poverty and Equity GP, 
USAID, FCDO, Catholic Relief Services (CRS), Cornell University, and the Malawi 
National Statistics Office, implemented the RFMS to obtain real-time and frequent 
information on vulnerable populations. Enumerators were hired through a collab-
orative recruiting process in local communities and were typically youth who were 
active in community groups (Yoshimura et al. 2022). The approach proved to be 
more affordable ($1.50 per household) than traditional and larger surveys ($300-
400 per household) and high-frequency phone surveys ($10-40 per household). One 
large factor in cost reduction is that transportation and lodging expenses are lower 
than in traditional surveys (Taptué and Hoogeveen 2020). However, a governing 
body needs to be established to oversee data collection, which incurs a large fixed-
cost. Therefore, community-based surveys have a cost advantage when surveys are 
collected at a larger scale and at a higher frequency. Naturally, survey and enumer-
ator costs depend on the country and context of implementation.

The Malawi RFMS made it possible to track welfare indicators at high frequency. 
Among other findings, the data revealed seasonality patterns of hunger and 
showed how hazardous events magnified food insecurity.36 An important advan-
tage of routine data collection is that unexpected shocks can be monitored and 
vulnerable populations can be identified more quickly than when new surveys 
need to be collected. Furthermore, it allows for analyses over longer time hori-
zons, as compared to being restricted to ex-post evaluations. 

However, community-based surveys may be difficult to scale. The Malawi RFMS 
is collected in 10 districts of Southern Malawi. Community-based surveys are 
cost-effective when there are local enumerators, which might not be the case in 
all regions or urban areas. Furthermore, survey costs will be higher in higher-in-
come countries and regions. It also needs to be considered that respondents may 
give different answers to some survey questions, if the enumerator is from their 
community and is someone that is known to them. 

36 Collected data is fed into a survey-to-survey imputation model (SWIFT+), allowing to estimate pov-
erty rates. Having this type of ongoing data collection system in place made it possible to monitor the 
impacts of COVID-19 as well as the impacts of two tropical storms that occurred in Malawi. The storms 
exacerbated food insecurity and suppressed the typical reduction in poverty during the harvest sea-
son in the summer months.
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Whether high-frequency data should be collected face-to-face or via phones 
depends on the specific context. In regions with lower mobile penetration rates, 
face-to-face surveys may be preferable, to counteract large sampling biases. 
Hiring local enumerators can also help to defer trust issues of respondents. On 
the other hand, finding suitable local enumerators to collect data repeatedly over 
longer time horizons can be challenging, especially in areas characterized by inse-
curity and vulnerability.

Online and Messaging-based Surveys

Web surveys are sometimes used to reach many respondents at low cost. 
Surveys are pre-programmed, and respondents fill them out independently. Web 
surveys can be sent via text or email to a specific target group or can be published 
online for anyone to complete (some websites offer small monetary renumera-
tions for completing surveys). However, the issue of representativeness is aggra-
vated with web surveys due to endogenous selection of people having access to 
the internet and taking part in web surveys, leading to severe coverage and non-
response bias (Bethlehem 2010). 

Social media platforms, such as Facebook, have been used as a platform to 
administer web surveys, due to its larger user base. The World Bank’s MENA 
Data Lab set up the “World Bank MENA Pulse”, through which internet surveys 
are administered. For example, ads are shown to specific sub-populations on 
Facebook, stratified by gender, age and geographic location to obtain a broad 
sample of Facebook users. This was used to track the welfare implications of infla-
tion and to obtain information on racism and discrimination in MENA region. The 
food security survey found that in Morocco, cereals, fuel, transport, and fresh veg-
etables were most affected by rising prices, that price increases affected house-
holds in the middle part of the asset index distribution from the collected sample 
most, and that urban populations perceived the price increases to be stronger 
than rural respondents (except for cereals). 

These types of survey are useful in response to emergencies, when there is a 
strong need for rapid data collection, and to obtain quick information on senti-
ments and current developments. Hoy et al. (2023) use data from 37,000 respon-
dents in 12 middle-income countries to identify factors that drive or inhibit public 
support for energy subsidy reform. Respondents were drawn from a pre-registered 
pool, which allows for a fast collection of data and for fewer non-responses as 
respondents are familiar with the type of surveys, and are broadly representative 
of internet using population in each country. Another example is Mobile Engage, a 

https://blogs.worldbank.org/arabvoices/how-rising-inflation-mena-impacts-poverty
https://blogs.worldbank.org/arabvoices/how-rising-inflation-mena-impacts-poverty
https://documents1.worldbank.org/curated/en/099090623025526687/pdf/P1733270043ace01d091f60ab219229c372.pdf
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mass text messaging system that was set up in Tajikistan and Uzbekistan for mass 
public outreach, but can also be used to collect information from respondents. As 
such, online and messaging-based surveys are a useful tool to reach large sam-
ples in a very swift manner and collect welfare proxy indicators. The downside, 
which limits its use as inputs to welfare estimation methods, is that samples will 
not be representative for the whole population. Moreover, not having contact with 
an enumerator can reduce the trust in a survey and removes the possibility to ask 
clarification questions. 

Further Resources

Resources on data collection and welfare estimation using HFPS

• Several guidelines, best practices, and lessons learned have been published, 
which facilitate phone survey data collection, enhance, and sustain data qual-
ity, and reduce sampling biases (see for example, Himelein et al. 2020, Ambel 
et al. 2021, Brubaker et al. 2021, Gourlay et al. 2021). The Poverty and Equity 
Global Practice (GP) and the Development Data Group (DECDG), together with 
many other World Bank Global Practices and National Statistical Offices (NSOs), 
partnered to develop survey tools and technical guidelines to design and imple-
ment phone survey systems:

 – see Brunckhorst et al. (2023) for lessons-learned on hfPs during the covId-19 
pandemic.

 – see himelein et al. (2020) for guidelines on sampling for high-frequency phone 
surveys.

 – a world Bank questionnaire template with core and optional modules for 
hfPs, accompanied by an overview and a manual, and guidelines on the 
implementation of computer-assisted telephone interviewing (catI) -based 
data collection.

 – the World Bank Fragility, Conflict and Violence website contains resources and 
links to datasets and collection guides.

• Literature on the estimation of poverty rates

 – Monitoring social and economic Impacts of covId-19 on refugees in uganda 
using the swIft approach.

 – Mahler et al. (2022b) use information from hfPs on income gains or losses, 
combined with national accounts data, to estimate distributional impacts of 
the pandemic.

https://www.worldbank.org/en/topic/poverty
https://www.worldbank.org/en/topic/poverty
https://www.worldbank.org/en/about/unit/unit-dec
https://openknowledge.worldbank.org/items/7bf99f76-de2f-4b6a-8c98-7420a223e321
http://documents.worldbank.org/curated/en/742581588695955271/
http://documents.worldbank.org/curated/en/742581588695955271/
http://documents.worldbank.org/curated/en/567571588697439581/
http://documents.worldbank.org/curated/en/908001588697965879/
http://documents.worldbank.org/curated/en/431901588694657348/
http://documents.worldbank.org/curated/en/189691588696451053/
http://documents.worldbank.org/curated/en/189691588696451053/
http://documents.worldbank.org/curated/en/189691588696451053/
https://worldbankgroup.sharepoint.com/sites/WBFCV/SitePages/PublishingPages/FCV%20Platforms-1670515495178.aspx
https://openknowledge.worldbank.org/server/api/core/bitstreams/dc0cc749-e5b4-597c-964d-387de71538fc/content
https://documents1.worldbank.org/curated/en/099250510052241154/pdf/IDU01d94e70603dc804f990b6130751d75dccb52.pdf
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• Literature on other proxy welfare indicators:

 – abay et al. (2023) estimate food security in ethiopia.
 – Brunckhorst et al. (2023b) estimate the effects of COVID-19 on employment, 
self-reported welfare, food security, and asset depletion using hfPs.

 – Kugler et al. (2022) investigate changes in employment during the pandemic.
 – tabakis et al. (2022) look at changes in self-reported welfare in countries 
affected by fragility, conflict, and violence during the pandemic.

 – see table a6 in Brunckhorst et al. (2023a) for a summary on papers using hfPs.

Comparing survey costs 

While the associated costs to implement a survey will vary by setting, some efforts 
have been made to compare the cost-effectiveness of different approaches. For 
example, Amaral et al. (2022) compare the cost-effectiveness of phone and mes-
saging-based surveys in El Salvador, finding that survey-completion is 42 percent-
age points larger in phone surveys. In that case, higher implementation costs were 
more than outweighed, making phone surveys more cost-effective. Table 1 pres-
ents some estimated ranges for the cost per interview of implementing different 
types of surveys. 

Table 1 Review of interview costs along different survey methods

Survey type Cost per interview Country Source

Traditional household 
survey

$50-$400, depending  
on the country

18 countries Kilic et al. (2017)

Phone surveys $2 to $31, depending  
on the country

38 countries Brunckhorst et al. 
(2023b)

Community-based surveys $1.50 Malawi Decision Note for 
RFMS Malawi

Online surveys $2-$3 through Facebook ads MENA The MENA Data Lab 
Knowledge Note 
Series

https://documents1.worldbank.org/curated/en/099826402072318968/pdf/IDU07ef9152e081d904fcd09b0c08cd7f9ddb61e.pdf
https://www.sciencedirect.com/science/article/pii/S0305750X23001493?via%3Dihub
https://elibrary.worldbank.org/doi/abs/10.1596/1813-9450-10081
https://openknowledge.worldbank.org/items/7bf99f76-de2f-4b6a-8c98-7420a223e321
https://www.sciencedirect.com/science/article/pii/S0306919223001240#s0045
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Survey type Cost per interview Country Source

Message-based surveys $6.20 ($21.20 adjusted by 
probability of completion)

El Salvador Amaral et al. (2022)

SWIFT $15-$25, if collected by phone, 
negligible cost if added to 
existing survey

Yoshida & Aron 
(forthcoming)

SWIFT 2.0 Can save between 5-25 
percent of traditional survey, 
depending on how much 
cheaper it is to collect only 
correlates. 

Fuji and van der 
Weide (2020), 
Yoshida et al. (2022)

Note: Costs can vary substantially depending on the country.

2.2 Geospatial Data

Main Characteristics and Examples

There is a wide range of geospatial data, with an even wider range of applica-
tions. Geospatial data refers to any data that has a spatial or geographic com-
ponent—ranging from satellite images to household survey data that includes 
geographic coordinates. Geospatial data has long been in the toolkit of micro-
economists, allowing them to analyze how welfare differs across a territory—for 
example, through poverty mapping.  Advances in the quality of satellite imag-
ery, as well as in the spatial and temporal resolution of remotely-sensed data,37 
have expanded the use cases for welfare mapping and monitoring.38 Moreover, 
with cloud computing systems and machine learning algorithms, it is becoming 
easier to access and use vast amounts of geospatial data. Many remote sensing 
products are accessible in a pre-processed format, in which usable features have 
been extracted from raw imagery. While this section primarily discusses remote-
ly-sensed geospatial data products, other types of geospatial data such as geo-
tagged locations of households, infrastructure, or public services are also of great 
importance for welfare analysis. 

37 Remote sensing data are products that are collected from earth observation satellites or airplanes.
38 In 2023, there are over 1000 earth observation satellites in orbit (Union of Concerned Scientists 
Satellite Database (2023)).

https://www.ucsusa.org/resources/satellite-database
https://www.ucsusa.org/resources/satellite-database
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A large advantage of geospatial data products, such as nighttime lights data, is 
that poverty and welfare estimates can be produced at subnational levels and 
more frequent intervals. Therefore, geospatial data can be leveraged for all three 
purposes outlined in Figure 9. Relatedly, a new World Bank project is setting out 
to develop a method to predict welfare distributions for all country-year pairs for 
which no survey data is available based on PIP, WDI, and remote-sensing data. 
Over the past decade, the Poverty and Equity GP has increasingly tapped the 
potential of geospatial and remote-sensing data to fill gaps in other data sources. 
The main types of remote-sensing data used by the Poverty and Equity GP are 
presented below. Readers should keep in mind that there can be strong caveats 
using geospatial data, which are presented in the next sub-section.

Spatial data with pre-processed features 

Pre-processed spatial data is accessible and easier to use than raw satellite 
imagery. Examples include vegetation indices, population density, nighttime 
lights, or proximity to relevant infrastructure, or social services. Instead of extract-
ing information from raw imagery, these types of data allow for faster use, as 
extracted features are readily available. Newhouse (2023) finds that in the existing 
literature, models using interpretable features perform at least as well as those 
relying on raw imagery using convolutional neural networks. Several World Bank 
analyses use these types of data. As an example, the Central African Republic 
Poverty Assessment 2023 uses geospatial variables such as indicators for urban-
ization or vegetation health to produce poverty maps.39 

Nighttime lights data is frequently used in economic studies as it offers a com-
paratively easy way to identify human activity. Nighttime lights data have been 
widely leveraged for a variety of purposes, such as measuring economic growth, 
urbanization, or population density (Zhang and Seto 2011, Henderson et al. 2012). 
Nighttime lights were also among the first applications of satellite data for wel-
fare measurement (Elvidge et al. 2009, Chen and Nordhaus 2011). As nighttime 
lights data is available in close to real-time, it can be useful both as a proxy for 
welfare and as an input into imputation models as auxiliary data (Michalopoulos 
and Pappaiannou 2018). There are several applications of proxying GDP growth 
(Beyer et al. 2022; Hu and Yao 2022; Martinez 2022) and measuring the impacts of 
shocks (Kocornik-Mina et al. 2020, Beyer et al. 2021) using nighttime lights. The 

39 In the absence of census data, geospatial data can complement other data to produce poverty maps, 
which is a useful tool to employ when subnational poverty data is of interest. (Lee and Braithwaite 
2022; Corral et al. 2022; Newhouse 2023).

https://documentsinternal.worldbank.org/search/34195976
https://documentsinternal.worldbank.org/search/34195976
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Mozambique Poverty Assessment 2023 studies the effect of weather shocks on 
economic activity in urban areas, using nighttime lights data. However, several 
researchers have noted caveats for predicting poverty rates from nighttime lights 
data directly, which are discussed in more detail below. 

For populations heavily dependent on agriculture, vegetation indices have 
been used as predictors for poverty.40 The normalized difference vegetation 
index (NDVI) can accurately predict poverty and consumption rates in real time 
for rural and poor communities that rely heavily on agriculture (Tang et al. 2022). 
In the Lake Chad Regional Economic Memorandum, NDVI was utilized to identify 
droughts and income shocks for agricultural societies, showing that anomalies 
in the NDVI index are associated with conflict onset. Vegetation yields can also 
complement other data for growth accounting in countries where data quality is 
low (Angrist et al. 2022). 

Remote-sensing products are also the basis for early warning systems and can 
be used as leading indicators, for instance to identify potential hurricanes, 
droughts or flooding events. The World Bank is improving statistical models that 
can predict the future emergence of food crises, which may help to increase lead 
time for action (Andree et al. 2020). Gascoigne et al. (forthcoming) estimate high 
and significant welfare costs of droughts in Sub-Saharan Africa, which could be 
curtailed with early warning systems and preventative mechanisms. Cooper et 
al. (2019) use data on environmental factors, governance, and political instabil-
ity alongside survey data to map locations with the largest vulnerability of child 
stunting due to drought. A promising new source of data is solar-induced chlo-
rophyll fluorescence (SIF), which newer satellites can detect (Mohammed et al. 
2019; McBride et al. 2022). SIF can detect vegetation stress at much earlier stages 
than the commonly used NDVI. Such variables can serve as leading indicators for 
upcoming crises. Remote sensing has also been used for early warning systems in 
other contexts, such as damage from earthquakes, natural catastrophes (see an 
example from Central America), or global food security.

Other research shows the potential of this kind of early warning information to 
inform rapid policy response to protect household welfare. For example, Pople 
et al. (2021) analyze the use of data-driven forecasts of floods to trigger the release 
of anticipatory cash transfers in Bangladesh. They found that the anticipatory 

40 Burke & Lobell (2017) show that agricultural productivity can be measured accurately with satellite 
imagery.

https://openknowledge.worldbank.org/server/api/core/bitstreams/a927bcd6-3c0d-4b1f-b526-d76b0e106953/content
https://documents1.worldbank.org/curated/en/199391636438425177/pdf/Lake-Chad-Regional-Economic-Memorandum-Development-for-Peace.pdf
https://operationsportal2.worldbank.org/wb/opsportal/ttw/about?projId=P164756
https://operationsportal.worldbank.org/secure/P174568/home?tab=dashboard#monitoring
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transfers increased welfare by enabling households to take different decisions 
that altered the flood impacts at a critical juncture in time.

Daytime satellite imagery

Daytime satellite imagery reveals other types of information that may be rele-
vant for estimating welfare, such as road quality, building size, roofing mate-
rial, or agricultural land. Jean et al. (2016) combine nighttime lights with daytime 
satellite imagery and household surveys, which improves the accuracy of welfare 
predictions for areas without survey coverage. The authors argue that linear 
regressions of welfare on nighttime lights does not capture variations for poorer 
households, and therefore employ a transfer learning approach (see also the sec-
tion on covariate-based imputation and annex 2 on machine learning methods), 
by using convolutional neural networks to associate daytime satellite images, 
such as roads, buildings or roof material, with nighttime lights data. A model is 
then trained on cluster-level welfare indicators from survey data, to make out-
of-sample predictions in five countries in Sub-Saharan Africa. Watmough et al. 
(2019) predict household level welfare based on satellite imagery (for instance, of 
building and agricultural land size) with an accuracy of 45 percent for the whole 
sample, and of 62 percent for the poorest households in the sample.

Satellite imagery could also be used to infer the effectiveness of anti-poverty 
programs. Huang et al. (2021) measure changes in the quality of housing using 
a deep learning model. Comparing beneficiaries and control households of the 
randomized GiveDirectly program, the authors find that satellite imagery delivers 
results consistent with estimates from field surveys. However, the success of the 
evaluation hinges on the set up of the program: in this particular case households 
were targeted based on poor roofing quality, and were to upgrade their roofs 
when receiving cash transfers. Therefore, in cases when program targeting or 
evaluation is not based on easy-to-observe features, satellite imagery is less likely 
to be helpful in measuring impacts and program effectiveness.

Other spatial data reflecting economic activity

In many small island states, data can be very scarce. In the Pacific Islands, the 
Pacific Observatory initiative of the World Bank is experimenting with different 
sources to complement limited official statistics. For instance, a method devel-
oped by the IMF uses Automatic Identification System (AIS) data of merchandise 
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trade ships to estimate trade flows (Arslanalp et al. 2021).41 A partnership between 
IMF and World Bank uses this method to nowcast economic activity. Verschuur 
et al. (2021) use global ship tracking data to estimate reductions in trade flows 
during the COVID-19 pandemic, distinguishing between ports and sectors and 
revealing that small island nations were hit hardest.

There are also other examples of how specific types of spatial data can proxy 
economic activity. For instance, gas flaring, which is correlated with oil produc-
tion, can be used to measure economic activity in oil-producing countries such as 
Yemen (Debbich 2019) or of terrorist organizations (Do et al. 2018).42 Researchers 
have also tracked the number of cars in parking lots of retail stores to measure 
the impact of the COVID-19 pandemic or of natural disasters (Minetto et al. 2019). 
Such applications are, however, rare for low-income countries. 

These examples showcase innovative ways of leveraging existing data for spe-
cific use cases. However, in most cases, the advantage is to monitor short-term 
changes in economic activity, rather than changes in individual or household 
welfare. Applications can be useful when the aim is to observe whether specific 
types of shocks, such as inflation or tariff changes, have an effect on consumption. 
Rarely can they be used to measure impacts on poverty or welfare for broader 
populations.

Sensors, drones, and other collection devices can also be deployed to generate 
high-frequency data. An example of such work by the Poverty and Equity GP is 
a study of the effects of air pollution on welfare (Baquie et al. 2023). The study 
collected real-time air pollution data from pollution monitors in Tbilisi, Georgia. 
Results show that air pollution leads to respiratory and mental health issues, and 
that poorer and less-educated households are more exposed to higher levels of 
pollution and employ fewer adaptive and protection measures.

Caveats for Using Geospatial Data

The following addresses some caveats that are particularly relevant for geospa-
tial data applications in the context of welfare monitoring and provides links to 
further resources.

41 See also this application of vessel tracking data to nowcast monthly trade of the Solomon Islands. 
42 See also the World Bank’s Global Gas Flaring Tracker.

https://blogs.worldbank.org/opendata/using-marine-spatial-data-inform-development-work-and-public-policies
https://blogs.worldbank.org/opendata/using-marine-spatial-data-inform-development-work-and-public-policies
https://comtrade.un.org/data/ais
https://www.imf.org/en/Publications/CR/Issues/2023/05/11/Solomon-Islands-Selected-Issues-533281
https://www.worldbank.org/en/programs/gasflaringreduction/global-flaring-data
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While satellite imagery is readily available globally and frequently, coverage 
can still be low in certain areas due to technical issues. For instance, in Tonga, 
only four days between November 2021 to February 2022 had clear satellite 
imagery because of clouds and low satellite revisit rates. Active sensors (such as 
Synthetic Aperture Radar, or SAR) can penetrate through clouds to produce day 
and night-time imagery, but only a small number of satellites are equipped with 
such sensors. Another option to deal with cloud coverage is to merge multiple 
images within a certain timeframe to create a cloud-free mosaic. However, when 
rapid data is needed, for instance, of a flooding during a monsoon season, cloud 
coverage may inhibit data availability. The usefulness of nighttime lights data in 
measuring the negative effects of natural hazards has been contested, even when 
methods to decrease volatility and noise have been applied, which is partly driven 
by the issue of cloud cover (Skoufias et al. 2021).

As nighttime lights are a good proxy for a broad range of variables, it can make 
distinguishing poverty and welfare from other factors difficult, and it does not 
predict time-series well (Chen and Nordhaus 2019; Asher et al. 2021). Furthermore, 
by itself, the accuracy of nighttime lights data to predict poverty rates is low in 
some regions (Engstrom et al. 2022). Nevertheless, Beyer et al. (2018) show that 
nightlights can be informative in measuring the impacts of specific shocks (such 
as natural disasters, conflict, and demonetization). That nighttime lights do not 
reflect welfare well in some regions can be driven by the agricultural sector, which 
is not well captured by nighttime lights (Beyer et al. 2018). Similar concerns have 
been raised for rural areas, which emit lower levels of nighttime lights (Chen and 
Nordhaus 2019; Gibson et al. 2020). Keola et al. (2015) complement nighttime 
lights data with land cover data to identify areas characterized by agricultural 
activity. Most studies using nighttime lights differ from those using other satel-
lite imagery in that the former typically directly estimate elasticities in a linear 
framework, rather than predicting wealth levels based on survey data. Jean et 
al. (2016) and Yeh et al. (2020) point out that nighttime lights data alone does not 
distinguish well between poverty levels among lower income households.

An important disadvantage of daytime satellite imagery is that inputs reflect 
stock rather than flow indicators, making it difficult to track changes in welfare 
over time. Deep learning models based on satellite imagery and survey-based 
wealth estimations have been found to predict 50 percent of the variation of dis-
trict-level changes in wealth over time (Yeh et al. 2020). Satellite imagery alone 
may therefore not be apt at capturing changes in poverty rates after economic 
shocks and for real-time monitoring.
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A nascent literature is investigating biases and measurement errors in appli-
cations using remotely-sensed or other types of big data, and machine learn-
ing algorithms with limited ground-truth data. Comparing regression analysis 
based on ground-truth data and remotely-sensed data, Proctor et al. (2023) find 
that true parameters are often not within estimated 95 percent confidence inter-
vals. Biases arise from classical measurement error and structured measure-
ment error when remotely-sensed data is processed using machine learning 
methods. Multiple imputation can improve accuracy of predicted parameters 
and confidence intervals. Huber and Mayoral (2024) document similar non-
classical measurement error when using nightlights as either the dependent or 
independent variable. Aiken, Rolf, and Blumenstock (2023) outline similar errors 
in applications of constructing satellite-based poverty maps. For instance, in 
many countries, machine learning models identify wealthy areas as those that 
are urban, and poor areas as those that are rural, hence limiting the ability to 
identify poverty within urban and rural areas. Recalibration methods can some-
what reduce biases. Rolf (2023) provides an overview of model evaluation for 
geospatial machine learning.

There is always a challenge in merging and aggregating geospatial and survey 
data. To be able to directly extract geospatial variables to household survey data, 
the latter needs to include geocoordinates. This is not always the case, especially 
as accessing household locations can violate privacy rights. Using different lev-
els of aggregation, or aggregating geospatial indices to larger levels so that they 
are economically meaningful can diminish its usefulness and lead to biases (this 
is called the modifiable areal unit problem (Fotheringham and Wong (1991)). 
Averaging vegetation indices at state levels may conflate useful local information 
in household locations. Moreover, as Tang et al. (2022) show, NDVI values can be 
predictive for welfare in rural areas, but less so in urban regions. Similarly, cal-
culating population densities by dividing population numbers by the total area 
of larger administrative levels can cause mismeasurement if populations are 
densely populated in only a few areas within a state. However, Hall et al. (2023) 
do not find a statistically significant relationship between the spatial resolution of 
satellite imagery and model performance.

Many geospatial data products are the result of predictions and modelling. 
Gridded population data, for instance, is developed by modeling the distribution 
of population with other characteristics such as built-up areas (GHSPOP) or land 
cover, nighttime lights, infrastructure, and other spatial inputs (WorldPop). Such 
modeled inputs can increase measurement error and uncertainty in predictions.



5 9   |   h a r n e s s I n g  d at a  f o r  r e a l- t I M e  w e l f a r e  M o n I t o r I n g 

Lessons Learnt and Resources

Geospatial data has opened many opportunities for welfare monitoring, but, 
with current models, remotely-sensed data is best used as a complement to 
other data sources. The (near) universal availability of remotely-sensed data 
enables monitoring and measurement in regions where other data is sparse or 
non-existent. Burke et al. (2021) emphasize that geospatial data should be seen as 
enhancing rather than replacing survey data. Feeding geospatial data into impu-
tation models combined with household survey data improves welfare estimates. 
Geospatial data can, for instance, be used to improve survey-to-survey imputa-
tion models (Dang et al. 2023). For the purposes of real-time monitoring, it needs 
to be kept in mind that in many applications remotely-sensed data works well in 
cross-sectional analysis, but less so in monitoring changes over time. 

Remote-sensing products can also be leveraged for project and damage mon-
itoring. For instance, satellite data can be used to detect and track deforestation 
rates, crop yields, water quality or road or electricity infrastructure construction (see 
Remote sensing guide for practitioners). The effectiveness of electrification projects 
has been monitored using nighttime lights data in Senegal and Mali. A project in 
Myanmar will assess the damage of a cyclone, which struck mid-May 2023. A project 
in the Ukraine is using spatial pollution measurement to identify the environmental 
hazards from the conflict. In the Democratic Republic of Congo, geospatial tools are 
used to measure the extent of deforestation.43 When possible, using such data can 
significantly reduce costs of monitoring and evaluation.

Some resources of geospatial data include:

• Access the World Bank repository Open Nighttime Light Tutorials for information 
on processing, analyzing, and developing data products from nighttime lights.

• This World Bank repository contains the Light Every Night (LEN) dataset, which 
consists of the complete archive of all nighttime lights imagery captured each 
night over the last three decades.44 

43 Changes in forest coverage have also been used to study the impact of the Rohingya displacement 
in Cox’s Bazar on deforestation and in-migration (Dampha et al. 2022). When such correlations exist, 
changes in observable geospatial indicators can be leveraged to capture hard-to-measure socioeco-
nomic developments.
44 The underlying data is sourced from the NOAA/NCEI archive (DMSP-OLS with data from 1992-2017, 
and the VIIRS-DNB with data spanning 2012-2020). The World Bank worked in collaboration with 
NOAA/NCEI and the University of Michigan to publish the archive as an Analysis-Ready Dataset. The 

https://pubdocs.worldbank.org/en/268191648500436430/Remote-Sensing-Guide-to-Practioners.pdf
https://operationsportal2.worldbank.org/wb/opsportal/ttw/about?projId=P144130
https://operationsportal.worldbank.org/secure/P166189/home?tab=dashboard
https://worldbank.github.io/OpenNightLights/welcome.html
https://registry.opendata.aws/wb-light-every-night/
https://operationsportal.worldbank.org/secure/P179869/home?tab=dashboard#description_activity
https://operationsportal.worldbank.org/secure/P181332/home?tab=dashboard#monitoring
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• World Bank efforts are making nighttime lights data more accessible over 
longer periods of time and at higher resolution. Newer data from VIIRS (the 
Visible Infrared Imaging Radiometer Suite) has been found to be more accurate 
and fine grained than the widely used DMSP (Defense Meteorological Satellite 
Program) data (Gibson et al. 2021).45

• The Geospatial Technology and Information for Development includes important 
takeaways and resources from the World Bank’s work in this area.

• See the Remote sensing guide for practitioners guide for resources and example 
projects of using remote-sensing data.

• The ITS Geolab interface and repository enables access and overlay various 
spatial data.

• The COVID-19 economic data toolkit includes resources on nighttime lights data.

• Within the World Bank, the WBG-internal Geospatial Operations Support Team 
(GOST) provides remote-sensing support for select operations. The Geospatial 
Platform also includes datasets and other various resources. 

• There is also a WB guide for practitioners on Unmanned Aerial Vehicle Operation 
regions (see this practitioner’s guide). 

• Stewart et al. (forthcoming) propose a standardized five-step workflow for geo-
spatial analysis in situations of forced displacement.

• DIME WIKI on Remote sensing, including a guide to use Google Earth Engine.

• For remotely-sensed data sources, see, for instance, Landsat or Modis.

• Earth Genome has developed a tool that uses AI to identify features on satel-
lite imagery. Project proposals can be submitted through Development Data 
Partnerships.

LEN archive, which now spans nearly 250 terabytes and is published under the World Bank’s open data 
license, is available on the AWS open public dataset program.
45 When using raw nighttime lights data, researchers should reduce background noise following proce-
dures as laid out by Beyer et al. (2018) or Elvidge et al. (2017). 

https://blogs.worldbank.org/opendata/light-every-night-new-nighttime-light-data-set-and-tools-development
https://blogs.worldbank.org/opendata/shedding-light-night-lights-data-dmsp-vs-viirs
https://www.worldbank.org/en/topic/land/brief/geospatial-technology-and-information-for-development
https://pubdocs.worldbank.org/en/268191648500436430/Remote-Sensing-Guide-to-Practioners.pdf
https://geo.worldbank.org/home
https://worldbank.github.io/TFSCB-COVID-Economic-Analytics/
https://geo.worldbank.org/home
https://geo.worldbank.org/home
https://worldbankgroup.sharepoint.com/sites/P170441/Shared%20Documents/Forms/AllItems.aspx?id=%2Fsites%2FP170441%2FShared%20Documents%2FProject%2FKTF%20Drone%20English%20FINAL%2Epdf&parent=%2Fsites%2FP170441%2FShared%20Documents%2FProject
https://dimewiki.worldbank.org/Remote_Sensing
https://www.usgs.gov/landsat-missions/landsat-data-access
https://modis.gsfc.nasa.gov/data/
https://www.earthgenome.org/earth-index
https://portal.datapartnership.org/datapartner/48
https://portal.datapartnership.org/datapartner/48
https://operationsportalws.worldbank.org/Pages/WorkingDocuments.aspx?ProjectID=P176842&DocId=32#files
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• MOSAIKS uses a machine learning approach to convert a very large set of satel-
lite imagery into tabular data. This is used e.g. by Marty & Duhaut (2024). More 
information is on this blog.

Example of literature using geospatial data for welfare estimation:

• Predicting welfare with spatial data with pre-processed features

 – van der weide et al. (2023) find that combining a range of geospatial variables 
with survey data can yield an accurate picture of the geography of poverty, but 
not of accurate estimates of poverty for specific regions.

 – Merfeld and newhouse (2023) use machine learning methods to estimate pov-
erty rates or asset indices in four countries with ndvI, population, tempera-
ture, distance to city, land cover, and other data.

 – Poverty assessments, for example the central african republic Poverty 
assessment, use geospatial indicators, including urbanization or vegetation 
health, to produce poverty maps. the Mozambique Poverty assessment 2023 
uses nighttime lights data to measure weather shocks in urban areas.

 – tang et al. (2022) (employing convolutional neuro networks) and the lake chad 
regional economic Memorandum (using linear regression models) predict pov-
erty rates and income shocks using vegetation indices. estimating consumption 
rates based solely on vegetation indices is likely to perform well only in rural and 
agricultural areas.

 – andree et al. (2020) predict food crises with vegetation indices using random 
forest models.

• Predicting welfare with raw satellite imagery 

 – Marty & duhaut (2024) predict asset-based welfare from DHS data using differ-
ent raw and preprocessed geospatial data sources, including nighttime lights, 
daytime imagery and vegetation indices, as well as four different machine 
learning algorithms.

 – Jean et al. (2016) and yeh et al. (2020) use deep learning methods on satel-
lite imagery and household surveys to predict welfare in local areas in african 
countries.

 – lee and Braithwaite (2022) employ an iterative process of predicting wealth 
classes using extreme gradient boosting based on labeled spatial features and 
using a cnn model with unlabeled satellite images.

 – watmough et al. (2019) extract features from satellite imagery at very fine res-
olution, to identify land-use and predict household-level wealth.

https://www.mosaiks.org/
https://blogs.worldbank.org/en/impactevaluations/expanding-usability-remote-sensing-data-development
https://elibrary.worldbank.org/doi/abs/10.1596/1813-9450-10171
https://documents1.worldbank.org/curated/en/099413503082334933/pdf/IDU0ddd4b90a0930204352095e1087657f2c9ec9.pdf
https://documents.worldbank.org/en/publication/documents-reports/documentdetail/099111323121515851/p17739108d680e074088b608a00615bcba3
https://documents.worldbank.org/en/publication/documents-reports/documentdetail/099111323121515851/p17739108d680e074088b608a00615bcba3
https://openknowledge.worldbank.org/server/api/core/bitstreams/a927bcd6-3c0d-4b1f-b526-d76b0e106953/content
https://onlinelibrary.wiley.com/doi/full/10.1002/aepp.13221
https://documents1.worldbank.org/curated/en/199391636438425177/pdf/Lake-Chad-Regional-Economic-Memorandum-Development-for-Peace.pdf
https://documents1.worldbank.org/curated/en/199391636438425177/pdf/Lake-Chad-Regional-Economic-Memorandum-Development-for-Peace.pdf
https://documents1.worldbank.org/curated/en/304451600783424495/pdf/Predicting-Food-Crises.pdf
https://www.science.org/doi/full/10.1126/science.aaf7894
https://www.nature.com/articles/s41467-020-16185-w
https://www.pnas.org/doi/full/10.1073/pnas.1812969116#executive-summary-abstract
https://www.sciencedirect.com/science/article/pii/S0305750X22002182#s0025
https://www.nature.com/articles/s41598-023-49564-6#Sec9
https://www.nature.com/articles/s41598-023-49564-6#Sec9
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 – huang et al. (2021) predict household-level wealth based on housing quality, 
derived from satellite imagery.

• Survey-to-survey imputation

 – dang et al. (2023) improve the accuracy of survey-to-survey imputation using lin-
ear regression models by adding geospatial variables in the imputation process.

 

2.3 Digital Trace Data

Main Characteristics and Examples

Digital trace data encompasses information or data that is generated and col-
lected from digital activities. For instance, mobile network operators have large 
databases on customers, which are termed Call Detail Record (CDR) data. Such data 
includes information on phone usage behavior, such as the number of calls made 
and received, call duration, call destination, as well as the location of mobile phone 
users, the type of phone used, and their payment history. CDR data can be leveraged 
to infer information about people such as their mobility patterns, consumption 
behavior, and social network connections. Similarly, social media platforms host 
vast amounts of data on user locations, frequency and type of usage, and social 
connections, that in some cases can be utilized for research purposes.

Phone and social media data, in combination with other data sources, has been 
used for welfare and poverty estimations, and there have been some successful 
applications. Most applications using CDR or social media data entail machine 
learning methods, as datasets are large, complex and noisy.46 Supervised machine 
learning techniques, trained on survey and mobile phone usage data, including 
frequency, length and incoming and outgoing calls, have for instance performed 
well in predicting district-level poverty rates in Rwanda (Blumenstock, Cadamuro 
and On 2015). Similar results have been found for predicting poverty in Afghanistan 
(Blumenstock 2018), in Guatemala, though with more accuracy in urban than in rural 
areas (Hernandez et al. 2017) for predicting multidimensional poverty in Senegal in 
combination with environmental data (Pokhriyal and Jacques 2017) or for predict-
ing food insecurity in a central African country (Decuyper et al. 2014). Steele et al. 

46 As CDR in most cases includes locational information, it also constitutes a type of geospatial data.

https://www.nber.org/system/files/working_papers/w29105/w29105.pdf
https://deliverypdf.ssrn.com/delivery.php?ID=656004084115007028067118000030015071055008077017062005096111032014106060053000066023124088108050003095075066114072107114003097007008029127097013011087066031097080025079095083094017&EXT=pdf&INDEX=TRUE


6 3   |   h a r n e s s I n g  d at a  f o r  r e a l- t I M e  w e l f a r e  M o n I t o r I n g 

(2017) also show that combining CDR and other geospatial data, including nighttime 
lights and vegetation indices, can predict welfare well in Bangladesh. The authors 
show that CDR improves estimates especially in urban areas, which highlights the 
potential of complementing data sources that perform better in different settings.

To improve the targeting of humanitarian assistance in environments without 
survey data, researchers have used machine learning algorithms, trained on 
traditional survey data, to recognize patterns of poverty in mobile phone data, 
for instance in Togo (Aiken et al. 2022) or Afghanistan (Aiken et al. 2020). Not all 
studies have been successful in using CDR for poverty assessment or impact eval-
uation, however. Barriga-Cabanillas et al. (2022) conducted a study to evaluate the 
accuracy of a machine learning model fed on CDR data in estimating the effects of 
a cash-transfer program in Haiti, compared to results obtained from a regression 
discontinuity design with survey data. The machine learning model fails to iden-
tify beneficiaries and does not show statistically significant effects, whereas the 
regression discontinuity model yields large and positive impacts. 

Digital trace data goes beyond CDR data to include a vast range of sources such 
as web search queries or social media activity. Researchers have combined con-
nectivity data from Facebook with data from satellites, mobile phone networks, 
and topographic maps to construct a relative wealth index (RWI) for of all 135 low 
and middle-income countries at 2.4 km resolution (Chi et al. 2021). Their model is 
trained on DHS data from 56 countries using deep learning algorithms. The RWI 
has been used by Poverty and Equity GP staff for monitoring purposes or ana-
lyzing the distribution of poverty. The number of social media users can predict 
a wealth index from DHS data with an accuracy of about 60 percent in India and 
Philippines (Fatehkia et al. 2020).

Digital trace data can therefore provide signals for economic and social activity, 
before these are captured by surveys. Social media data can be used to infer wel-
fare correlates such as unemployment trends (D’Amuri and Marcucci 2017) or sub-
jective well-being (Voukelatou et al. 2021). Mobility patterns from CDR can provide 
important information on migration flows (Beine et al. 2019; Fraiberger et al. 2020; 
Blanchard et al. 2021; Olivieri et al. 2022;). Data from Facebook has been used to 
track the mobility of refugees from the Ukraine or Syria, the outflow of migrants 
from Venezuela, and population movements due to COVID-19 (Palotti et al. 2020).47

47 Chetty et al. (2022a, 2022b) make use of friendship connection data from Facebook to explore pat-
terns of social networks and determinants of socioeconomic mobility.

https://worldbankgroup.sharepoint.com/sites/gsguphgsg/lists/Calendar/Attachments/79/Nicholas%20Jones%20and%20Reena%20Badiani%20Magnusson.pdf
https://dataforgood.facebook.com/dfg/covid-19
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Caveats for Using Digital Trace Data

The use of digital trace data is a new field and applications to welfare and proj-
ect monitoring are still being tested. While there are some promising attempts 
to leverage big data for welfare monitoring, in many cases, validity and scalabil-
ity need to be verified. The accuracy of identifying poor populations based on 
mobile phone data may be sufficient in situations where no other data is avail-
able, but likely not for routinely collected poverty statistics (Aiken et al. 2021).48 
Furthermore, phone data may not work well in detecting idiosyncratic shocks, or 
vulnerabilities, or changes in flow, rather than stock variables (Blumenstock 2018, 
Barriga-Cabanillas et al. 2022). More evidence is needed to shed light on whether 
changes in mobile phone usage reflect broader changes in welfare and income, 
both immediately after shocks and in the longer term. Model stability issues also 
hold for applications of CDR data (Lazer et al. 2015, Blumenstock 2018). 

As discussed above for the case of high-frequency phone surveys, not all indi-
viduals possess or use mobile phones, leading to substantial coverage bias. 
While there are methods to readjust sampling weights, more methodological 
research is necessary on how such biases can be mitigated when using big data. 
The study by Barriga-Cabanillas et al. (2022) in Haiti demonstrates that using CDR 
data is not useful in all settings. When phone ownership is low, and when popu-
lations are relatively homogenous, the data may not suffice to detect significant 
differences between more or less poor households. These issues are even larger 
for data from social media platforms. Lastly, in the study by Steele et al. (2017), the 
authors compare the predictive power of CDR and other geospatial data on dif-
ferent measures of welfare. While they find that an asset index derived from DHS 
data can be predicted well, they find lesser correlations with other outcomes such 
as income or consumption. Therefore, as is the case for many geospatial data, 
stock variables appear to be easier to predict than flow variables.

Accessing any type of personal data must come with careful considerations 
on data privacy and ethics. Digital trace data includes sensitive information. 
When using such data—in concordance with data privacy regulations and agree-
ments—researchers and practitioners must be cautious in its storage, sharing, 
and in the presentation of results. Furthermore, algorithms trained on a specific 
source of data may be exposed to certain biases that could result in discrim-
inative predictions, linked to measurement errors or sampling biases. Such 
biases are difficult to uncover, warranting caution to users. Moreover, in most 

48 In their study in Togo, Aiken et al. (2021) report an accuracy of around 70 percent.
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countries, there are several mobile phone operators. For a nationally represen-
tative sample, in most cases data from multiple operators will be necessary, 
which can be difficult to obtain.

Lessons Learnt and Resources

Digital trace data can be used to complement other data sources to allow for 
more fine-grained mapping of poverty or targeting of vulnerable populations. 
Using digital trace data for poverty and welfare monitoring is still a relatively new 
field, with many new approaches currently being tested. The main advantage of 
big data so far is to fill in data gaps when other sources are not available or not 
recent, such as for targeting the poor in emergency situations (Aiken et al. 2021), 
or as a complement to other data sources to improve estimates and granularity 
(Chi et al. 2021). Digital trace data opens avenues for new applications, such as 
using Google search data to detect the onsets of crises, an example being the 
COVID-19 pandemic (Ten et al. 2022).

By itself, it is likely not yet feasible to obtain accurate welfare and poverty esti-
mates from digital trace data for a wider range of countries in different con-
texts. While there have been promising applications for leveraging CDR data and 
machine learning techniques to predict poverty rates, these procedures have not 
been successful in specific country contexts. Many methodological issues in using 
such data have yet to be addressed. While it can be very useful for particular use 
cases, such as project monitoring or tracking mobility patterns, it may not be fea-
sible to estimate poverty and welfare globally.

Some available resources can be found here:

• Connectivity Mapping: A guide to access data from advertisement platforms 
from social networks via API, and to use the data to map number of users using 
the particular platform, as well as user characteristics (such as demographics, 
education, and job experience).

• Data in Action: A repository with materials to guide the process of designing and 
delivering data products in the context of international development.

• Twitter for Economic Monitoring: A tool and training material to generate indi-
cators from Twitter data with a focus on unemployment, public sentiment, and 

https://worldbank.github.io/connectivity_mapping/intro.html
https://worldbank.github.io/Data-in-Action/
https://github.com/worldbank/TwitterEconomicMonitoring
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misinformation during the COVID-19 pandemic, with practical examples from 
Brazil, Mexico, and Pakistan.49

• Handbook on the Use of Mobile Phone Data for Official Statistics: A guide on 
mobile phone data by the UN Global Working Group on Big Data for Official 
Statistics

• World Bank staff has developed a technical note on how to use human mobil-
ity data to inform urban and disaster risk-management engagements. The 
note offers guidance on how to use mobility data, for instance, from Facebook, 
Cuebiq, and Mapbox for a variety of purposes, including caveats and limitations 
(Jones et al. forthcoming).

• rsocialwatcher is a R package developed by Marty and Duhaut (2024), whichfa-
cilitating querying Facebook Marketing API.

Example of literature using digital trace data for welfare estimation:

• Gradient Boosting or Random Forest for welfare prediction

 – Blumenstock, cadamuro, and on (2015) and Blumenstock (2018) use gradient 
boosting on cdr data to predict welfare rates in rwanda and afghanistan.

 – aiken et al. (2022) and aiken et al. (2020) use the same approach to impute con-
sumption and wealth of households in small areas in togo and afghanistan, 
with the goal of improving the targeting of humanitarian aid.

 – hernandez et al. (2017) employ supervised machine learning techniques on 
cdr data from guatemala to predict subnational poverty rates, with higher 
accuracy in urban than rural areas.

 – Barriga-cabanillas et al. (2022) use different supervised machine learning 
models to impute food security from mobile phone data, but document poor 
performance in the predictions.

• Bayesian Models for welfare prediction

 – steele et al. (2017) use Bayesian geospatial Models on cdr and environmental 
data to predict non-monetary and monetary poverty in Bangladesh. 

49 World Bank staff has access to a continuous stream of 10 percent of all tweets.

https://unstats.un.org/bigdata/task-teams/mobile-phone/MPD%20Handbook%2020191004.pdf
https://worldbank.github.io/rsocialwatcher/
https://www.science.org/doi/full/10.1126/science.aac4420
https://pubs.aeaweb.org/doi/pdfplus/10.1257/pandp.20181033
https://www.nature.com/articles/s41586-022-04484-9
https://dl.acm.org/doi/abs/10.1145/3378393.3402274
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2923520
https://arefiles.ucdavis.edu/uploads/pub/2022/02/17/digital_breadcrumbs_and_dietary_diversity_barriga-cabanillas_et_al_feb_2022_RT5jqkJ.pdf
https://royalsocietypublishing.org/doi/full/10.1098/rsif.2016.0690
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 – Pokhriyal and Jacques (2017) predict multidimensional poverty rates in 
senegal using environmental and cdr data and gaussian Process regressions 
(a Bayesian learning technique).

2.4 Administrative Data 

Main Characteristics and Examples

Administrative data refers to datasets that are not collected by surveying individ-
uals or households and do not have the primary goal of providing information 
for research. In many cases, administrative data falls under the broader category 
of big data. It encompasses a variety of official public or private sector records, such 
as financial transactions, tax statements, loan payments, birth records, records of 
applicants and/or participants in social or work programs, or school enrolment. 

The advantages of administrative data are that it typically is very detailed and 
covers the whole universe of a particular group. Since the data is already “on 
record”, utilizing it incurs a relatively low cost and requires less time than col-
lecting data. Administrative data can also help to overcome inherent issues with 
surveys, such as misreporting. Meyer and Mittag (2019) find that survey data in 
the U.S. understates incomes of poor households, distorts program targeting, and 
severely understates the effectiveness of anti-poverty programs. Administrative 
data, in this case of payments from welfare programs, including data on recipient 
addresses, date of payment and payment amounts, help to correct these num-
bers. In some countries, administrative data have been heavily used by research-
ers, such as in Denmark, Norway, Finland, Sweden, or the United Kingdom. 

Administrative data is particularly useful when it can provide information on 
entities for which collecting data can be difficult, or for tracking subjects or 
items over long periods of time, which would be costly and difficult with survey 
data. For instance, it has made it possible to follow income dynamics of immi-
grants in Canada (Picot et al. 2019) or of technical and vocational training grad-
uates in Saudi Arabia (Rivera et al. 2022). Tax record data has been leveraged to 
study productivity or employment outcomes in firms, for instance in Chile (Albagli 
et al. 2023) or South Africa (Pieterse et al. 2018). Beyer et al. (2021) use daily elec-
tricity consumption records from a government-owned utility enterprise in India 
to analyze the impact of COVID-19 over time. Cuesta and Chagalj (2019) find that 
including administrative macroeconomic data in microsimulations significantly 
improves poverty estimates in Nicaragua.

https://www.pnas.org/doi/10.1073/pnas.1700319114#abstract
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Specific types of administrative data have the potential to enhance welfare and 
poverty measurement. Barcode scanner data could, for instance, be used for 
real-time inflation measurement (Dubois et al. 2022).50 Beck and Jaravel (2020) 
introduce a harmonized barcode-level dataset on expenditure and prices from 34 
countries, including some middle-income countries. The authors conclude that 
standard price indices are biased downward for middle-income and more popu-
lated countries, which entails international inequality being underestimated and 
GDP per capita measures being over-estimated.51 For many countries, however, 
especially those that are already data-deprived, such data does not exist.

Tax records encompass direct information about labor and capital income, 
which can be utilized to measure poverty and income distributions directly. 
Depending on when such data is published or made available by government enti-
ties, it can fill gaps between survey waves. Larrimore et al. (2022) utilize income 
tax and unemployment benefits data to estimate changes in earnings during the 
COVID-19 pandemic in the U.S. Morgandi et al. (2022) combine several public sec-
tor administrative data sources to identify and study the working poor in Brazil. 
Also in Brazil, Alvarez et al. (2018) match employer and employee records to ana-
lyze earning inequality. Brazil is, however, one of few countries that make public 
administrative records available frequently. Another source of data to analyze 
immediate effects of shocks are job portals. Marinescu et al. (2020) and Forsythe 
et al. (2020) study how the number of job postings and applications changed after 
the start of the pandemic. Tax income data may furthermore advance measure-
ment of top incomes: tax and survey data display similar income metrics along 
the income distribution, with the exception of the top 1 percent, for which survey 
data is not accurate, mainly due to non-labor income (Yonzan et al. 2021).

Other types of administrative data could also prove useful for welfare moni-
toring. For example, social registries (particularly dynamic social registries that 
allow for open and continuous registration) often contain detailed information 
on poor and low-income households. If these databases are of sufficient qual-
ity, have sufficient coverage, and are updated sufficiently regularly, they could 
provide valuable insights on the evolution of household welfare. Similarly, other 
types of administrative data linked to social programs (such as the ongoing 
collection of data on children’s school attendance in the context of monitoring 

50 Jaravel and O’Connell (2020) show inflation spikes during Covid-19 lockdowns using product-level 
scanner data from the United Kingdom.
51 Van der Weide et al. (2018) use house-price data to demonstrate that inequality is underestimated 
in Egypt.
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conditions for cash-transfer programs) could provide timely information on 
other dimensions of household welfare. There are many types of administrative 
data whose value remains largely untapped for the purposes of high-frequency 
welfare monitoring.

Caveats for Administrative Data for Real-time Welfare 
Monitoring

The main, and obvious, reason why there are few use cases of welfare moni-
toring using administrative data is that it can be hard to come by, especially in 
lower-income countries. Collection and storage of vast amounts of data requires 
advanced infrastructure and capacity, which in many countries remains a chal-
lenge.52 Moreover, in many countries, high levels of informality negate the useful-
ness of administrative tax data. Some low-income countries, including Rwanda 
and Uganda, as well as some  Pacific Islands countries make use of VAT data 
to compile GDP, monthly production indices, or business registries (Rivas and 
Crowley 2018).

Furthermore, it often includes sensitive data, such as personal details and 
information on addresses, and is therefore not accessible in many cases with-
out strict confidentiality agreements and protection protocols. While adminis-
trative data covers the whole universe of a particular group, it can miss important 
populations, which are of particular interest for poverty estimates. For instance, 
income tax records can miss those not in the labor force. Certainly, being pres-
ent or missing in an administrative dataset is not random, and correcting for such 
biases requires information on the whole population. Furthermore, there are con-
cerns for accuracy of administrative data in some cases, which is a key reason why 
surveys are conducted in the first place (World Bank 2021b). Administrative data 
from private sources are a particularly selected sample.

Depending on the type of data, administrative records are only published with 
a time lag or refer to a past period, such as tax statements. Bachas et al. (2020) 
use tax-record data from firms of 10 low and middle-income countries to simulate 
effects of lockdown measures on sales and exit rates, but cannot estimate these 
rates directly as current data was not yet available. The direct use for real-time 
monitoring can therefore be limited.

52 As an example, complete civil and vital statistics systems exist in no low-income county, in 22% of low-
er-middle income, 51% of upper-middle income and 95% of high-income countries (World Bank 2021b).



7 0   M E A S U R I N G  W E L FA R E  W H E N  I T  M AT T E R S  M O S T  —  A Typology of Approaches for Real-time Monitoring

Lessons Learnt and Resources

Administrative data can be a “gold mine” for specific use cases. Compared to other 
data sources, it is however much more difficult and less straightforward to find 
and gain access to suitable datasets. For specific use cases, it may be worthwhile 
for researchers and practitioners to assess the possibility and potential of using 
administrative sources. With statistical offices and data infrastructure in lower-in-
come countries improving, the availability and accessibility of such datasets is 
likely going to increase in the future. Partnerships with the private sector could 
create new opportunities of using administrative data for welfare monitoring.     

Resources:

• This Handbook on Using Administrative Data for Research and Evidence-based 
Policy by Shawn Cole, Iqbal Dhaliwal, Anja Sautmann, and Lars Vilhuber intro-
duces readers to using administrative data and contains several case studies. 

• See this J-PAL guide on using administrative data.

• Vavra (2021) provides an overview of efforts using administrative data to track 
real-time effects of the COVID-19 pandemic, though it is confined to the U.S.

https://admindatahandbook.mit.edu/
https://admindatahandbook.mit.edu/
https://admindatahandbook.mit.edu/book/v1.1/index.html
https://www.aeaweb.org/articles?id=10.1257/jep.35.3.47


7 1   

3. 
Moving Forward:  
Identifying Areas 
for Advancement
 

This typology offers a roadmap to some of the key approaches that can be lever-
aged to monitor welfare with greater frequency. It seeks to bring this work together 
in one place, compile a core set of resources, and reflect on the lessons learned 
from the Poverty and Equity GP’s efforts in this area so far. While we have come 
a long way in advancing our knowledge on approaches for real-time monitoring, 
there are still many areas where questions remain and further work is needed. The 
analysis in this typology points toward the following specific areas as key areas for 
further exploration:

Area 1: Comparative Analysis of Nowcasting/Imputation Methods for Poverty 
Updates: Examining and contrasting various nowcasting and imputation meth-
ods for updating poverty is essential. Further exploration involves reviewing 
evidence and implementing new analysis to compare their performance within 
the same context and data ecosystem. For instance, in the LAC region, countries 
like Paraguay could provide insights through simultaneous implementation of 
nowcasting based on GDP, Adept, and survey-to-survey imputation. Similarly, in 
West Africa, analysis could expand by building upon panel surveys and existing 
nowcasting initiatives. Other potential cases could include Nepal and Bangladesh, 
where the data ecosystem may allow comparing various options.

Area 2: Leveraging Geospatial and other Big Data Sources: Access to these data 
sources is becoming cheaper and easier, and methods of analyzing vast amounts 
of data are improving. There have been promising examples of using geospatial 
and CDR data for poverty prediction. However, predictions that capture changes 
over time are still scarce, and oftentimes do not have high predictive power. 
This is an area where future research is much needed. Advancing on real-time 
monitoring using non-survey data will be key to nowcast poverty rates in data-
scarce environments.
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Area 3: Leading Indicators for Early Detection: Identifying and monitoring lead-
ing indicators capable of signaling potential changes in welfare is another area 
where more work is needed. A pilot initiative can begin by reviewing evidence 
on leading indicators useful for tracking and identifying areas or populations at 
risk of falling into poverty, followed by exploring efficient ways of collecting these 
indicators. Examples include inflation forecasts and climate indicators, such as 
droughts and flood forecasts.

Area 4: Clarifying the Role of Phone Surveys in Poverty Monitoring: Providing 
clarity and guidance on the conditions where phone surveys can be effective in 
monitoring welfare is necessary. This work involves a comprehensive review of 
evidence, identification of minimum conditions, synthesis and testing of survey 
reweighting methods, and identification of key variables essential for meaningful 
welfare monitoring.

Area 5: Enhancing Usability of Baseline/Auxiliary Household Surveys: Reviewing 
and summarizing recommendations to modernize questionnaires, ensuring 
comparability of core questions, incorporating geo-referencing, and providing 
re-contact information are crucial for enhancing the usability of baseline and aux-
iliary household surveys for monitoring purposes. Additionally, further work may 
include maximizing the utility of administrative data integration for welfare mon-
itoring and devising strategies for monitoring welfare conditions in challenging 
settings, such as small island states and regions facing fragility or active conflicts. 
Despite not being the optimal tool for measuring poverty, labor force surveys can 
serve as an important source of auxiliary data due to their more frequent col-
lection compared to budget surveys. Their representativeness and inclusion of 
income variables make them appealing instruments. Analyzing the value of using 
these surveys for poverty monitoring could be implemented in East Africa and 
MENA, where interest has been expressed.
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Annex 1.  
Summary of Models 
Used to Update 
Poverty Estimates

 
Which model is best suited ultimately depends on a range of factors, including the 
specific research question, the geographic scope, availability of baseline and aux-
iliary data, but also the available time to implement the model. Table A1 below 
provides a short summary as well as limitations of the different models discussed 
in the first part of the typology.

Table A1 Summary and limits of models presented in this typology

Summary Limitations

Survey- and 
non-survey 
coviate based  
nowcasting

• Imputation of consumption/income 
based on a recent auxiliary data and 
a baseline survey

• The baseline survey needs to have 
a full consumption or expenditure 
module

• The auxiliary survey dataset must 
have predictor variables that can be 
matched to the baseline survey

• If no auxiliary data is available, the 
collection of 10-15 covariates can be 
sufficient to impute poverty,.-

• Non-survey data can also comple-
ment auxiliary data in survey-to-sur-
vey imputation.

• For non-survey data, oftentimes 
machine learning models are used. 

• Need for consistent measurement 
of predictors between baseline and 
auxiliary survey

• Cannot be used to analyze poverty 
rates beyond the sampling design/
coverage of the auxiliary dataset

• Cannot be used when the relation-
ship between predictor and welfare 
variables is different between base-
line and auxiliary data collection.  

• Machine-learning models can be 
complex and “black-boxes”, which 
diminishes the interpretability of 
obtained estimates

• “Off-the-shelf” applications are 
rare, and models are usually very 
specific to the context of the train-
ing (ground-truth) data



9 6   M E A S U R I N G  W E L FA R E  W H E N  I T  M AT T E R S  M O S T  —  A Typology of Approaches for Real-time Monitoring

Summary Limitations

Nowcasting 
based on GDP 
growth

• A relatively simple method of 
estimating poverty rates, based on 
current and past GDP (or Household 
Final Consumption Expenditure)

• The two main aretypes are distribu-
tion-scaling and the GDP-poverty 
elasticity method.

• In many settings, the linkages 
between growth and poverty are 
complex, and past elasticities are 
not always accurate

• Not best suited to study changes 
in income distributions

• By itself, cannot measure het-
erogenous effects of shocks on 
different sub-populations. Though 
macro-decomposition tools can 
be used to reweight effects on 
different groups.

Microsimulation 
models

• Microsimulation models combine 
macroeconomic projections and 
relationships with microeconomic 
distributions

• These types of models are useful to 
study channels of how changes and 
shocks affect poverty, and distribu-
tional effects

• Several standalone models exist for 
different regions, and to investigate 
specific types of scenarios, such as 
climate shocks, inflation, or fiscal 
policies.

• More complex macro-micro 
simulation models incorporate 
Computable General Equilibrium 
models

• Models such as GIDD allow to 
incorporate indirect effects as well 
as a broad range of channels

• Macro-micro models generally sim-
ulate future changes or potential 
shocks, but do not provide ex-post 
assessments of actual shocks

• Requires modelling assumptions, 
as well as sufficient data.
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Annex 2.  
Commonly Used Machine 
Learning (ML) Models 
for Estimating Poverty

 

Table 2 ML models for poverty estimation

Description Example Applications

Supervised Machine Learning Methods

Least Absolute 
Shrinkage 
and Selection 
Operator 
(LASSO)/ Ridge 
Regressions/ 
Elastic Nets

LASSO and ridge regressions are comparatively 
simple methods for model selection and 
parameter estimation. They regularize and 
select variables by penalizing features with low 
predictive power. LASSO and ridge regressions 
are most often used to select variables and 
features with the largest predictive power, 
which are then used in other ML or linear 
regression models. Elastic Nets combine LASSO 
and Ridge Regression methods to achieve both 
feature selection and coefficient shrinkage, 
and perform better when features exhibit high 
levels of correlation.

Knippenberg et al. (2019) 
use LASSO and Random 
Forest algorithms to filter 
the strongest predictors of 
food insecurity. Kshirsagar 
et al. (2017) use an elastic 
net approach to select ten 
questions that identify poor 
households in Zambia. Marty 
and Duhaut (2024) use LASSO, 
XGBoost and support vector 
machines to predict welfare.

Decision Trees 
and Random 
Forests (RF)

Decision trees divide samples in a hierarchical 
tree-like structure based on observed features, 
which are easy to interpret. Random forests 
are an ensemble method averaging multiple 
decision trees, which reduces overfitting 
and improves performance, but is less easily 
interpretable. Can be used for classification or 
regression.

Andree et al. (2020) use RF to 
predict food crises. Browne 
et al. (2021) use RF to predict 
malnutrition and poverty 
rates with survey and satellite 
data. Watmough et al. (2019) 
and Zhao et al. (2019) train 
RF models on spatial data to 
predict poverty rates in Kenya, 
Bangladesh, and Zambia.
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Description Example Applications

Gradient Boosting Gradient boosting is, similar to random forests, 
an ensemble method that combines multiple 
weak predictors (for example, decision 
trees). Boosting creates strong predictive 
models (typically stronger than random forest 
models), by iteratively including residuals of 
previous iterations in predictions. The results 
are not easily interpretable Can be used for 
classification or regression.

Corral et al. (2023) show that 
gradient boosting compares 
to traditional poverty 
mapping methods only when 
the underlying data is of high 
quality. Chi et al. (2022) use 
boosting methods to develop 
a wealth measure for 135 low- 
and middle-income countries. 
Aiken et al. (2022) test ML 
methods for the targeting of 
social assistance. 

Support Vector 
Machines (SVM) 
and Kernels

SVM algorithms maps observations in a space 
with as many dimensions as there are features 
in the data through kernel functions. The 
algorithm classifies observations into two 
groups, by identifying a hyperplane, which 
maximizes the distance between these two 
groups. SVM algorithms are useful for text 
classification problems (see for example, 
Milusheva et al. (2021)).1 

Milusheva et al. (2021) use 
SVM to identify posts on 
Twitter that capture locations 
of crashes. McKenzie and 
Sansone (2019) evaluate 
different ML and regression 
models in the context of a 
business plan competition in 
Nigeria. 

Deep Learning 
and Convolutional 
Neural Networks 
(CNN)

Deep Learning models extract patterns and 
features from large sets of input data. Deep 
learning models consist of multiple layers, 
which are connected (similar to neurons in the 
brain). Layers between the input and output 
layers are called hidden layers, which process 
the data with complex non-linear models. 
CNNs are a specific type of deep learning 
model that are particularly useful for image 
classification and therefore for applications 
with satellite data. Several CNN models have 
been developed, which can be openly accessed 
(see cited literature). In most cases, models are 
trained with labeled data, though applications 
in unsupervised machine learning contexts 
also exist. Time to train models can be long for 
large datasets.

Jean et al. (2016) and Yeh et 
al. (2020) use deep learning 
methods on satellite imagery 
and household surveys 
to predict welfare in local 
areas in African countries. 
Huang et al. (2021) evaluate 
an anti-poverty program in 
Kenya and Ratledge et al. 
(2022) apply CNN on survey 
and satellite data, finding that 
electrification increases asset 
wealth in rural Uganda. Tang 
et al. (2022) show that CNN 
trained on vegetation indices 
can predict poverty in real 
time in agricultural societies.

1 Naïve Bayes is another type of algorithm for text classification, which is easier to interpret, but typi-
cally does not perform better than SVM.



9 9   |   a n n e x e s

Description Example Applications

Mixed Models and 
Transfer Learning

Different types of ML models can be mixed to 
improve model performance. For example, 
Lee and Braithwaite (2022) use an iterative 
process of predicting wealth classes using 
extreme gradient boosting based on labeled 
spatial features and using a CNN model with 
unlabeled satellite imageries. Transfer Learning 
is a technique that uses a trained model as an 
input in another model. Such a process can be 
useful when there is no labeled training data. 
The first model creates features that are then 
fed into the second model. 

Jean et al. (2016) and Tang et 
al. (2022) circumvent the lack 
of labeled data by training a 
CNN on nighttime lights and 
daytime satellite data (or 
vegetation indices), to create 
intermediate labels. These 
labels are fed into a second 
machine learning model to 
predict wealth indicators.

Gaussian Process 
Regressions (GPR)

GPR is a non-parametric supervised 
machine learning method for regression and 
classification tasks. The probabilistic, nonlinear 
model yields point as well as uncertainty 
estimates. These uncertainty estimates may be 
useful for traditional estimation procedures for 
poverty and inequality rates. There are only a 
few applications in Economics.

Pokhriyal and Jacques 
(2017) apply a GPR model 
to predict multidimensional 
poverty indicators, using 
both environmental and 
call records data. Models 
are selected through Elastic 
Net procedures, to prevent 
overfitting.

Unsupervised Machine Learning Methods

K-Means 
Clustering

K-Means Clustering is a simple unsupervised 
method, which clusters data into k groups, 
based on similarity of observations across 
different variables by minimizing the squared 
Euclidean distance.

Abdul Rahman et al. (2021) 
use a K-Means Clustering 
approach to create different 
indicators of Multidimensional 
Poverty. 

Principal 
Component 
Analysis (PCA)

PCA is a commonly used, unsupervised 
technique to reduce dimensionality in the data 
by creating features with the largest variance. 
Created components are orthogonal to each 
other. PCA is often applied for the construction 
of wealth indices, by combining a large set of 
variables to fewer components.

Ratledge et al. (2022) use 
PCA to create an asset wealth 
index based on survey 
responses to 12 asset-related 
questions. This index is used 
as an outcome in welfare 
prediction.
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Annex 3.

Summary of 
All Data Sources

 
To reduce both time and cost of welfare estimation, practitioners and 
researchers have tapped alternative data sources, which allow for a greater 
frequency of data collection, or to obtain poverty estimates in data-deprived 
contexts. High-frequency data collection methods, especially the implementa-
tion of phone surveys, have proliferated during the COVID-19 pandemic, when 
traditional data collection methods were not feasible. The advancement of new 
methods and computational power (see part 1 of this typology) is also increasing 
the feasibility to tap large, complex, and diverse data sources, typically beyond 
the capacity of traditional data processing and management tools. Each dataset 
comes with its own advantages and caveats. Table 3 summarizes the main data 
sources collected and utilized by the Poverty and Equity GP to support real-time 
welfare monitoring efforts. Special emphasis is placed on the suitability for gen-
erating accurate and representative poverty and welfare estimates, as well as 
the key considerations that practitioners and researchers need to bear in mind 
when utilizing these data sources.
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Table 3 Data sources for real-time welfare monitoring, advantages and 
disadvantages

High Frequency Data Collection Harnessing Existing Data Sources

Phone surveys

Face-to-Face 
and online/ 
messaging-

based surveys
Geospatial 

data
Digital trace 

data
Administrative 

data

Ad
va

nt
ag

es

• Data collection 
is faster and 
cheaper than 
traditional 
collection. This 
makes phone 
surveys partic-
ularly useful 
when:

• Data is needed at 
high frequency, 
and not all 
variables from 
a full household 
survey are 
required.

• In contexts 
where in-person 
data collection 
is difficult, for 
example, due 
to security or 
health concerns.

• When data is 
needed urgently, 
without much 
delay between 
survey planning, 
collection, and 
obtaining final 
data.

• Similar to phone 
surveys, high-fre-
quency face-
to-face surveys 
are useful when 
data is needed 
urgently or 
repeatedly, and 
full household 
surveys are not 
needed.

• Community-
driven or other 
types of face-
to-face surveys 
overcome some 
of the caveats 
related to phone 
surveys, related 
to sampling, and 
to non-response 
bias.

• Other types 
of surveys, for 
instance, imple-
mented online 
or via SMS, can 
generate rapid 
information in 
fast-changing 
environments.

• High granularity 
and global 
coverage make 
geospatial data 
valuable in 
data-deprived 
contexts.

• There are many 
different types 
of geospatial 
data, that can 
be used to proxy 
different eco-
nomic activities.

• Data is often 
readily avail-
able and can be 
linked to survey 
data or other 
data sources.

• Phone record 
data contains 
vast amounts of 
information, at 
high frequency 
and across large 
populations.

• It can comple-
ment survey 
data by provid-
ing additional 
otherwise 
unmeasured 
aspects.

• Compared to 
geospatial data, 
phone and social 
media data 
often includes 
information 
about individ-
uals’ behavior 
directly.

• Certain aspects, 
such as mobility, 
can be directly 
tracked using 
these forms of 
big data.

• Administrative 
data can represent 
accurate depic-
tions of income 
and wealth of 
populations, such 
as tax statements.

• Administrative data 
oftentimes exists, 
but is seldom 
tapped.

• Specific types of 
data are recorded 
“automatically”, 
such as transac-
tion records. This 
enables high-fre-
quency analyses 
over longer time 
periods.
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High Frequency Data Collection Harnessing Existing Data Sources

Phone surveys

Face-to-Face 
and online/ 
messaging-

based surveys
Geospatial 

data
Digital trace 

data
Administrative 

data

Di
sa

dv
an

ta
ge

s

• Phone surveys 
need to be short 
and focused, 
and often cannot 
incorporate full 
consumption 
modules. This 
can make pov-
erty estimation 
difficult, without 
appropriate 
estimation 
methods.

• There can be 
concerns with 
regards to how 
representative 
phone survey 
data is, and 
sampling can be 
difficult when 
no recent survey 
data exists.

• Non-response 
bias is larger 
than in face-to-
face surveys.

• For there to 
be a time and 
cost-advantage 
over full-fledged 
household 
surveys, 
high-frequency 
face-to-face 
surveys need to 
be shorter and 
cannot offer full 
data collection.

• With reduced 
consumption 
modules, 
inaccuracies can 
arise from apply-
ing imputation 
methods.

• Online or SMS 
surveys are often 
not representa-
tive and need to 
be very short.

• Poverty and 
welfare estima-
tions based on 
geospatial data 
are not always 
accurate, 
especially when 
measuring 
changes over 
time rather 
than in a 
cross-section.

• Translating vast 
amounts of data 
into economi-
cally meaningful 
metrics often 
requires com-
plex machine 
learning models 
and high 
computational 
power.

• Baseline survey 
data is required, 
to train models 
and identify 
relevant images.

• Models that 
work in one 
place cannot 
always be 
used for other 
locations.

• Accessing the 
exact location of 
households can 
violate privacy 
concerns.

• Data can be 
heavily skewed 
towards wealth-
ier households, 
diminishing 
its usefulness 
for poverty 
monitoring.

• Direct measure-
ment of poverty 
and welfare has 
not yet proven 
to be accurate. 
For poverty and 
welfare measure-
ment, its main 
value added 
arises from 
complementing 
other survey 
data, rather than 
as a standalone 
product.

• It requires 
relatively recent 
survey data to 
train models, 
which, as with 
geospatial data, 
can be complex 
and difficult to 
disentangle.

• Utilizing private 
data such as 
phone records 
can violate pri-
vacy concerns.

• That administrative 
data is not often 
used in low-income 
country contexts 
is well reasoned. 
Collection and 
storage of such 
data is not 
advanced, espe-
cially in low-in-
come contexts.

• Available data may 
reflect only certain 
population groups, 
such as those in 
the labor force, and 
neglect others that 
are particularly 
important for pov-
erty estimation.

• Proprietary data is 
often hard to come 
by and usage can 
violate privacy 
concerns.
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Annex 4.  
Nowcasting Impacts of Shocks 
(Vulnerability and Damage 
Functions)

A common use case for real-time monitoring is to assess the impact of shocks, 
such as natural disasters, on poverty and welfare. With rising temperatures and 
increasingly occurring natural disasters, there is an growing interest in estimating 
how such shocks affect poverty rates. Such estimations are key to inform poli-
cies on recovery, such as cash transfers. A reminder is warranted here that, in this 
document, we focus on nowcasting and real-time monitoring, which is a different 
type of analysis than is used in a large part of the climate-damage literature. First, 
many climate-damage models aim to forecast economic damages from climate 
change in the future under different scenarios (see for example, Dell, Jones, and 
Olken (2014) or Auffhammer (2018) for a discussion). Second, a common type 
of damage function is a fixed-effects model estimation to causally identify the 
impact of shocks on various outcomes (see for example, Dell, Jones, and Olken 
(2014)). Such estimations require ex-post panel data, which is not the use case of 
real-time monitoring.

Vulnerability functions estimate the effects of natural disasters on poverty and 
welfare by assigning probabilities of impact to individuals or households. The 
likelihood (and magnitude) of being affected by shocks is also called vulnerability 
(Doan et al. 2023). Households are vulnerable to climate-related and other types 
of shocks through a variety of characteristics. The ability to anticipate, cope with, 
adapt, and recover from the impact of a shock all determine the propensity of 
being affected (Hill and Porter 2017). Information on vulnerability, calculated 
using variables in baseline survey data, can be combined with information on 
exposure to a specific shock, usually through the household’s location, to evalu-
ate the risk and potential impact of specific shocks. The magnitude of impacts is 
typically determined by a calibration of parameters for different household char-
acteristics, which rely on estimated effects from previous or similar shocks or on 
estimates from sectoral experts. The calibrated parameter allows to estimate a 
simulation model, which calculates changes in consumption from a baseline (pre-
shock) survey—with information on household expenditure or consumption—to 
after the shock.
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A rapid assessment of the welfare impacts of the 2022 floods in Pakistan exempli-
fies the use of damage and impact models. After the devastating floods in Pakistan 
in 2022, the World Bank team worked quickly to estimate the potential impacts on 
poverty. To do so, they calibrated a parameter mirroring the intensity of the shock 
on household welfare. Intensity depended on a combination of how vulnerable the 
household was to the shock (determined using variables such as asset ownership, 
sector of employment, or household income) and how exposed the household’s 
location was to the shock. For the case of Pakistan, this approach quantified that 
nine million people fell into poverty due to the. This approach allowed for a rapid 
assessment of welfare impacts within two weeks of the floods occurring.  

Considerations Regarding Damage Functions

Vulnerability and damage functions rely on setting parameters, which can pro-
foundly influence results. Probabilities of how much a household characteristic 
contributes to consumption declines carry uncertainty. If they are derived from 
estimates from other countries, an issue is external validity, that is, the extent to 
which estimates are valid for the country in question. Similarly, estimates from 
past shocks can also carry margins of error, if shocks were not exactly the same 
and effects are non-linear, or the way households are affected has changed due to 
other external factors (related to model stability). Expert opinions have the advan-
tage that they are derived from individuals highly knowledgeable on the specific 
setting, but they are subjective and knowledge about a sector in one country 
might not pertain to another country. One option to strengthen the reliability of 
results is to provide a range of estimates using different parameters.

Models discussed here do not account for second-order effects. Damage func-
tions can include CGE models, an extension that we do not incorporate here. 
Therefore, adjustments and adaptations that households make, and second-or-
der effects, such as droughts leading to changes in prices or the productive capac-
ity of households, are not accounted for. Including general equilibrium models is 
possible (see section 1.2), but requires more data (Roson and Satori 2016).

Vulnerability is usually defined as a state (0/1) rather than as an intensity. 
Vulnerability functions identify which households are more likely to be affected by 
a hazard. Based on characteristics such as sector of employment, type of assets, 
and consumption levels, a household is deemed to be vulnerable or not to shocks. 
This classification neglects heterogeneity between households, where combina-
tions of characteristics could make households more or less vulnerable.

https://blogs.worldbank.org/developmenttalk/quantifying-poverty-impact-2022-floods-pakistan
https://blogs.worldbank.org/developmenttalk/quantifying-poverty-impact-2022-floods-pakistan
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Resources

• The Social Protection Stress Test Tool (STT). This tool is commonly used 
to assess climate-shock impacts. It is based on modelling the impact of past 
shocks on consumption, and the probability distribution of hazards. The tool 
simulates how many people fall into poverty, given a range of shock magnitudes 
(World Bank 2021a). 

• The Unbreakable model.This model focusses on asset destruction and changes 
in income streams through natural disasters and covariate shocks (Hallegatte et 
al. 2016). It calculates the risk of each household to fall into poverty based on 
household characteristics. The model has shown that near-poor households are 
more likely to be pushed into poverty, for instance in the Philippines (Walsh and 
Hallegatte 2020). It also aggregates micro-level effects into macro-economic 
effects, such as aggregate economic and productivity losses, yielding a rich set 
of results for countries.

https://documents1.worldbank.org/curated/en/559321634917529231/pdf/Stress-Testing-Social-Protection-A-Rapid-Appraisal-of-the-Adaptability-of-Social-Protection-Systems-and-Their-Readiness-to-Scale-Up-A-Guide-for-Practitioners.pdf
https://documents.worldbank.org/en/publication/documents-reports/documentdetail/512241480487839624/unbreakable-building-the-resilience-of-the-poor-in-the-face-of-natural-disasters



