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HIV Testing: Principles and Practice

Mark Gersovitz

Testing is a potentially important intervention to slow the HIV epidemic in Africa and
elsewhere. Some countries in Africa have achieved high levels of testing but most have
not. Cost, price, and questions of confidentiality have limited the expansion of testing. It
looks possible, however, that there are choices as to the design of testing programs that
would expand the number of people who could know their HIV status in ways that
would be worthwhile. JEL codes: 118, H4, H23

Now is a time of great change in how testing for HIV is done. Gone are the ortho-
doxy and exclusivity of the Voluntary Counseling and Testing (VCT) protocol so long
advocated by the World Health Organization (WHO). Today, routine testing is being
adopted widely in Africa in parallel with VCT. Furthermore, the technology for self-
testing is available, with the potential to move testing outside the medical sector and
into homes and other unregulated places. At the same time, the epidemic rages on
in many countries, especially in Africa, which is the main focus of this paper.

I will review information about how HIV testing is done and about what
people do with the test results. I therefore provide information on the supply side,
including options in setting up testing facilities, and on the demand side, includ-
ing the roles of cost and confidentiality. The many details of how to design testing
programs are important, the nitty-gritty of what works.

The broad goal is to understand the role for testing in the dynamics of the
epidemic and the implications for public policy. Many things that would seem
relevant to this goal are not known, however, and I point them out and specu-
late about them. In particular, not much is known about the effect of scaling
up HIV testing because much of the evidence comes from small-scale studies.'
The feasibility and consequences of scaling up any proposed intervention are
critical for its practical importance. Scaled-up interventions may be inherently
different from pilot projects. It is therefore hard to know whether getting many
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more people tested ultimately can prevent many new infections and thereby
mitigate the national epidemics. Knowledge of what would happen is, however,
central to how much governments should subsidize testing. Even so, at the level
of the individual, it is clear that many people value the opportunity to get
tested and know their results. Understanding individual responses to testing
programs is a necessary condition for using testing to achieve the social goal of
dealing with the epidemic.

Testing is, however, controversial among commentators, at least in part because
there are disputes about the benefits and costs of testing, even at the level of the
individual. Examples of extreme skepticism about testing include: “In contrast with
the doubtful benefits of HIV Clounseling] T[esting], the social risks to the tested
individual are real” (Kipp and others 2002, p. 700) and “A few years back, diagno-
sis of HIV sero-positivity resulted only in disheartenment due to lack of effective
therapy” (Lau and others 2005, p. 42). Similarly an editorial in The Lancet (2006)
stated that “most research indicates that testing alone has little or no effect on be-
haviour. The crucial step is counselling and promotion of behavioural change.”
Somewhat differently, however, an editorial in the American Journal of Public Health
(Koo and others 2006, p. 963) argued that “discovering one is HIV-infected and
the subsequent counseling around this diagnosis explains the reduced risk behav-
ior, rather than pre-test counseling.” At many junctures, however, 1 will provide
information that suggests this skepticism may be unjustified.

The Benefits and Costs of Tests and People’s Associated
Strategies

Naturally, the benefits of a test arise from what people can do with the resolution
of the uncertainty about whether they are infected or not. It is important to find
out what people do with the results of their tests. For instance, despite their skep-
ticism just quoted, Kipp and others (2002, p. 703) report that “inhabitants from
neighbouring areas who were not eligible, tried desperately to get enrolled in the
earlier study in order to have an opportunity for HIV counselling and testing”
(my emphasis). On the face of it, this observation suggests that the authors might
want to reconsider their previously quoted position that the benefits of testing are
doubtful and only the costs are real.

HIV tests can be used to avoid activities, primarily unprotected sexual inter-
course, that result in a person infecting another who is not. Consider this vign-
ette: “One HIV positive man [in Uganda] explained: ‘I cannot have sex with her
anymore—why kill someone who is your wife and going to look after your chil-
dren?’. This couple had good communication and even wrote a contract in which
the man agreed that the woman could look for an HIV-negative sexual partner
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outside their relationship, provided she would continue to live with him and look
after him when he fell sick” (Bunnell and others 2005, p. 1008). However grim
their existential predicament, the benefits of a test to this couple would hardly
seem to be “doubtful” nor the test to have resulted “only in disheartenment.”

A test could also be used to initiate prenatal treatment of an HIV+ woman
and then of her new-born child to lessen the chances of mother-to-child trans-
mission. Knowing that one is HIV+ is a prerequisite for timely treatment with
drugs to prevent opportunistic infections and with antiretroviral (ARV) drugs to
suppress the virus and postpone disease progression. Knowing that one is HIV -+
can also help in planning for the future, such as making provision for dependents,
most especially children. King and others (2008, p. 241) give the following
example from a Ugandan interview: “I discussed it [the HIV result] with my wife:
‘T am sick and you are not sick, what is the future of our family?” We [can now]
start planning ... [if] you leave [the children] a house, you know they will not
suffer for rent.”

HIV— people might use the information on their status to increase their
efforts to remain negative once they are more certain that they have something
to lose by taking risks and have a partner whom they know to be safe, as
illustrated by this Tanzanian interview (Maman and others 2001, p. 600):
“After receiving results together, for truth, even work that day I didn’'t do. I saw
it as if that day is when I married my wife. Because between us every person
started to trust each other. As if we have locked our marriage today! It brought
confidence for us. Each of us said, ‘I was suspecting you thus.” Everything was
put open that day.”

Testing allows these important benefits among others, and they accrue either
to the person being tested or to others or both, especially if the person being
tested cares about some of the other people who may share in the consequences
of the test result.

So much for the potential benefits. What are some of the costs that determine
whether benefits exceed costs for either the person being tested or for everyone
who is affected in any way by this person’s being tested (the social calculation)?
These costs include those of getting the test done and the costs if people other
than the person being tested learn that someone has been tested or is infected.

The narrowest definition of cost is the price of the test kit. But other conven-
tional economic costs are more important. There is the monetary cost of the
testing facility and the counseling personnel. Then there are other more indirect
costs in getting the test done, such as out-of-pocket travel expenses and the time
spent traveling and waiting, and in getting the test results, especially if separate
trips are involved. The particulars of how a testing intervention is designed affect
all these costs. Individuals pay many of these costs, but so too do governments
through subsidized testing programs.
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Another class of costs, however, are even more indirect and involve costs to the
person tested if others find out that the person has been tested or learn the actual
result of the test. Just as the benefits of a test arise from what can be done with
the knowledge of someone’s test outcome (serostatus), so do some of the costs.
A major deterrent to testing is the possible revelation of one’s serostatus to others,
either inadvertently through a failure to maintain the confidentiality of the test
result itself or as a by-product of behavior that reflects the test result. But just
knowing that someone has been tested may be troublesome because it allows the
inference that the person had reason to be concerned about exposure even if the
test is subsequently negative. Sometimes bundled under the imprecise term
“stigma,” these costs of revelation seem to fall into two distinct categories. The
particulars of how a testing intervention is designed affect all these costs, just as
they affect the economic costs, and it would seem well worthwhile trying to
understand how these costs arise in their particulars so as to devise interventions
to make the best of the situation.

In the first category of stigma costs would be costs imposed on the person
tested as a consequence of a variety of unreasoning or emotional or moral(istic)
reactions by other people. For instance, people may fear being infected in ways
that are actually impossible or nearly impossible. They may simply find it disturb-
ing to contemplate the reality of a person infected with a deadly disease. They
may view infection with the disease as reflecting badly on the infected person.
People with these reactions may shun or otherwise discriminate against people
who test HIV+ It may be possible to mitigate this behavior through information
or exhortations or, in cases such as workplace discrimination, overt regulation.
Otherwise, to the extent that these unappealing and harmful reactions, or the
fear of them, exist, they naturally influence people contemplating a test and there-
fore must be incorporated in the design and analysis of HIV testing.

A second category of stigma costs, however, arises from the very real conse-
quences to other people of someone’s serostatus and the test result that reveals it.
Uninfected people may want to avoid unprotected sexual relations with people
who they learn are HIV+ They may fear trying to have children with an infected
partner. They may make inferences about the past sexual history of their partner.
Marriages may break up. For a myriad of reasons, people may feel that interaction
of all sorts with someone presumed to have a shortened life span is of less value
to them. These situations are all potentially bad, but they are also the often una-
voidable and very real circumstances and decisions that people face in a time of
such an epidemic.

All these aspects of the HIV epidemic and many others involve people making
choices, even if some people whose interests are at stake lack wide latitude for
choice. A discussion about choice needs an overall view of how people make
decisions, and the starting point throughout this paper is a rational actor
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perspective, that people take decisions to achieve the outcomes they value most,
subject to the constraints they encounter. They strategize about their predicament.
Constraints may include economic ones, such as their own incomes and the
prices that they pay for tests, their sexual strategic situation, and the relevant
information they have. In other words, they weigh benefits against costs as they
perceive them. I therefore use this general perspective to organize the evidence
from the epidemiological and other literature about people’s behavior. The same
perspective provides guidance on public policy toward testing as well as on the
role of private providers of tests.

But before getting to all these considerations, it seems worthwhile to start with
the basics: How does an HIV test work from the perspective of people who want to
know if they are infected? How many people have been tested and what did they
suspect about their serostatus before they were tested? After laying out these con-
siderations, the core of the paper deals with: the design of testing programs and
with people’s decision to be tested; how they are affected by all sorts of costs and
benefits; what actions people subsequently take; and what happens afterwards.

How Tests Are Done: The Biochemistry

The tests for HIV infection in general clinical use today infer infection with the
virus by detecting antibodies to the virus, and not by the presence of the virus
itself (although such a test is technically feasible). The tests therefore depend on a
person’s immune system making detectable levels of antibodies which requires
some time after infection. Consequently there is a period after infection during
which the virus cannot be detected (dependent on the type of test), which is
known as the “window.” Within this window an infected person is infectious but
negative on an antibody test. Thus for someone to be confident that he or she is
negative, he or she must wait out the period of the window before being tested.
For many tests in recent use, this window is roughly three months from the last
activity that could infect a person. The natural history of HIV makes the window
particularly dangerous. An infected person is highly infectious during this
period—in excess of ten times as infectious as even a chronically infected person
who is not on ARV treatment (Butler and Smith 2007, table 1). Indeed it may
arguably be safer to have sexual relations with someone who knows they are
HIV+ and therefore outside the window than to have relations with someone
who tests negative but might be inside the highly infectious window. Which of
these two strategies of partner choice is safer depends on the proportion of see-
mingly HIV— people who are in fact infected and inside the window, which in
turn depends on the stage of the epidemic when the partnership occurs (Butler
and Smith 2007).
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Table 1. Percentage of Respondents Who Have Been Tested

Country and year of DHS Respondents 15—49 who Urban respondents of any
have been tested (%) age who have been tested (%)
Men Women Men Women

Sub-Saharan Africa

Benin, 2001 5 11 10
Burkina Faso, 2003 7 — 18 —
Cameroon, 2004 16 21 21 29
Ethiopia, 2000 2 — 9 —
Ghana, 2003 9 10 12 12
Kenya, 1998 17 14 27 25
Kenya, 2003 16 15 24 24
Madagascar, 2003-04 1 1 4 2
Malawi, 2000 15 8 22 17
Mali, 2001 9 4 19 11
Mozambique, 2003 4 4 8 9
Namibia, 2000 25 24 35 37
Nigeria, 2003 14 7 17 13
Rwanda, 2000 7 5 14 15
Tanzania, 1996 12 17 7
Tanzania, 2004 14 14 20 27
Uganda, 1995 11 23 16
Uganda, 2000-01 12 8 20 23
Zambia, 2001-02 13 9 17 14
Zimbabwe, 1999 9 12 13 17
Elsewhere

Armenia, 2000 4 7 3 8
Turkmenistan, 2000 — 4 — 6
Uzbekistan, 2002 13 33 15 36
Cambodia, 2000 — 3 — 8
Philippines, 2003 3 — 5 —
Bolivia, 2003 6 — 7 —
Colombia, 2000 — 10 — 11
Dominican Republic, 2002 41 42 44 44
Haiti, 2000 5 4 11 7
Peru, 2000 — 12 — 16

Note: — Not available.
Source: Summary statistics from the DHS surveys on the DHS website.

To further complicate matters, the inexpensive tests that provide results within
the same day (actually within 30 minutes) may generate false positives (although
not false negatives outside the window if properly performed). Thus to confirm
that someone is positive requires at least one additional test depending on the pro-
tocol. Confirmation may require a blood sample to be sent for a different type of
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test to a testing facility with more capabilities. There are typically relatively few
such laboratories in poor countries, perhaps only a central one. Consequently
confirmatory results may be unavailable for a few weeks, requiring a separate
visit to collect results by the person who has been tested.

These two characteristics of the test, the window and false positives, must be
understood by people at risk of HIV infection. Information on the window and
false positives is presumably an important part of the counseling that often
accompanies HIV testing (see for example Corbett and others 2006, p. 1009).
Nonetheless there is no evidence as to whether Africans generally have this
knowledge that they need for testing to be useful as opposed to being actually
misleading and therefore dangerous.

Information has always been an important component of programs for control-
ling the epidemic, and many aspects of the epidemic do seem to be widely under-
stood in African countries. People need to understand that there is such an
infection and how it spreads. The Demographic and Health Surveys (DHSs) and
other information suggest that these broad messages have been disseminated to a
large degree (Gersovitz 2005), although not perfectly. By contrast Castle (2003)
describes considerable skepticism about the existence of HIV/AIDS from focus
groups in 2001 in Mali, a relatively low prevalence country. Of course, the same
messages need to be disseminated to each new cohort before its members become
sexually active. But beyond this general knowledge, there is a need to find out
what the general population knows about such specifics of HIV testing as the
window and false positives. To the extent that such information is not already
widely known, it needs to be disseminated as part of a second generation of infor-
mation provision.

Furthermore giving people the opportunity to test without warning them in
advance by at least the amount of time involved in the window (so that they can
abstain from risky behavior prior to the test) means that such a test cannot
assure people that they are uninfected even if they test negative. A test without
warning therefore has a diminished value, perhaps very much so as implied by
the calculations of Butler and Smith (2007). People must understand this point if
the test is not to mislead; though if they do understand it they may not want
such a test. None of the studies that evaluate testing of which I am aware discuss
this point insofar as it influences the demand for testing.

The Prevalence of Testing and Prior Knowledge

Table 1 provides information on the rate of HIV testing of men and women for
countries that have done one or more DHSs that asked the relevant question.
These surveys try to be national randomly representative samples. Among the
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African countries with these surveys, the East African countries (Kenya, Malawi,
Tanzania, Uganda, Zambia) tend to have percentages of men who have been
tested in the teens, with a generally lower percentage of women, although this
percentage is also in the teens in Kenya and Tanzania. The percentages for
women are lower despite the fact that women often have access to testing
through antenatal clinics (ANCs). Kenya, Tanzania, and Uganda have more than
one survey, but, with the exception of Tanzanian women, the rates of HIV testing
have not been increasing substantially for either gender. Elsewhere in Africa the
rate of testing is generally lower, although Cameroon, Nigeria, and, in particular,
Namibia have high rates. In Botswana, the first African country to adopt routine
testing in 2004, 48 percent of people aged 18 to 49 reported that they had at
some time been tested by the end of 2004 according to a population-based survey
(Steen and others 2007). Among countries outside Africa, listed in table 1, the
Dominican Republic is notable for rates of testing just above 40 percent, more
than double any African country except Botswana and Namibia. Thailand which
does not have a DHS with this information also seems to have high rates of
testing with 47 percent of adults 19—35 having been tested in Chiang Mai city
and its surroundings (Kawichai and others 2005). Although the rate of testing in
a country as a whole is generally lower than in its urban areas (see table 1), this
Thai experience much exceeds that of the African countries except Botswana and
Namibia.

Table 2. Kenyan and Tanzanian Respondents’ Information about HIV Testing, 2003 DHSs
(Weighted by population probalities)

Question Kenya Tanzania
Men Women Men Women
1. % tested prior to survey as reported in previous DHS 17.0 15.0 11.0 6.0
(Kenya, 1998; Tanzania, 1996)

2. % tested prior to 2003 DHS 15.6 14.9 15.4 15.2
3. % who got result of prior test 94.7 89.2 87.3 85.0
4. % want test if no prior test 71.9 69.6 — —
5. % HIV+ according to 2003 DHS 4.8 8.7 6.3 7.7
6. % HIV+ if prior test 7.6 12.4 8.8 11.9
7. % HIV+ if no prior test 4.3 8.3 5.8 6.9
8. % with prior test if HIV+ in 2003 DHS 24.2 20.1 22.1 23.6
9. % with prior test if HIV— in 2003 DHS 14.8 13.8 15.3 14.5
10. % who got result of prior test if HIV+ in 2003 DHS 91.4 88.0 91.0 91.1
11. % who got result of prior test if HIV— in 2003 DHS 95.3 90.0 86.5 85.0

Note: — Not available.
Source: 2003 DHS for Kenya and Tanzania.
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Tables 2 and 3 give more detail on testing from the DHSs done in 2003 in
Kenya and in Tanzania (corresponding to the most recent surveys for these
countries in table 1). These surveys are two of the recent generation of DHSs
that included a test for HIV as part of the survey. On an anonymous basis,
these surveys make available to researchers the HIV test results of individual
respondents linked to their answers to the main sociodemographic question-
naire. Most people who had been tested prior to the survey did get their
results, somewhat more so if they proved HIV+ on the test administered as
part of the survey itself but not markedly so (table 2, lines 10 and 11).? These
results differ from many of the findings from samples of convenience or other
smaller scale surveys in Africa which often report a low proportion of people
returning for results and this proportion is even lower if people are HIV+ (see
the references reported in Gersovitz 2005). The DHS information, however, is
based on self-reports whereas the small-scale studies are usually based on the
actual records of testing centers which provide both the serostatus of people
and whether they returned for their results. The Kenyan DHS asked if people
who had not been tested wanted to be, and the vast majority said they did
(table 2, line 4), a result that appears in other DHSs from East Africa
(Gersovitz 2005).

The best way to know one’s status is to be tested, but people have a lot of infor-
mation about the risks that they and others are infected even without a test
(Watkins 2004). The value of a test depends on how much someone knows
beforehand including knowledge of the results from prior tests. Table 3 provides
results on the average values of some variables cross-classified by whether the
people believe themselves to be in one of four increasingly risky categories for
exposure to HIV infection. These categories are obviously subjective and all but
the first, no risk, do not correspond to any numerical value of probability.’ As
row 1 for both Kenyan and Tanzanian men and women shows, people who
describe themselves as more at risk are more likely to be infected according to the
test that is part of the surveys.

Nonetheless, it is anomalous that over 5 percent of people are infected in three
of the four groups declaring no risk. This anomaly is somewhat more marked if
the people declaring their risk of infection were tested prior to the survey and
received this prior test result (table 3, row 4). Of course, the respondents could
have become infected after they were tested but before they participated in the
survey, hinting that people who have chosen to be tested may be a special group.
There is a mild tendency for groups declaring an intermediate risk to have been
more likely to have been tested prior to the survey (row 2, two middle columns).
In principle, it is these groups who should believe they have the most to learn
from a test and therefore should be more inclined to undertake the costs of being
tested (Philipson and Posner 1995). There is no pattern, however, as to
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which risk group tends to get the results of these tests prior to the survey (table 3,
row 3).

Chao and others (2007) asked primary and secondary teachers in KwaZulu-
Natal about the HIV prevalence among the teachers themselves and the general
population (Chao and others 2007). The question format (p. 455) was: “Out of
every ten [of each group] how many do you think have been infected with HIV?”
This question is clearly a better match to the concept of probability than the
qualitative categorization embodied in the data of Bignami-Van Assche and others
(2007) or the DHSs (table 3). Chao and others found that the teachers overesti-
mated prevalence among both groups relative to the estimates for KwaZulu-Natal
from a national HIV seroprevalence study for South Africa. Thus the teachers esti-
mated 48 percent of other teachers and 61 percent of the general population to
be infected versus the national survey's 22 and 17 percent respectively. Condom
use by the teachers in this study was positively associated with their (exaggerated)
estimate of HIV prevalence. Their erroneous beliefs may therefore have been
leading them to take fewer risks rather than becoming hopeless and thereby
abandoning precautions (rational fatalism, see the references and discussion in
Gersovitz and Hammer 2003), but it may also be the case that inherently fearful
people both overestimate risks and are more cautious in their behavior.

Even more striking examples of anomalies involve confusion about people’s
knowledge of their own test results. In Botswana, the Tebelopele VCT network
tested 117,234 first-time clients between April, 2000 and September, 2004
(Creek and others 2006). Of these people, 16.2 percent said they had been tested
elsewhere and of these 12.1 percent (2,300 people) said they had tested positive.
Furthermore 38.7 percent of these 2,300 claimed that they expected a negative
test result from their Tebelopele test and 11.7 percent of these 2,300 actually
received a negative result. Needless to say, this last observation raises a lot of ques-
tions, most especially about the details of these people’s stories, their perceptions
of the biology of HIV and the biochemistry of a test, and the nature of the prior
test. In a much smaller study in Zambia, Chintu and others (1997) reported
similar results, that 30 percent of 71 volunteers who self-reported as HIV+ were
shown to be HIV—. In discussions in Uganda in 2007, a staff member at The
AIDS Support Organization (TASO), an NGO, told me that HIV— people would
report to their organization that they were HIV-+ but in this case there was a
clear incentive for such misreporting because TASO provides material support to
its (HIV+) members, something that does not seem to have occurred in the Creek
or Chintu studies.

Discordant couples are ones in which one partner is HIV+ and the other is
not; concordant couples are ones in which both partners have the same HIV
status. Those discordant couples who misunderstand their situation pose
especially pressing informational problems because they most likely should be
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taking additional precautions to avoid infection of the negative partner. Bunnell
and others (2005) interviewed 67 members of discordant couples and also gath-
ered information from 62 counselor trainers about the meaning of discordant
couples. Participants were recruited through the AIDS Information Center (AIC)
in Kampala, one of the oldest and largest testing organizations in Africa. Among
other prevalent misinformation held by both groups, these researchers found
(p. 1003) that a “majority of both clients and counsellors explained discordance
by denying it was possible.” The finding about counselors is especially disturbing
because it is hard to see how clients can be properly instructed by the AIC if their
counselors are so lacking in basic understanding. Bwambale and others (2008)
administered a questionnaire to a random sample of 780 men in rural western
Uganda and found that 62 percent of them did not believe that HIV discordant
partnerships were possible, a finding confirmed in focus groups. Mlay and others
(2008) report on focus groups involving both men and women recruited through
an ANC in Dar es Salaam as well as some ANC counselors. Most of the ANC
attendees were unaware that couples could be discordant but, on being informed,
thought it important that counseling should address the topic. By contrast with
the AIC, the counselors at this ANC were said to understand the concept of
discordance.

The proportions of people who have been tested might lead to some sense that
African rates of testing are low given the high rates of infection and the dispersed
nature of these epidemics, but it is hard to tell what such a judgment means. One
way to think about whether testing is too low is to look at the supply of and
demand for testing. If testing seems too low is it because of factors operating on
supply or demand? Thus Fylkesnes (2000, s43) writes: “Where voluntary HIV
counseling and testing has been made available, however, demand is disturbingly
low.” But this conclusion is hard to reconcile with the diversity of results from
different studies that offer testing in very different contexts of price, access and
attributes that bear on the confidentiality of groups with potentially very different
valuations of testing. I now turn to these issues.

How Tests Are Done: Norms of Initiation and Counseling

Laboratory protocols for establishing HIV infection, given the natural history of
the virus and the biochemistry of the test, are only some determinants of the
process of testing. There are many details of implementation that have impli-
cations for costs and availability, and for the provision of information and confi-
dentiality. Many people see the defining characteristic of testing programs to be
who initiates the testing. Testing may either be at the initiative of the person who
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is to be tested or at the initiative of others. There are potentially several different
types of these other initiators.

The WHO among other organizations has promoted the VCT approach, the
standard protocol in Africa of the 1990s. In this approach testing was undertaken
at the initiative of the person to be tested, hence it was voluntary. Any person
wanting to be tested was to be counseled before and after the testing. Such coun-
seling is designed to provide general information about the disease and the
meaning of a test result, to prepare people for receiving their results, and to
advise them about ways to conduct their lives after they have received the results,
either positive or negative. This protocol has been widely adopted by government
testing sites and by NGOs and is by far the one that has been most heavily docu-
mented. The paper therefore disproportionately discusses the experience with it.

Beginning in January, 2004 with Botswana (Steen and others 2007), some
African governments have been moving to complement VCT with an alternative
protocol called routine testing (RT) (De Cock and others 2006). In this approach
people in most medical settings, including ANCs, tuberculosis clinics, and sexually
transmitted disease (STD) clinics, would be tested unless they chose to opt out.
Counseling would be available before and after testing but need not be mandatory
for receiving results. RT has been scaled up rapidly in Botswana from 60,746
people tested in all of 2004 to 88,218 tested in the first half of 2006 (Steen and
others 2007, table 3). At the main VCT program in Botswana, the number of
tests was 61,221 in all of 2004 compared to 45,846 in the first half of 2006, so
that routine testing does not seem to be crowding out VCT. In the first half of
2006, the number of people tested by RT was therefore almost double that by the
main VCT program. Furthermore, RT does not seem to be a deterrent to ANC
attendance which remains at 95 percent of all pregnancies.

Africans seem to be favorable to RT. In a probability sample of 1,268 adults in
five districts of Botswana with the highest HIV infection rates done in late 2004
after the beginning of RT, 89 percent believed the program would lower barriers
to testing, although 43 percent of interviewees did express the opinion that
people would avoid health providers (Weiser and others 2006). Perez and others
(2006) found that 89 percent of 520 ANC attendees in two Zimbabwe districts
said that they would accept routine (opt-out) testing. Only 55 percent of these
women had been tested through VCT. In a study in Mombasa, 416 of 500 ANC
attendees accepted and received test results in an opt-out program. The study
started by offering testing (to the first 50 women) through the hospital laboratory
with resultant delays cited by 13 out of 15 women who declined out of this first
group of 50. Consequently the study switched to finger-stick testing at the point
of care. Of the remaining women who opted out, only 7 of 67 gave lack of time as
their reason for not testing, so these women apparently felt able to opt out for
such reasons as being afraid of a positive test (Chersich and others 2008).
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An additional 276 women, however, had refused to participate in the study when
first approached, although none gave the opt-out HIV testing and counseling
procedures as their reason.

RT is, however, controversial among many commentators (see for instance
Macklin 2005 and Tarantola 2005). Opponents of RT worry that even though
people are told they may opt out they may feel inhibited from doing so and thus
that a fundamental right has been infringed, “the right not to know”
(Temmerman and others 1995). It is said that people may avoid contexts in
which they may face RT, such as providers of medical care. Furthermore, Ruth
Macklin maintains that respect for persons (minimally, not treating an individual
“merely as a means”) entails that the testing process must be systematically
linked with “existing or planned treatment or prevention programs” (Macklin
2005, p. 27). Her argument implies that testing would be wrong if treatment
were not available and no systematic prevention program were in place. What
follows from respect for persons, however, is more complex. Macklin's reasoning
ignores people’s own role in making choices about their own lives. Testing can
allow people to make informed choices, both about prevention for themselves and
others, and, when someone is already infected, about arrangements for a spouse
and children. These choices are the ones faced by the people in the vignettes pre-
sented above, who deserve respect. Ideally, testing programs would be
accompanied with prevention and treatment programs, but it does not follow
from the fact that this situation is the ideal that the next best thing is no testing
at all.

Certainly, the RT opponents raise some important considerations, and RT prac-
titioners should be alive to them. Nonetheless, there is no simple moral calcu-
lation involved here because there are also important considerations on the side
of RT, especially given that RT makes testing more available and in a way that
many people prefer. Proponents of RT stress that testing can affect people’s behav-
ior, prevent the spread of the epidemic, and give people access to treatment
(De Cock 2005). Their concerns can also be expressed in terms of “rights.” Most
fundamental is the right to life: the right of the uninfected not to be infected by
people unaware of their status; the right of children not to be infected at birth or
through breast feeding; the right of uninfected couples to establish their unin-
fected status and to decide to proceed with a mutually monogamous life; and the
right of the infected to seek and obtain treatment. As well, there is the basic right
to be make informed choices about one’s life, choices that can be influenced cru-
cially by knowledge of one’s status: the right to choose not to infect one’s
partner; the right to choose not to infect the mother or father of one’s children;
the right to try to make all sorts of economic and other provisions when one is
still able for one’s children and other survivors. Once again, these rights are the
ones of the people discussed in the vignettes above. Talk of “rights” in general is
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controversial among philosophers of ethics, though this paper is not the place for
such a discussion. Anyway, as Brockway (2007) argues, there is no easy way to
convince everyone that one set of rights should dominate another. But everyone
should agree that the moral considerations raised by proponents of RT are very
weighty too, whatever words describe them, and that a decision over RT should
not be made by outsiders who are looking at only one side of a complex moral
calculation.

Private for-profit establishments also provide testing but there is little infor-
mation on their protocols and practices in poor countries in general and in Africa
in particular. In Kenya, Marum and others (2006, p. 861) report that “respond-
ing to the popularity of VCT, some private practitioners and community groups
have opened nonregistered sites, often using a handmade version of the national
VCT logo. Although it is the prerogative of the Ministry of Health to close such
sites, this has rarely been done.”

In a study of peri-urban areas of Chiang Mai, Thailand, about 50 percent of
respondents who were tested in the private sector reported they did not receive
counseling before or after the test in contrast to 15 percent of respondents tested
at government facilities (Kawichai and others 2005, p. 239).

Workplace testing is another variant of private sector involvement. Corbett and
others (2006) randomly assigned 24 Harare businesses that had (1) an on-site
clinic, (2) 100-600 employees, and (3) employee absentee records to receive
either on-site HIV VCT or on-site counseling plus a voucher for off-site testing. Of
3,950 workers with the on-site-testing option, 1,957 (49.5 percent) were tested
and got results in contrast to only 125 (3.5 percent) out of 3,532 with the off-
site option.

A final option is self-testing because the rapid tests that exist now can be pack-
aged in a self-contained kit with all the reagents necessary to perform the test,
much the same as the do-it-yourself pregnancy kits available in pharmacies (Pant
Pal and Klein 2008). Advantages are cost and confidentiality if people take the
test alone. There is not, however, much evidence on how self-testing might work,
at least in part because most practitioners, even proponents of RT such as public
health officials in countries with RT, greet the idea of making such test kits avail-
able with skepticism if not outright horror. Self-testing kits are, however, appar-
ently marketed over the counter in Hong Kong (Wright and Katz 2006). Baiden
and others (2007), based on their survey and focus groups in Ghana, propose the
use of self-testing in Africa for people who have been counseled.

Certainly there are important concerns about self-testing. At the top of the
list is whether people can perform a self-test accurately. Branson (1998) reports
on 174,316 users of home collection kits in the US, 94.8 percent of whom pro-
vided samples that were suitable for testing at a lab, very close to the 95.2
percent achieved by health professionals. But these users did not actually
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perform the test itself, which was done after they had sent the sample to a lab-
oratory; nor did these users interpret the test. Lee and others (2007) found
that 85 percent of participants in a sample of convenience in Singapore failed
to perform all the steps correctly in genuine self-testing so that 56 percent
ended up with invalid results. Spielberg and others (2004) report on a study of
240 people in the United States who already knew they were HIV+ and were
largely successful in administering and interpreting a self-test. Finally, Lippman
and others (2007, p. 425) report on a study of self-testing for bacterial STDs in
Sao Paulo in which “94% of [the 410 women in the home-testing group] were
able to complete collection and self-testing at home on their first attempt.”
Although relevant to HIV self-testing, a complete interpretation of an HIV test
requires understanding of the window and the need for confirmation of all posi-
tives and not just the ability to read the test strip. Self-testing might therefore
be more suitable for repeat testers who have already gained information of this
sort from counseling through traditional VCT. Skeptics also worry about
whether individuals can cope with learning their results outside the structured
counseling of VCT and that they might be made to take the test in front of
others, denying them confidentiality.

African churches are important institutions, and there are many reports of
tests required by churches for people planning marriage, either for purposes of
making the couple themselves aware of their serostatus or with the results to be
made available to the church. These tests could be undertaken through tra-
ditional VCT, but with the results to be provided to the church authorities. In dis-
cussions in Tanzania and Uganda in 2007 with people working on HIV testing,
I was told that a church representative may attend the meeting at the testing site
when a couple planning marriage get their results and thus the representative
receives the results directly from the counselors. Maman and others (2001) report
on in-depth interviews in which 2 of 15 couples recruited from a health infor-
mation center in Dar es Salaam said that they had been required by their church
to be tested before marriage. Some Ghanaian churches first instituted mandatory
HIV testing prior to marriage but claim to have substituted voluntary testing after
objections from the National Anti-AIDS Commission (Luginaah and others
2005). Some Ghanaian churches promote testing before the public announce-
ment of a couple’s intention to marry so that the cancelation of a wedding conse-
quent on a positive test does not breach confidentiality; but nonetheless the
presumption is that many people, in addition to the prospective couple, learn
what happened and why. In Burundi, the Catholic Church instructed priests not
to marry couples unless they had a certificate stating that they had been tested,
although it did not want to know the results of the tests (The Lancet 2006). In
Nigeria, compulsory premarital testing by churches seems to be widespread, with
the church marriage committee monitoring the process and with health centers

16 The World Bank Research Observer, vol. 26, no. 1 (February 2011)



notifying the churches of the results even before the couples. Nigerian law does
not mandate premarital testing, however, both national and regional governments
are said to endorse the churches’ activities (Uneke and others 2007). In a study
of 320 HIV+ men and women attending two health facilities in Eastern Nigeria,
19.4 percent gave a compulsory premarital test as their reason for testing (Obi
and Ifebunandu 2006).

How Tests Are Done: Important Details of Design
and Implementation

Who initiates the test is, however, just one aspect of testing. There are many
others. Cost and price are important. Location is important both for cost and
confidentiality. Who the counselor is is important in several ways. How results are
made available is also important. Corbett and others (2006, p. 1010) conclude
from their study and from their reading of the extant literature that “the consist-
ent finding is that relatively minor differences in accessibility translate into major
differences in acceptability of VCT in Africa.” Some evidence for this conclusion is
presented in the following sections.

Testing may be done at a facility offering other medical services such as a hos-
pital or clinic, including ANCs or at standalone facilities. Facilities are sometimes
easily accessible to the person being tested, other times not. Testing may even be
done by mobile units that administer the test in a special temporary facility
erected for the purpose or in people’s homes. Testing may provide results quickly
on the same day or they may require a return after some weeks. Those doing the
counseling and administering the test may be medical personnel or so-called lay-
people trained especially to counsel and administer tests but otherwise lacking
medical training. They may be local or from outside the area where the testing is
done. Choices about where the test is done and by whom affect the cost of provid-
ing the test. But these choices also affect the actual or perceived confidentiality of
the test: who other than the person tested learns that someone has been tested or
even the results of the test? There is also the issue of whether the testing process
facilitates partner notification, a large topic that is deferred to the section on
disclosure.

The wholesale cost of a rapid test kit is now about one U.S. dollar, and the cost
of confirmation of an HIV+ result could be an additional five dollars; see for
example Thielman and others (2006) for northern Tanzania in 2003. The cost of
providing the conventional VCT package, however, is much higher, depending on
the exact design of the package.

Some of the most detailed and comparable estimates for different choices about
the provision of testing are given by Forsythe and others (2002) for the case of
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Kenya in 1999. At the rates of capacity utilization that these authors observed
VCT integrated into a hospital setting with salaries at non-government rates cost
$16 and VCT with salaries at government rates cost $11. At maximum capacity
and government salaries, cost could be reduced to $8. In all cases, tests that were
HIV+ were assumed to be confirmed by a subsequent test.

Capacity utilization and its attendant effect on the average cost of a test seem
to be problematic. After being open for more than two years at several sites,
another health-facility-based program in Kenya still reported capacity utilization
of only 40 percent even though it offered tests without charge (Arthur and others
2005). An intervention in Tanzania, which was based in already existing AIDS
information centers and which excluded from consideration the costs already
incurred by the centers, had an average cost of $11.92 per test in 2003, using
local women who were trained as counselors (and paid $3.30 per day). When the
test was offered for free, average cost per test fell to $7.38 as capacity utilization
rose (Thielman and others 2006). These authors speculated that even higher
capacity utilization could have pushed costs as low as $6.45 per test. If increased
tests at a facility lead to a decrease in average cost, the cost of each of the
additional tests is, of course, even lower than the average cost at which they take
place.

Whether testing should be standalone or integrated with other health facilities
most likely affects costs, especially capital and overhead costs; but I have seen no
study that gathers cost data for standalone and integrated alternatives in the
same place and time. Sweat and others (2000) estimate the cost of VCT in 1998
in standalone testing facilities to be $26.65 in Kenya and $28.93 in Tanzania.
Forsythe and others (2002), working in Kenya one year later, compare these
results to their own findings on integrated facilities. To the extent that these costs
are comparable, they suggest integration has a large cost advantage relative to
standalone. Similarly whether the facility is standalone or not may affect confi-
dentiality because a multi-use facility does not implicitly label its attendees as
concerned with their HIV status. Bradley and others (2008) reports on VCT pro-
grams at 28 clinics in Ethiopia run by one NGO that integrates them with family
planning services either by having them in the same facility, in the same room
but at different times, or done by the same counselor in the same session. But
there is no information given on costs.

The AIC of Uganda reported cost per test of $13.39 in 1997 of which a very
low $1.02 was attributed to the remuneration of counselors who had back-
grounds in medical fields, social work, or teaching (UNAIDS 1999, pp. 26, 51).
Shetty and others (2005) describe a project in which volunteer churchwomen
were trained to counsel pregnant women in Zimbabwe and who were compen-
sated only nominally with refreshments and recognition. The study did, however,
use paid supervisory personnel, but it does not report overall cost data. The
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volunteers were judged to have performed reliably with no reported breaches of
confidentiality, although the ultimate receipt of test results was relatively low for
an ANC setting (table 4). Other programs use specially trained midwives as coun-
selors (see for example Pignatelli and others 2006). Menzies and others (2009)
report costs for four testing strategies in Uganda, including non-VCT options.

Although data on costs, especially ones that compare different choices about
project design under the same circumstances, are scarce, there is a lot of infor-
mation on prices charged. Prices range from presumably full cost (when tests are
provided by the for-profit private sector without any governmental subsides) to
free (in some governmental, non-governmental, or research facilities, although
even the former two groups often charge a fee).

Information on prices is of most interest when it is part of a discussion of price
responsiveness. Among other things, this responsiveness tells how effective subsidies
will be in expanding the number of people who are tested. There is effectively no
study that estimates a conventional demand for testing.* What is available are
either studies that report on the experience of testing facilities that have varied
their prices or on the hypothetical willingness-to-pay of respondents. In general,
these studies indicate that getting people to pay the full cost of a test with counsel-
ing is a tough sell, although most of the evidence is almost certainly from times
and places in which ARVs were unavailable, though getting tested is, of course, a
prerequisite for access to these medicines as they become available in Africa.

Grésenguet and others (2002) provide information on price responsiveness
from the experience of a testing center in Bangui. Normally the center would
have had an average attendance of 160 people per month and charged the equiv-
alent of $1.20 per test. In the Central African Republic, however, there is an
annual AIDS day when testing is free. On the four AIDS days in the period under
consideration, the center had 250-450 people coming for tests, indicating a clear
price responsiveness. On the free testing days, people were more likely to be
young, single and to have had fewer partners. They were less likely to be HIV+
but not statistically significantly so. This last finding accords with Philipson and
Posner’s (1995) model of rational testers in which people who think they are
either most likely or least likely to be infected are the ones who least benefit from
a test. If the price of being tested falls, new (marginal) testers come from either
extreme in their probability of infection, and there is no presumption as to
whether these marginal testers are more or less likely to be infected on average
than people who were tested at a higher price.

Thielman and others (2006) report that their VCT clinic went from an average
of 2.7 clients (25 years and older for whom fees were not usually waived) per day,
at first when the charge was $0.95, to 11.4 clients per day when the test was
free for two weeks, to 4.6 clients after the resumption of the $0.95 fee over the
next four months. Again, there is a fairly dramatic response to free testing from
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an already heavily subsidized initial price. Of course the difference between the
2.7 and the 11.4 could partially reflect the drawing of people away from other
clinics because the free testing was not countrywide as it seems to have been on
the national AIDS days discussed by Grésenguet and others (2002). Interestingly,
the number of clients after the fee was resumed remained much higher than
before the free period, a possible indication of the spread of information about the
desirability or availability of testing. Such an outcome goes against the expectation
that demand might fall after the free period ends because some people who would
have paid the fee chose instead to be tested earlier than otherwise to receive a free
test. This study also reported no significant difference in the average HIV serosta-
tus of the people being tested in the three different periods, consistent with
Philipson and Posner (1995).

Several studies report on the willingness to pay for an HIV test. The experience
reported by Sweat and others (2000, p. 119) is instructive, concerning both the
reliability of self-declared willingness-to-pay and what people seem actually willing
to pay: “after receipt of the [VCT], they said that they would pay an average of
$1.64 in Kenya and $5.11 in Tanzania. After the study ended and the sites were
converted to pure service provision, each site implemented fees based on these
results. However, demand for the service declined significantly, especially in
Tanzania. Therefore, each site lowered the fee to about $0.50 in Kenya and $1 in
Tanzania, and the number of clients increased to that before the initiation of fees.”
Of course, the total demand at any price depends not just on the average willing-
ness to pay but on the distribution of the willingness to pay because anyone with a
willingness to pay below the price charged will not demand the service. Both these
sites were also in capital cities and presumably had some competition from other
sites that were not increasing their prices, thereby magnifying the response to
changes in their prices alone, as some people may have changed where they were
tested.

Of 270 ANC attendees in northern Ghana, 30 percent wanted the test to be
free, the median amount that these women would pay was $0.25, and only 15.6
percent considered $1 to be affordable (Baiden and others 2005). In a survey of
780 men chosen randomly from the general population in rural western Uganda
(who were not tested in conjunction with the survey), Bwambale and others
(2008) report that 45 percent said they would not pay for VCT. In Lagos, Nigeria,
345 ANC attendees participated in a study of HIV testing (Ekanem and
Gbadegesin 2004), of whom 309 participants said they were willing to be tested
and 278 said they were willing to pay the $3 fee charged for VCT. In a study in
Kampala, 42 percent of adult patients who had not been tested during their hos-
pitalization at Mulago Hospital gave lack of money as their reason, the most
common one reported (Wanyenze and others 2006). A focus-group respondent in
Tanzania (Urassa and others 2005, p. 847) stated: “If it were free I think many
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women would go for the test because I wouldn't dare ask my husband for money
for an HIV test.” This response seems to connect the question of cost with
another great barrier to testing, that is fears about confidentiality, and might
suggest making the test free to women but not to men, although this response
might merely reflect who controls the household budget in general.

Information on the response of testing to income is even scarcer. In their study
of patients at Mulago, Wanyenze and others (2006) found that income was a sig-
nificant predictor of having been tested before hospitalization in a multivariate
regression.

People who get tested face other costs than just what they pay for the test. The
cost of transport to and from the testing location is important and so is the time
involved. People want easy access to minimize these costs. Were and others
(2003) report on a population-based study in rural Uganda in which 99 percent
of 3,072 participants who were tested and given their results preferred to receive
them at home rather than at the study site. These authors believe that transport
costs were an important reason as well as people’s preference for the privacy of
their own homes. Wolff and others (2005) conducted both focus groups and in-
depth interviews in conjunction with an intervention that provided home-based
testing in Uganda. Participants stressed the non-monetary costs avoided through
home testing, including travel time and long unpredictable waiting times to get
results that discouraged testing in the past. Kipp and others (2001, p. 285)
sampled randomly 469 villagers in Kigoyera Parish, western Uganda, and report
that “most participants expressed the need for HIV testing at the village level, as
opposed to traveling 65 km to the district capital.”

Ease of access to minimize cost is tied to an offsetting consideration: people fear
that being tested near where they live is more likely to lead to a breach of confi-
dentiality that matters to them. In focus groups convened in western rural
Uganda, Bwambale and others (2008) report that men both feared being ident-
ified while being tested in the local health subdistrict but wanted proximity for
easier access. Kipp and others (2001, p. 284) report that 90.6 percent of their
respondents “emphasized that the counselors should not be residents in the
area.” Pool and others (2001) studied the responses of 208 women in 24 focus
groups in rural south-west Uganda: “Women made a distinction between local
rural maternity clinics and hospitals (which are only found in the towns), saying
that hospitals would be more confidential because staff do not live in the same
community and patients are anonymous” (p. 611). One woman noted that gloves
were not available at the clinics and staff would be reluctant to help with delivery
if women were known to be HIV+ so women would not want the staff to know
their status, whereas at a hospital gloves would be available so the problem would
not arise. Of course, such strategic behavior would put clinic staff at risk and also
makes it impossible to prevent mother to child transmission.
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By contrast, these concerns seem not to arise with home testing. Thus Wolff
and others (2005, p. 113) were surprised to find that “most participants were
adamant that maintaining privacy for discussion and hiding the true purpose of
the visit [by the test providers] from others in the family or village was or would
be relatively easy.” These authors also found that “those who went to counselling
offices were also aware their visits were being observed and that they then
become the subject of rumours. What distinguished them from home-VCT clients
is their decision not to care.” Baiden and others (2007) also report on interviews
with 403 respondents as well as on focus groups in northern Ghana showing
widespread although not unanimous preference for home-based testing. Angotti
and others (2009) provide evidence from Malawi that people prefer home testing
for cost and confidentiality. Furthermore, they argue that people value the ability
to see the test strip and see it destroyed afterwards.

This discussion suggests that where a study or intervention recruits its counse-
lors could affect the success of the intervention. Some studies use counselors from
outside the area and others do not, and it is not always easy to tell which. Thus
Killewo and others (1998) undertook a pilot study in the remote village of
Ruhoko, Tanzania, which is reachable only after a two-hour drive on a rough
road and is isolated from HIV research and intervention. The study used research
assistants as counselors, presumably outsiders, although not explicitly reported as
being so.

All in all, however, acceptance by people of an offer of even a free test and the
return to receive the test result are by no means universal, and the rate of accep-
tance and return is often a small fraction of the population that is initially offered
the opportunity. Table 4 gives some detail on eight studies that report on relatively
large numbers of people. Context seems to be important.

One venue for the offer of a test is an ANC, and here the rate of acceptance
and receipt of the result is often high. Kilewo and others (2001), Msellati and
others (2001), and Fabiani and others (2007) offered tests to pregnant women
attending ANCs as part of programs to prevent mother-to-child transmission
(PMTCT). Over half of these women were tested and got their results. Shetty and
others (2005), however, report that only 21 percent of ANC attendees in
Zimbabwe chose to be tested and received their test results when offered.
Pignatelli and others (2006) found that an even lower 18 percent of women at
an ANC in Ouagadougou accepted VCT and got their results.

Outside the context of ANCs, Grésenguet and others (2002) report that of
6,821 people who visited a VCT clinic in Bangui from 1997 to 2001, 74 percent
received their test results. Studies in the Rakai area of Uganda also find high rates
of acceptance of (free) testing and receipt of results (Matovu and others 2002,
2005), but these studies report on an area that has been subject to years of inter-
ventions and research projects and so its experience may not be easy to generalize
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to programs that operate on a large scale to deliver testing services without any
other activities. By contrast Fylkesnes and others (1999) and Sherr and others
(2007) provide results for random samples of both men and women from the
general populations of regions in Zambia and Zimbabwe respectively. In these two
cases, less than 2 percent of the people contacted were tested and got their
results. Fylkesnes and others (1999, p. 2473) believe this disparity between the
large-scale studies and the clinic-based ones arises because the clinics establish a
presumption that people should be tested and get their results, violating their
“right not to know,” while the other studies better reflect what people really
want. An alternative is that clinic attendees, including pregnant women in contrast
to the general population, have good reasons to know, such as preventing the infec-
tion of unborn children or their partners, and that this motivation results in the
different outcomes on uptake. As documented below, many of the people who can
benefit from tests, namely people in discordant couples, may not realize that they
are in a situation where someone is being put at risk, whereas ANC attendees
know that if they are infected their unborn child is put at high risk. Furthermore
prospective testers may feel more comfortable about confidentiality at multipurpose
testing facilities such as ANC sites because people who know them and observe
their presence at the facility cannot infer that their purpose is a test. Finally,
neither of these last two studies provided easy access, which is very important and
a recurrent theme of many of the studies reviewed in this paper.’

Disclosure: Partner Notification and Partner Testing

In the 1990s, samples of convenience provided evidence that sero-discordant
couples were just as likely to be female HIV+/male HIV— as female HIV —/male
HIV+ (see Gersovitz 1999, 2005 for further discussion and references). Without
systematic data from randomly representative national surveys, however, one
could not rule out that bias in the samples of convenience used in the epidemiolo-
gical studies somehow produced this conclusion about discordant couples. With
the newly available serostatus DHSs, however, it can be seen that this finding
characterizes large, national samples that try to be randomly representative,
although not entirely successfully (see the references and discussion in Renier and
Eaton, 2009). This experience is a good example of when research based on non-
representative samples nonetheless pointed to an important result and one found
well before the representative surveys were available. Furthermore de Walque
(2007) shows that even for couples that have been together for 10 years the pro-
portion of female HIV+ and male HIV+ discordant couples remains roughly
equal. This finding in turn suggests that the women were not infected prior to
marriage.
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Such findings call into question the conventional workhorse of HIV epidemiol-
ogy, the core group model, in which a man becomes infected through commercial
sex outside marriage and then infects his wife (Anderson and May 1991; Over
and Piot 1993). It is becoming clear that ignorance about the pattern of discor-
dant couples has sent the public health community off on a false scent and for
quite a long time. What one believes about model specification has implications
as to how to define information campaigns and other interventions such as
testing to control the epidemic. Not, however, that the symmetric results on dis-
cordant couples by gender imply symmetry in all relevant matters for the
genders. There is long-standing debate over whether a woman is more likely than
a man to be infected through a single act of unprotected intercourse with an
infected partner. Furthermore, one could speculate on whether the modalities of
extramarital and marital partnerships are more likely to leave men or women
having relations with their marital partner within the highly infectious window if
they become infected extramaritally which in turn affects how long a discordant
couple endures before converting to an HIV+ concordant one.

In five African countries, de Walque (2007, p. 505) reports that over two-
thirds of couples with at least one partner who is infected are discordant. Table 5,
columns 1 and 2, reproduce his findings for Kenya and Tanzania and, in conjunc-
tion with column 3, show that rates of infection of people in couples are similar
to rates of infection in the population as a whole. Further calculations reported in
column 4 show that a high proportion of people in these countries are members
of couples. Taking all these factors together, column 5 shows that about 30
percent of all men and women in Kenya who are HIV+ are in discordant couples,
the rest are either in concordant HIV+ couples (column 6) or do not report being
a member of a couple. In Tanzania the corresponding percentages are 37 and 29
percent. Thus, these couples, relatively numerous among all people who are
HIV+ could benefit from using knowledge about their HIV status to protect the
uninfected partner on the presumption that they are sexually active within the
couple. But for this outcome to occur, both partners have to get tested, share
their results, and devise strategies for avoiding infection of the uninfected partner.

The proportion of people who inform their partners about their HIV test results
differs considerably among studies. These studies depend on self-reports of the
people who would be disclosing. I know of no study that asks people whether
their partners had disclosed to them. Essentially all these studies precede any
widespread access to ARVs. Medley and others (2004) survey 14 studies on dis-
closure in Africa (and one in Thailand) by pregnant women between 1990 and
2001; most had samples below 500. The range in disclosure rates in these studies
was between 17 and 79 percent. One study enrolled 1,078 HIV+ pregnant
women and tried to follow them for 46 months, reporting on disclosure at each
assessment. It found that 22 percent of 815 women had disclosed to a partner
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within two months and 40 percent (of 730 of these women) within 46 months
(Antelman and others 2001), so the length of time over which disclosure is
measured is potentially important, although it is not clear from the study what
role sample attrition might have played in these results. Kipp and others (2001)
contacted 469 men and women in Kigoyera Parish, western Uganda, of whom
343 were tested and 107 of these said they informed partners (including seven
out of nine HIV+ people). Wanyenze and others (2006) report that 40 percent of
131 patients at Mulago Hospital who had had an HIV test reported sharing results
with partners. Obi and Ifebunandu (2006) report that 67 percent of 320 HIV+
men and women who filled out questionnaires at two health clinics in eastern
Nigeria informed their partners. These 320 people had known their HIV status for
an average of 3.2 years and 48 percent reported having informed their partners
within one week of learning their serostatus. Thirty-three percent, however, had still
not informed a partner at the time of the study; almost all of these people were
reported as asymptomatic and not married to their partners although my presump-
tion from the authors’ write-up is that these people do have a partner whom they
could have informed. Forty percent of these 320 people were on ARVs.

Perhaps even more important than disclosure from one partner to another is if
both partners are tested and share their results. What little evidence there is,
however, suggests that roughly 10 percent of people who are tested do so as
couples. Creek and others (2006) report that in the large-scale Tebelopele system
of Botswana, 8.2 percent of all VCT clients came as couples, a number that was
relatively stable between 2000 and 2004. Semrau and others (2005) report that
868 (9.2 percent) of 9,409 women at an ANC program in Zambia were counseled
as couples and both partners of 794 couples agreed to HIV testing. By contrast,
de Graft-Johnson and others (2005) found in an attitudinal survey in Malawi that
68 percent of men and 74 percent of women said they preferred to receive results
with their partner present. Here, as elsewhere in HIV-related behavior, it seems
that what people say they want may not be what they end up doing. It seems
likely that the discrepancy arises from a difference between what they declare and
their ultimate intent because overall supply constraints on testing would not seem
to explain why people test relatively less as couples than they say they want to.

Similarly, after people are tested, their partner only rarely comes for testing.
Shetty and others (2005) report that of 1,547 women in Zimbabwe who attended
an ANC, and who were offered HIV testing and chose to be tested, only 93 had
male partners who agreed to be tested as well. Temmerman and others (1995)
report that of 324 HIV+ women identified through ANCs in Nairobi, only 66 dis-
closed to their partner and only 21 of these 66 showed up with their partner to
be counseled and tested. Perhaps if people were better informed about the preva-
lence of discordant couples, more of them would get tested. Perhaps if ARVs
become available to such people, more of them would get tested.
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The failure of pregnant women to disclose their test results to their partners is
particularly troublesome. By its nature, a PMTCT protocol requires medication for
the mother and child and avoidance of breast feeding which is a usual and there-
fore expected practice in Africa. But this behavior is hard to conceal from one’s
partner so that low partner disclosure does not bode well for adherence to the
protocol. When asked hypothetically, Urassa and others (2005) report that 49
percent of 249 Tanzanian ANC attendees in late pregnancy said that they would
prefer to receive the drug nevirapene to prevent HIV transmission to their baby
without an HIV test to learn their own serostatus (which these women apparently
did not know).

Another issue related to disclosure is whether people are given their results
verbally or in writing, allowed to bring a third party to meet with a person
having access to the test results, or both. A written result can be used to sub-
stantiate serostatus to a third party most especially a partner but also to others
such as the churches mentioned above, assuming that counterfeiting is not an
issue. King and others (2008, p. 237) report the following vignette from Jinja,
Uganda, about the disclosure of serostatus by an HIV+ woman to her partner:
“So that evening when he came, we just conversed and then I got out my book
plus the card [from the health center]. T showed them to him.” These authors
consider this vignette to be indicative of a general class of indirect approaches to
disclosure involving the intentional display of referral cards or HIV related
medications.

In Botswana, in 2006, the test result was written in a person’s health booklet
which the person keeps and can therefore show to others (and which in principle
others could get to see accidentally or demand to see under threats of various
kinds). In Malawi, in 2006, HIV results were purposefully not written into the
health booklet. Kenya's national guidelines discourage sites from providing
written results (Marum and others 2006). A large VCT clinic in Bangui provides
the test result in a sealed envelope to the person tested (Grésenguet and others
2002). At the Rakai project in Uganda, however, “HIV results were communicated
verbally and no documents disclosing HIV status were retained by the client”
(Matovu and others 2005, p. 504). Their rationale for this decision is given by
the Rakai researchers in Gray and others (2006, p. 247): “Disclosure of HIV-nega-
tive status on consent forms also entails risks to research subjects and their
sexual partners because it could lead to unsafe sexual behaviors (disinhibition) if
participants use the consent copy as ‘proof’ of HIV-negative status to negotiate
unsafe sex. Moreover . .. some are likely to become infected during follow-up, but
they could continue to use the copy of the original as proof of negativity, thus
placing their partners at risk for infection.” Elsewhere in Africa I have encoun-
tered a third variant: public clinics that provide written results only if negative,
which means that a third party may presume that someone is positive if they
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have been tested and cannot produce a negative slip, although, as elsewhere in
life, pleas such as that the slip was lost are always possible.

Further Responses to Test Results

Once people know their serostatus there are potentially many consequences.
Couples can take measures to minimize the risk of infection either from outside
(seronegative couples) or from within the couple (serodisordant couples). Women
can act to prevent the infection of their unborn and infant children. Couples may
also break up and men have reacted violently when informed that their partners
were tested or on learning of their partners’ test results.

If people have good knowledge, however, especially from a recent test, there
may be little effect from giving them a new test even though they value the
knowledge of their serostatus and it affects their decisions. For instance, studies
that recruit people to be tested and then try to observe changes in their behavior
after they have received their test results need to distinguish between people who
had a good or even certain prior knowledge of their serostatus and those who did
not, but of course the prior choice to be tested and get results is not random.®
Using data from San Francisco, Boozer and Philipson (2000) classify people by
their prior beliefs and show that people who are surprised by their results in
either way respond and people who are not do not respond. Specifically, people
who thought they were at low risk but turn out to be HIV+ decrease their
number of partners and people who thought they were at high risk but are HIV —
increase their number of partners (see also Thornton 2008 on Malawi).

Most studies conclude that many people who learn they are HIV+ reduce be-
havior that puts others at risk, especially within discordant couples. A recent
survey (Denison 2008, p. 372) that includes some of the studies considered in
detail in this paper, concludes that “the significant effect [of a decrease in] unpro-
tected sex is found primarily in studies conducted among HIV-infected persons or
discordant couples.” These studies are, however, rarely randomly representative of
the population of couples as a whole but instead are recruited from VCT partici-
pants, PMTCT participants, or hospital attendees, not the groups among which
one expects to find people who do not care about the consequences for their part-
ners of their own infection status. Nonetheless, I know of no study in Africa that
asserts that people who discover that they are HIV+ typically increase risky be-
havior, but, given the potential for selection bias in the samples of extant studies,
this topic is a clear priority for research based on randomly representative
surveys.

From 1995 to 1998, the Voluntary HIV-1 Counseling and Testing Efficacy
Study Group (2000) studied 1,563 individuals and 389 couples in Kenya,
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Tanzania, and Trinidad and Tobago who received VCT (as well as approxi-
mately the same number of controls, who only received health information). In
the follow-up, after receiving test results, both HIV+ men and women tested
as individuals decreased unprotected intercourse with both primary and non-
primary partners. There were similar results for HIV+ men who were tested as
part of a couple; but HIV4+ women who were tested as part of a couple only
reduced unprotected intercourse with their enrolment partner. Roth and others
(2001) report on 684 Rwandan couples recruited through women attending
antenatal and pediatric clinics. The biggest effect was for discordant couples in
which the man was learning his HIV status for the first time. The percentage
of these couples who were regular condom users went from 5 to 65 percent at
the one-year follow-up. Allen and others (2003) identified 963 discordant
couples who attended a VCT clinic in Lusaka between 1994 and 1998, 818 of
whom participated in the study: “The frequency of sex with the spouse did not
change after VCT, but the proportion of [self-] reported contacts with a
condom increased to >80% [from < 3% prior to receiving test results] and
remained stable through >12 months of follow-up” (p. 736). Discordant
couples with HIV4+ men were less likely to report sexual activity and were
more likely to report 100 percent condom use than discordant couples with
HIV— men.”

From 2003 to 2004, Bunnell and others (2006) followed 235 male and 691
female HIV+ members of TASO. Eligibility required that these people had
progressed significantly in the lifecycle of HIV. At baseline, 53 percent of men and
79 percent of women abstained. Consistent condom use increased and unpro-
tected sexual acts with partners of negative or unknown status decreased after a
package of ART and prevention interventions. Overall there was a 70 percent
decrease in unprotected sexual acts and an estimated 98 percent decrease in
seroconversions by uninfected partners over six months. These results occurred
even though ART presumably increased these people’s health status and their
interest in sexual activityy, ART may also have reduced their infectiousness,
thereby decreasing seroconversion resulting from a given level of unprotected
intercourse.

But there are studies that report no behavioral change in response to test
results. A study by Kipp and others (2001) undertook a random sample of people
who had had VCT and got their results one year previously as part of an interven-
tion. They did not have a different number of partners or use condoms more than
those who had not had the intervention; but then these people had chosen to par-
ticipate in the previous testing program and the others had not. Nebié and others
(2001) report on 306 HIV+ pregnant women given VCT in urban Burkina Faso
and followed after childbirth. After two years, fertility was equivalent to rates in
the general urban population. Pregnancy of course is a good objective measure,
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and one that is relevant not just as an indicator of unprotected sexual activity but
also because it puts the child who has been conceived at risk.

Based on data from Lusaka, Zambia, Semrau and others (2005) report some
evidence that women who disclose to their partners do not experience more vio-
lence than women who do not disclose. This result might be qualified if non-dis-
closers have chosen at least partially not to disclose because they have reason to
be more fearful, and so their background level of violence would be expected to be
higher, biasing the comparison to no difference. This study also found that there
was a slight tendency toward higher levels of separation and divorce among dis-
cordant couples in comparison to concordant ones. Using data from the project in
Rakai, Uganda, Porter and others (2004) find in a multivariate analysis that
female HIV+ discordant couples had higher odds of breaking up than either
HIV+ male discordant couples or HIV— concordant couples. The latter two
groups had roughly equal rates of breakup. These correlations could reflect
inherent characteristics of the couples rather than causality.

Scale-up

This section looks at issues that arise when testing is made widely available. The
essential mechanisms at work are two. First, as an intervention such as testing
scales up it may recruit people who are inherently different from the early
recruits. This dynamic may arise either on the demand or supply side. The people
who are tested as the program expands may be fundamentally different in their
valuation of the benefits and costs of risky behavior, in their previous exposure to
risk, in their inclination to undertake risks in the future, and so on in comparison
to the first people to be tested. On the supply side, the expansion of testing
facilities may draw on inherently different employees, for instance if initial pilot
projects recruited the best suited people first. On the other hand, it may be that a
pilot goes through teething problems and is less successful than the scaled-up
project as a whole which benefits from learning by doing. Second, enlarging the
scale of testing programs may change the environment of people’s decisionmaking
and thereby their choices. For brevity, I will term the former considerations
“selection effects” and the latter “systemic effects.”

The evaluation literature gives great prominence to selection effects, and Glick
(2005) applies this approach to the study of HIV testing. Most of what follows on
selection summarizes his concerns. In trying to infer the effect of testing on out-
comes such as HIV risk taking, the danger is that studies do not recruit people
randomly from the population at large. Instead, the people in these programs
choose to participate and choice is still involved at an initial stage of participation
even if people are subsequently assigned randomly to different interventions.
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Consequently, it is to be expected that the participants are likely to be people who
value the project’s interventions disproportionately relative to the general popu-
lation because they made the effort to join. Therefore, their response to the
project may differ from that of the average person and in particular is likely to be
the sort of response that makes the project look more efficacious than it would
be if it were scaled up. Similarly, the personnel running the project are likely to be
more dedicated and efficient than the average personnel that will be recruited for
scale up. For these reasons, the project most likely will become less and less suc-
cessful as it scales up. Epidemiologists are well aware of these selection effects and
most studies are careful to qualify their results.

Systemic effects also get some attention in the epidemiological literature but
their full implications are not drawn out. Although this task remains to be done
formally, using concepts of informational equilibrium from economics and
dynamic modeling from mathematical epidemiology, some of the issues deserve
mention. For instance, a general concern of commentators on the HIV epidemic is
that people who realize they are infected through a test may increase their sexual
activity because they feel they have nothing to lose and thereby pose risks for
others, which could be a first-round systemic consequence of making tests avail-
able. As discussed in the preceding sections, right now there does not seem to be
evidence for this sort of behavior, so it may be hypothetical, but such evidence
comes from samples that may not include people who are most likely to increase
their activity once they learn they are infected and is based on the truthfulness of
self-reports. This section outlines how this type of issue might be conceptualized
even without formal models or empirical evidence.

The first consideration is how to value the consequences of such behavior for
society as a whole. Economists would usually opt for a social-welfare-based
criterion that aggregates (although does not necessarily add together) the well-
being of all individuals as they value their own situation. Specifically, the social
valuation would have to respect individuals’ own valuations of risky activity, the
same risky activity that leads to the possibility of infection. That is, individuals
care about engaging in risky activity as well as whether they become infected,
and so should the social valuation. But by also taking into account all individuals’
valuations of the consequences of infection, the social valuation takes into
account the consequences for other members of society of any individual’s actions
that affect the probability that others become infected or have to take costly pre-
cautions to avoid infection or therapeutic measures if infected. An alternative to
this comprehensive social valuation is to think exclusively about new infections,
perhaps more the focus of epidemiologists, but as a final criterion for valuation it
would be fundamentally inconsistent with the totality of individuals’ concerns.

Second, if hypothetically people who test positive disregard the well-being of
their partners and engage in more risky behavior, analysis cannot stop at this
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stage (Mechoulan 2004; Gersovitz 2009). This point can be made with confi-
dence, even if its implications are not yet clear. If people who know themselves to
be HIV+ increase their activity then it is reasonable to expect that their potential
partners most likely come to understand that such behavior is going on and that
the pool of their potential partners is becoming more risky. Consequently people
who do not know their own serostatus, or know it to be negative, will become
more cautious in engaging in risky activities, which in turn will make the pool of
potential partners even riskier. Thus there are offsetting effects on the infection
risk of people who have not tested positive: the pool is riskier but their partici-
pation in it is less. Whichever dominates will determine whether infection rises or
falls overall if testing becomes more available. But a full welfare analysis needs
also to take into account the loss by people who either are not or do not know
they are HIV+ and who decrease the risky activity that they value as well as the
gain by people who increase their risky activity once they learn they are HIV+.
After all, if lower infection were the be all and end all of life, there would be much
less infection because no one would ever choose to do anything that put him or
herself at risk. Instead, many people choose to do so even if there are some people
who do not have the scope to choose safe behavior.

Taken together with the dimensions of testing discussed in the earlier sections,
these aspects of scale-up provide the elements for understanding how testing can
affect the national HIV epidemics. In this way one can assess whether getting
many more people tested ultimately can prevent many new infections and
thereby determine how much to subsidize testing.

Conclusions

Like other interventions tried so far, testing is not a magic switch that can shut
down the HIV epidemic. But there are good reasons not to give up on it yet as a
potentially powerful intervention. Many of the studies reviewed in this paper
suggest how to get the maximum impact from testing programs, but more
information and analysis are needed.

Testing is all about information. Most narrowly, a testing program does the
test and provides the result to the person being tested. It must make sure that
people understand the meaning of the test, including the possibility of false
positives and the window before infection can be detected. It must ensure that
people can communicate their test results to others whom they want to know,
while they are also able to keep their test results from people whom they do
not want to know. People should know what their chances of being infected
are, and in particular that a high proportion of all infected people in couples
are in discordant couples. The situation of discordant couples seems badly
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misunderstood and helping these people to be aware of their circumstances
would most likely be very beneficial.

As with every other activity that produces a good or service, there are differ-
ent ways to get a test done, and the choice of alternatives affects both the cost
of the product and its quality, in this case the nature of the information, includ-
ing its confidentiality. Some of the dimensions of choice involve: rapid with
same-day results or return visit required; qualifications of personnel and their
associated costs; distance; waiting times; type of counseling; standalone clinic or
integrated with other health services; and capacity utilization. The cost of a test
is important to poor governments and to the people being tested insofar as it is
reflected directly in the price they are asked to pay and in the ancillary costs
people wanting to be tested incur in travel and waiting. Poor Africans do not
seem willing to pay a high proportion of the cost of VCT, the price elasticity of
the demand for testing seems high and they do not want to travel long dis-
tances except insofar as distance enhances confidentiality. But confidentiality
seems extremely important. Sometimes there may be trade-offs between costs
and confidentiality, and sometimes lower costs and higher confidentiality may
go together. In the case of nearby access, concerns about confidentiality may be
dominated by convenience or the reverse, but in the case of home testing
people may actually prefer it for both convenience and confidentiality. Testing
facilities integrated with other medical facilities may lower costs and raise
confidentiality.

Extant studies provide lots of information on the design of testing programs,
but do not provide a multidimensional matrix of trade-offs that pinpoint optimal
design. Nor do these studies really provide the answer to why so many people say
they want to be tested but so few actually are. Much will be learnt from the
accumulating experience of routine testing which looks poised to increase sub-
stantially the tested population in Botswana and probably in several other poorer
countries with weaker health infrastructure and therefore of greater relevance to
the bulk of African countries. It may well be that these programs will achieve
widespread coverage and it will then be possible to learn at what costs and with
what consequences.
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1. Most of the studies discussed in this paper are not based on national or regional,
randomly representative surveys. Rather they are typically based on samples of convenience from
pilot or research studies often using respondents who are attending some type of health facility,
including HIV testing sites. Respondents, therefore, may be heavily self-selected relative to the
general population. Nor do these studies typically use designs or statistical techniques that
distinguish causation from correlation. Where studies use either unbiased samples or special stat-
istical techniques, it is noted. Despite these shortcomings, these studies are all that are available,
and it seems better to think about what hints they may give about the epidemic than to ignore
them. The paper does not include all studies on testing in Africa, and is certainly not a formal
meta-analysis. In general, the criteria for including studies is either that they are relatively sys-
tematic, especially in using a good sized sample, or that they speak eloquently about some
special problem that is not discussed elsewhere. In this latter category are studies that present
rich vignettes.

2. Note that line 3 of table 2 is not a weighted average of lines 10 and 11 because some people
refused to be tested even though they answered the questionnaire and therefore are not included in
either line 10 or line 11 but are included in line 3.

3. I interpret these qualitative answers about being at risk for infection differently from Bignami-
Van Assche and others (2007) who use data similar to the DHSs from three sites in Malawi. In their
data, people self-classify as having no, low, medium or high likelihood of being infected with HIV at
the time of the survey. They then consider anyone answering in the three latter categories as falsely
assessing their status as HIV+ if the test from the survey finds these people to be HIV-. But there is
no reason to adopt this view because there is no numerical probability associated with these quali-
tative judgements, except that “no” likelihood should correspond to zero probability. For instance, a
self-report of “high” likelihood could mean any non-negligible probability given a terrifying and
probably ultimately fatal disease - it seems purely subjective as to what a high probability means to
someone. For this reason some of their conclusions seem unjustified, such as (p. 38): “When they
were inaccurate, it was primarily because they thought that they were HIV positive but were, in
fact, HIV negative: false positives constitute almost 90% of all inaccurate self-reports.” Or, p. 39:
“ ... most incorrect self-reports in our study are due to overestimating one’s likelihood of infection.”
Such conclusions seem to require people to state the numerical value of their subjective probabil-
ities, not an easy answer to elicit even from people familiar with the concept of probability. If one
could succeed in the preceding task, however, it would then be possible to look at a group of people
who state a common subjective probability and compare their subjective probability to the pro-
portion of these people who are HIV+ to see whether the group as a whole under or overestimates
its probability of infection. Or, on a much more limited basis, people could have been asked if they
are absolutely certain that they are infected and then anyone answering that they were certain but
were HIV- could have been classified as in error. Their data do not, therefore, speak to the ultimate
fear raised by Bignami-Van Assche and others (2007, p. 39) that “...people may continue to
falsely believe that they are already infected...resulting in lower incentives to use condoms, to
remain monogamous or to seek medical care even for curable medical conditions....” These con-
cerns are potentially very important and they could well be justified by the relentless scare tactics of
many HIV information campaigns, but they are not supported by these data.

4. Thornton (2008) looks at price responsiveness using random assignments in rural Malawi.
The test was free and people were given a subsidy for getting their result ranging from zero to a
payment of the equivalent of $3. The local daily wage is approximately $1. There was quite a large
response to the (randomly assigned) subsidy but people may be responding to the payment without
any interest in being tested or knowing their results - it was well worth the time and effort just on
the basis of the implied wage. It also took an exceptionally long two to four months for people to get
results, couples were not told their results together and results were only provided verbally, all
factors making them less useful to participants and the experiment less useful for assessing behav-
ioral response. Furthermore, the results were delivered at locally erected special purpose facilities so
the reason people were going might be quite public.
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5. In Fylkesnes and others (1999, p. 2473), participants had to wait several weeks for their
results. These authors seem to think that this wait benefitted participants, who had a chance to
reflect on their pre-test counseling session and decide whether they wanted their results. They
seem to believe the main reason for same day provision of test results is that it “reduces the
potential for uncontrolled anxiety”. These opinions seem to ignore the very explicit self-declared
desire of desperately poor Africans for easy access to their results when return is expensive in
money and time. In Sherr and others (2007, p. 858), access to testing was also “at limited
times”.

6. Despite the fact that by far the majority of people in African countries appear not to
have been tested, repeat testing is not insignificant at least in the catchment areas of HIV research
projects. Thus in the case of the Rakai Project in Uganda, Matovu and others (2007) found that
37.8 percent of the population on which they were basing their analysis of the effects of testing had
been previously tested. These researchers stratified their results by whether people were repeat
testers or not.

7. The study complemented self-reporting with vaginal smears for sperm with some contradic-
tion of self reports. It also tested for other STDs and sequenced HIV in seroconverters to determine if
infection occurred from inside or outside a partnership. This study was unusual in using bio-
markers to assess self-reports.
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Corporate Governance and Performance
around the World: What We Know and
What We Don't

Inessa Love

The author surveys a vast body of literature devoted to evaluating the relationship
between corporate governance and performance as measured by valuation, operating per-
formance, or stock returns. Most of the evidence to date suggests a positive association
between corporate governance and various measures of performance. However, this line
of research suffers from endogeneity problems that are difficult to resolve. There is no
consensus yet on the nature of the endogeneity in governance—performance studies and
in this survey the author proposes an approach to resolve it. The emerging conclusion is
that corporate governance is likely to develop endogenously and depend on specific
characteristics of the firm and its environment. JEL codes: G3, G21

The last decade has seen an emergence of research on the link between law and
finance. The original work on corporate governance around the world focused on
country-level differences in institutional environments and legal families. It began
with the finding that laws that protect investors differ significantly across
countries, in part because of differences in legal origins (La Porta, Lopez-de-
Silanes, Shleifer, and Vishny 1998). It has now been established that cross-
country differences in laws and their enforcement affect ownership structure,
dividend payout, availability and cost of external finance, and market valuations
(La Porta, Lopez-de-Silanes, Shleifer, and Vishny 1999, 2000, 2002).

However, many provisions in country-level investor protection allow some flexi-
bility in corporate charters and by-laws. Firms could either choose to “opt out”
and decline specific provisions or adopt additional provisions not listed in their
legal code (Easterbrook and Fischel 1991; Black and Gilson 1998). For example
firms could improve investor protection rights by increasing disclosure, selecting
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well-functioning and independent boards, imposing disciplinary mechanisms to
prevent management and controlling shareholders from engaging in expropria-
tion of minority shareholders, and so on. In addition many corporate governance
codes explicitly allow for flexibility in a “comply or explain” framework (Arcot and
Bruno 2007). Therefore firms within the same country can offer varying degrees
of protection to their investors.

A separate strand of literature has focused on quantifying the relationship
between firm-level corporate governance and performance, either within individ-
ual countries or in cross-country settings. This is a large and rapidly evolving lit-
erature. For example a search on www. SSRN.com (Social Science Research
Network electronic library) using the key words of “corporate governance and per-
formance” yields about 1,000 listings! One reason that such papers continue to
be written is that the causal relationship between corporate governance and per-
formance is not easy to establish, as this survey will demonstrate.

Specifically I focus on firm-level corporate governance practices, that is those
corporate governance features that corporations can adopt voluntarily. Based on
the available evidence, the key question the survey aims to address is whether
voluntarily chosen corporate governance provisions have an impact on firm
performance.

The question of whether better governance leads to improved performance can
be broken down into two parts. First, is there an association (that is a correlation)
between governance and performance? If so, then the second question deals with
the nature of causality of this association: for it could be that better governance
leads to better performance, or alternatively that better performance leads to
better governance.

This causal relationship is the key finding that is important for firms and pol-
icymakers alike. If there is such a relationship, then firms may be able to benefit
by improving their corporate governance. In turn policymakers may be able to
contribute to effective functioning of the economy by supporting optimal corpor-
ate governance practices.

After surveying numerous papers that address the above two questions, I make
the following conclusions. First, most research supports the positive correlation
between firm-level corporate governance practices and different measures of firm
performance. The link is stronger with market-based measures of performance
(that is firm valuation) and weaker with operating performance. However, even
this fact is not without some doubt as some papers do not find the relationship to
be robust. Second, the causality of this relationship is even less clear and there is
some evidence that causality may operate in reverse—that is that better firm per-
formance leads to better corporate governance. Third, the majority of the identifi-
cation methods that have been employed to date are far from perfect. From these
conclusions it is clear that better identification methods are necessary in order to
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make convincing conclusions about the direction of causality. One strategy that
has not yet been employed in this line of research is the randomized experiment,
which is one of the most reliable ways of establishing causality.

While most of the work in this literature has been done on industrialized
countries, especially the United States and the United Kingdom, there is a rapidly
growing strand of literature that focuses on comparing governance across
countries. This survey includes key papers in both—developed economies and emer-
ging markets. To make this review focused and manageable I limit it to studies that:

1. Focus on empirical studies of the impact of governance on performance that
use firm-level data (within a single country or in a cross-country setting).

2. Define corporate governance as a broad index that includes a variety of individ-
ual elements. Thus, I do not include studies that consider only one or a few
specific aspects of corporate governance.'

I also do not consider the effect of different ownership types on performance,
which is a separate, although a related, strand of literature. Significant research
has focused on the effect of ownership on performance, with a number of studies
examining bank privatizations (see, for example, a recent survey in Clarke, Cull,
and Shirley 2005). Another strand of the literature examines foreign ownership
and foreign entry and their impact on performance (Clarke and others 2003). A
related survey by Claessens (2006) focuses on the role corporate governance plays
in country-level economic development. Not included in this survey are studies on
the impact of different ownership structures such as pyramids, different classes of
owners, family firms (Shea 2006), large vs small owners (Laeven and Levine
2007), and the impact of institutional investors. Finally, this survey aims to cover
the main issues on the topic of corporate governance and performance, rather
than to include each individual study that exists on this topic.>

The rest of this paper is organized as follows. First, I briefly define corporate
governance and discuss the channels through which governance could affect
operating performance, market performance, or stock returns. In the next section
I discuss the methodology and the data. Then I review the literature that focused
on identifying the correlation between governance and performance and I present
papers that find a positive relationship and those that don’t. I then turn to the
nature of the endogeneity problem and a variety of approaches used to mitigate
endogeneity concerns, before concluding in the final section.

What is Corporate Governance and Why Should it Matter?

Simply put, corporate governance consists of mechanisms to ensure that suppliers
of finance to corporations will get a return on their investment (Shleifer and
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Vishny 1997). In finance terminology this means that corporate governance is
intended to address what is known as “agency problems” between shareholders
and managers or between majority and minority shareholders. This means that
corporate governance is intended to make sure investors get their money back,
given that someone else (that is the managers or the “agents”) will make all the
decisions about how the money is used after investors have parted with their
money.

If better governance means that investors’ funds are used for more productive
means, then firms that are governed better will produce a larger “pie” (that is
profit). In other words better governance may result in efficiency gains and more
output or value added by the firm. In addition governance will affect the redistri-
bution of rents between managers and shareholders, and between majority and
minority shareholders. In other words, it will affect how the “pie” is divided
between various stakeholders.

Corporate governance may have an impact on several different aspects of firm
performance:

1. Operating performance: that is the profitability, often measured as ROA (return
on assets) or ROE (return on equity)

2. Market value: that is the market capitalization relative to book value,
measured as Tobin’s Q

3. Stock returns: that is relative change in stock price over time, measured by a
return on investment, often controlling for risk and other factors affecting
returns.

Corporate governance mechanisms may improve operating performance in
several related ways:

1. With better oversight, managers are more likely to invest in value-maximizing
projects and be more efficient in their operations.

2. Fewer resources will be wasted on nonproductive activities (perquisites con-
sumption by the management, empire-building, shirking).

3. Better governance reduces the incidence of tunneling, asset-stripping, related
party transactions, and other ways of diverting firm assets or cash flows from
equity holders.

4. If investors are better protected and bear less risk of losing their assets, they
should be willing to accept a lower return on their investment. This will trans-
late into a lower cost of capital for firms and hence higher income.

5. The availability of external finance may also be improved, allowing firms to
undertake an increased number of profitable growth opportunities.
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All these outcomes of better governance will translate into higher cash flows
and hence will be reflected in better operating performance. In addition, the same
factors will also be reflected in firm valuation, as discussed below.

The market value of a firm is directly related to its operating performance:
those with higher cash flows and profits will attract more investors who will be
willing to pay higher stock prices. Numerous studies test this supposition by
studying the relationship between corporate governance and firm value, often
measured by Tobin’s Q—the ratio of the market value of assets relative to the
book value of assets.’

Corporate governance deals primarily with ways to protect minority share-
holders, as it is assumed that majority shareholders are less subject to agency pro-
blems and have a variety of means to ensure their return on investment. The
stock price is determined by the marginal shareholder, who is likely to be a min-
ority shareholder and rely heavily on minority shareholder protection. Thus the
stock price, and hence the market capitalization, should directly reflect govern-
ance provisions that protect minority shareholder rights.

However, studies focused on Tobin’s Q cannot disentangle whether better gov-
ernance leads to higher value for all shareholders or has relatively higher benefits
for minority shareholders, as argued by Black, Jang, and Kim (2006). In other
words it has not been determined whether better governance helps to increase
the total size of the pie (that is the total market value of the firm) or to change
the redistribution of the pie (that is the relative gains in value that minority share-
holders accrue at the expense of controlling shareholders).

While the above arguments suggest that better governed firms should be
valued more, it is not obvious that governance should be associated with future
stock returns, that is the rate of change in stock price over time. In an efficient
market, differences in governance will be incorporated into stock prices and hence
have no impact on subsequent stock returns after controlling for risk.

Finance theory suggests that stock returns should be associated with risk. The
literature offers various predictions about the relationship between corporate gov-
ernance and risk. On one side the relationship might be positive (that is better
governance, higher risk), for several reasons. Kose, Litov, and Yeung (2008)
argue that insiders with high private benefits (in poorly governed firms) may opt
to be conservative in directing corporate investment, even to the extent of passing
up value enhancing risky projects. The more important these private benefits are,
the more risk averse the insiders would be in directing corporate investments. At
the country level, in low investor-protection countries, nonequity stakeholders like
banks, governments, and organized labor groups might be more influential and
prefer conservative corporate investment.

Alternatively the association might be negative (that is better governance,
lower risk). First, better investor protection may lead to reduction in ownership of
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dominant shareholders. However, with less dominant shareholder oversight, man-
agers might have more discretion to implement conservative investment policies.
Second, in poorer investor-protection locations, firms have dominant owners who
may control a pyramid of firms (Morck, Wolfenzon, and Yeung 2005; Stulz
2005). The dominant owner may instruct lower layer units to take excess risks
and tunnel gains to upper layer units, leaving lower level units to absorb any
potential losses.

Thus theoretical arguments suggest either a positive or a negative relationship
between risk and corporate governance. Therefore it is important that regressions
of stock returns on corporate governance control for risk to make sure governance
is not spuriously picking up the omitted risk effects. After risk is controlled for, in
an efficient market there should not be any relationship between governance and
returns, because all differences in governance will be appropriately priced by
informed investors. Thus the reasons for the observed positive relationship
between returns and governance must rely on market inefficiency arguments.

Gompers, Ishii, and Metrick (2003) suggest two reasons to explain a positive
relationship between governance and subsequent stock returns. One is that poor
governance leads to high agency costs (managerial shirking, overinvestment, and
perquisite consumption). The authors argue that these agency costs were under-
estimated by investors in the early 1990s (that is at the beginning of the time
period of their study). The causal explanation requires that investors do not
anticipate the extent of these agency costs; further, as these costs are realized over
time, investors lower their valuations, which leads to lower returns.

The second explanation is specific to the index used by Gompers, Ishii, and
Metrick, which focuses on anti-takeover provisions. They argue that investors
underestimate the differences in takeover premiums. In essence, both explanations
require some market frictions that are underestimated by investors, that is they
rely on market inefficiency.

So far we have reviewed theoretical arguments that suggest a positive relation-
ship between firms’ chosen corporate governance and various measures of per-
formance. However, there is also an alternative line of reasoning, since
governance might be endogenously chosen by firms. If firms choose their corpor-
ate governance structure, then each will likely choose the optimal level of govern-
ance for itself. In other words if governance is optimally chosen, there will be no
further benefits from the improvements of corporate governance. Thus, at least in
a cross-section, there will be no observable relationship between governance and
performance. A similar argument has been put forth by Demsetz and Lehn
(1985) in relation to the optimal choice of ownership structure: if ownership is in
equilibrium, no relationship with performance should be expected. Thus in theory
there may be no relationship between equilibrium levels of governance and
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performance. Ultimately this is an empirical question. The rest of this survey will
review the existing evidence that attempts to shed light on this question.

Methodology and Data

As discussed above, the main question addressed in this survey is the relationship
between governance and performance. To fix ideas, the simple model researchers
wish to test can be written as follows:

Firm Performancey; = « + B Firm Governancey + y Controlsy + ;. (1)

Here Firm Performance is one of the measures discussed already, which could be
measured by operating performance, market valuation, or stock returns; Firm
Governance is either one aspect affecting corporate governance, or an index of
several aspects combined into one measure; Controls are observable firm charac-
teristics that could influence performance and e is an error term, which could
contain firm-specific fixed effects.

There exists a large body of literature that examines individual corporate gov-
ernance provisions and their impact on performance. This was surveyed by
Shleifer and Vishny (1997). The focus of this survey is on the broader topic of
corporate governance that is captured by the composite measures of governance
that cover a variety of governance provisions in one broad-based index.

The data on performance are pretty standard and include firms’ financial state-
ments (balance sheet and income statements) and market information (stock
price, stock returns, and market capitalization). In contrast there is no single
source of data on corporate governance and there is a large variation in the
measures of corporate governance that are used. Specifically there are three main
sources used by researchers to construct measures of corporate governance:

1. Information from companys’ by-laws and charter provisions

2. Independent rankings constructed by rating agencies, such as Standard &
Poor’s or Credit Lyonnais Securities Asia (CLSA) (described in Gill 2001),
which rely on public information, proprietary analyst’s assessments, or both

3. Surveys of firms.

These sources are used by researchers independently or in combination. The
pros and cons of each of these data sources are discussed below.

The information from companys’ by-laws and charter provisions could be deemed
the most objective measure of corporate governance. However, it is possible that
the rules written in the by-laws and provisions are not necessarily actually
implemented (or are implemented poorly) at each point in time. For example
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by-laws may specify the number of independent directors, but leave out the extent
to which these directors are to be actually independent. By-laws and charter
information is also usually limited in scope and is often fairly static, that is it has
no, or only limited, time variation.

The independent rankings use experts to construct corporate governance
measures. The advantage is that these measures might be more timely as the
experts could track the changes in the quality of governance better than measures
based on charter provisions. However, it is obvious that the reliability of the
expert opinion depends on the quality of the expert, which is usually not observa-
ble. The differences in quality will introduce a certain level of noise into the data.
The reputation of the rating agency serves as one natural mechanism to ensure
quality rankings.

In addition to noise, the analyst's rankings rely on subjective information,
which may introduce a bias into the rankings. The bias presents a more difficult
problem than simple noise—that is noise is usually random, while bias may con-
found the results in one direction or another. For example firms with a solid per-
formance record might receive better rankings from the analyst, who may think
that if the stock price is rising, this means corporate governance is sound. In
essence such analyst bias exacerbates the endogeneity problem that plagues this
strand of research. For example CLSA rankings used by Klapper and Love (2004)
and others are based 70 percent on objective and 30 percent on subjective
information.

Rankings based on the surveys of firms may suffer from a different bias—firms’
incentives to misreport the quality of their governance. It is unlikely that firms
would choose to downgrade the quality of their actual governance, so the bias
here might be to overestimate the quality of the governance. This temptation is
perhaps greatest for firms that are struggling or have weaker performance.

While each of the approaches has its own limitations, a combination of
approaches is likely to reduce the biases associated with each individual one. It
appears that a useful avenue for future research is to compare results obtained
using different approaches on the same set of firms at the same time.

A typical corporate governance index is constructed as a score in which differ-
ent corporate governance provisions are assigned a certain number. Often each
provision is assigned a simple variable indicating whether a favorable provision is
present or absent; the sum over all such provisions is then calculated to construct
an index. The index may include several sets of provisions, such as board indepen-
dence and its effectiveness, accounting and disclosure, ways of dealing with con-
flict of interest, minority shareholder protection, anti-takeover provisions, and
others. Appendix 1 presents a list of questions that are used to construct one of
the representative corporate governance indices, based on the CLSA (2001)

Love 49



survey. This index is used in Klapper and Love (2004) and Durnev and Kim
(2005), among others.

There are pros and cons to looking at a broad index of corporate governance.
To answer the question posed in this paper—whether there is a causal relation-
ship between governance and performance—an aggregate measure of governance
is useful as it focuses on the concept of corporate governance and abstracts from
individual governance components which are so numerous that they will make
such research intractable. However, once the main question is established, the
consequent research would need to go to an even more microlevel and look at
what specific provisions matter for what types of firms (see for example Scott and
Dallas 2006; Gilson 2005). But, as I argue, there is not yet a consensus on the
broad question, especially as far as causality is concerned. Therefore the aggregate
index of corporate governance remains a useful tool for continuing this line of
research.

Is there a Correlation between Governance and Performance?

As already stated, the question of the impact of governance on performance can
be divided into two subquestions. The first—whether there is a positive associ-
ation between governance and performance—is addressed in this section. First I
will review studies that find a positive association and then those that don'’t.

Studies that Find a Positive Correlation between Governance and Performance

One of the earliest studies of the relationship of governance and performance is
Black (2001), who studied 21 large Russian firms. Despite the small sample, he
found a surprisingly strong correlation between firm valuation and the quality of
their corporate governance. A large number of studies covering dozens of
countries have followed this line of work, trying to verify and further investigate
this relationship. Appendix 2 presents a catalog of a large number of studies and
the countries included in the studies.

The relationship between governance and operating performance appears to be
somewhat weaker and more unstable than the relationship between governance
and market valuation.* Part of the reason for a weaker relationship might be
explained by the allowed discretion in accounting reporting and the fact that
better governance might reduce such discretion—see for example Cornett and
others (2006) and Dedman (2002).

While most studies were performed on individual country data, there are a
number of cross-country papers detailed in Appendix 2 that examine firm level
governance and its interplay with country-level governance. Several papers have
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suggested that firm-level governance has more impact on valuation in countries
with weaker legal protection. In other words these results suggest that investors
assign higher valuations to the same changes in governance in countries with
lower overall country-level governance.” An alternative interpretation states that
country-level governance is less important for firms with strong firm-level govern-
ance (Bruno and Claessens 2007). In other words improvement in country-level
governance will have less of an effect on firms with high firm-level governance.
There is no conflict in these interpretations as both suggest that firm-level and
country-level governance are substitutes when it comes to firm valuation.® While
these papers focus on the interaction of country-level governance and firm-level
governance, they do not question the positive relationship between firm-level gov-
ernance and performance. Despite the differences in countries and methodologies,
the vast majority of these studies find a positive relationship between corporate
governance and performance.

Studies that Question the Positive Relationship between Governance and
Performance

A growing number of papers question the positive relationship between govern-
ance and performance and argue that it is not robust. For example, Core, Guay,
and Rusticus (2006) argue that some of the results by Gompers, Ishii, and
Metrick (2003) are driven by the impact of technology firms on the disparities in
the stock prices in the 1990s. Yen (2005) points out that the positive correlation
observed by Gompers, Ishii, and Metrick (2003) is partly accounted for by “penny
stocks” and outliers. Yen (2005) and Ferreira and Laux (2007) find that lower
rankings on the anti-takeover index by Gompers, Ishii, and Metrick (2003), that
is better governance, are associated with higher risk, which explains the high
abnormal return observed by Gompers, Ishii, and Metrick. Pham, Suchard, and
Zein (2007) in Australia, and Firth, Rui, and Fung (2002) in China, do not find
any relationship between governance and market performance.

Some papers even find an opposite relationship. Aman and Nguyen (2007) find
that in Japan poorly governed firms significantly outperform better-governed firms
in market returns. This is because poorly governed firms have higher risk and,
once the risk is controlled for, the relationship between governance and returns
disappears. Suchard, Pham, and Zein (2007) also find that better corporate gov-
ernance is associated with lower stock returns in Australia.

To summarize this section, most studies find a positive association between gov-
ernance and a variety of performance measures; however, there are some that do
not. The association appears to be the strongest for valuations (that is Tobin’s Q
based measures), but less strong for operating performance and market returns.
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Is there a Causal Relationship between Governance and
Performance?

The issue of causality is of high importance to researchers, investors, and policy-
makers alike: Without a strong causal link, there are no grounds for recommend-
ing that firms or policy makers improve governance as a way of improving
performance. More formally, endogeneity means that the governance measure in
equation 1 is not orthogonal to the error term, which presents a challenge to
obtaining an unbiased coefficient on 8 and evaluating a causal impact of govern-
ance on performance. In this section I discuss in detail the endogeneity issue and
several alternative approaches that have been used to address or mitigate endo-
geneity concerns.

The Nature of Endogeneity and Approaches for Mitigating It

There are several reasons to suspect that the causality may actually run from
valuation to governance. First, firms with higher market values or better operat-
ing performance may choose to adopt better governance practices, leading to
reverse causality. The flip side is that firms with weak performance may like to
adopt more anti-take-over provisions, which are associated with worse govern-
ance. Alternatively firms may adopt better governance practices as a signal of
future performance or as a tying mechanism for insiders to abstain from ineffi-
cient practices. In this situation it is the signaling function of governance that
will be important for share prices, and not governance per se.

Another channel for reverse causality could operate through foreign or insti-
tutional investors who are more attracted to higher valued firms, which may also
lead to better governance practices. Finally, there could be a host of omitted vari-
ables, such as unobserved firm-level characteristics, or even time-varying charac-
teristics that are often not available to empirical researchers, such as growth
opportunities or risk. These omitted variables may lead to simultaneous determi-
nation of governance and performance.

The relationships between a number of variables of interest can indeed be quite
complex. Bhagat and Jefferis (2005) argue that anti-take-over defenses, manage-
ment turnover, corporate performance, capital structure, and corporate ownership
structure are all interrelated and hence should be studied as a system of simul-
taneous equations.

Below I discuss several approaches used by researchers to mitigate these endo-
geneity problems. These approaches include fixed effects, instrumental variables,
dynamic panel data models, interaction with industry-level characteristics, testing
for endogeneity directly, and others. Some of these approaches are more effective
than others.
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As a first level of defense against endogeneity due to omitted variables,
Himmelberg, Hubbard, and Palia (1999) propose using fixed effects to remove
unobserved firm-level heterogeneity (that is firm fixed effects). This technique
reduces the possibility that omitted variables (such as managerial education and
talent, for example) are driving the correlation between better governance and
higher performance.”

However, the fixed effects method does not fully remove the possibility of time-
varying omitted variables (such as time-varying growth opportunities or chang-
ing management quality) and it does not address reverse causality. In addition
corporate governance is a slow-moving variable (that is it does not change very
often) and removing fixed effects often removes most of the variation in corporate
governance data. In other words the fixed-effects approach has low power in
examining the relationship between governance and performance (Zhou 2001).
Thus while it is important to control for fixed effects to capture unobserved firm
level heterogeneity, such an approach is not able to establish causality credibly.

A popular approach for resolving endogeneity problems is to use instrumental
variables. The ideal instrument would be a variable that affected performance only
through its impact on governance—that is the instrument should have no direct
relationship with performance. Such instruments are usually not available to
researchers, except in rare circumstances. Black, Jang, and Kim (2006) is one of
the exceptions: they are able to use regulatory restrictions on corporate govern-
ance as an instrument. In Korea all firms larger than 2 trillion won are required
to comply with stricter governance regulations than smaller firms. This discrete
change in governance standards is used by the authors to predict the quality of
governance. The required assumption is that governance regulation is the only
difference between firms larger than 2 trillion won and the smaller ones. This is a
plausible, but nonetheless a nontrivial, assumption. For example there might be
differences in market liquidity or cost of capital that would impact share prices of
larger firms besides the impact of governance.

Durnev and Kim (2005) also use an instrumental variables approach. In par-
ticular they use 3SLS in which they omit from the governance equation the
industry dummy variables and two parameters of the Capital Asset Pricing Model
(CAPM), along with size from the Tobin’s Q equation. These exclusions are quite
arbitrary and rely on the assumption that governance does not vary by industry
(see also Black, Jang, and Kim 2006). Aggarval and others (2007) use closely
held shares along with country-level and industry variables as an instrument.
However, this instrument is also problematic because it may have a direct impact
on performance, and not only through its impact on governance. Zheka (2006)
uses regional variations in trust, measured by political diversity, religion, and
ethnic diversity, as instruments to estimate the effect of governance on operating
performance in Ukraine. However, these measures are regional and not at the
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firm level, the trust may impact performance in ways other than through corpor-
ate governance (for example by lowering the costs of supplier credit), and the
relationship between trust and governance is not a priori obvious, that is govern-
ance mechanisms may arise as a substitute for trust or be supported by higher
trust levels.

A related approach, which relies on dynamic panel data models, is to use lagged
values of governance as instruments for the current value of governance.® The
idea is that current performance might be simultaneously determined with
current governance, while previous periods’ governance has already been deter-
mined and hence is not a function of current performance. However, as discussed
above, governance might be a slow-moving variable that is hard to predict with
high frequency performance data or past governance data. This methodology also
relies on long time-series data and is plagued by weak instruments.

In sum, most of the research hitherto has not identified a solid unquestionable
instrument to identify the causal impact of governance on performance. Thus, so
far, instrumental variables techniques have not been helpful in credibly establish-
ing a causal relationship between governance and performance.

Evidence Suggesting a Causal Relationship

To mitigate endogeneity, some authors focus not on whether the governance
matters but on the question of when it matters. For example governance may
matter more or less for different firms or industries. This line of research focuses
on the interaction of governance with industry-level characteristics. A finding that this
is the case would support a causal interpretation of the association, although this
is not a direct proof.

Several papers used the interaction of governance with external financial
dependence. This kind of argument uses the pioneering work of Rajan and
Zingales (1998) who argued that financial development has a disproportionately
positive impact on growth in industries with higher levels of technological finan-
cial dependence. Because one of the advantages of good corporate governance is
lower cost and better availability of external finance, this advantage should be
relatively more important in industries that rely more heavily on external finance.
This logic is implemented by interacting a firm-level measure of corporate govern-
ance with an industry-level or firm-level measure of external financial depen-
dence, which is usually estimated on a sample of U.S. firms.” A positive coefficient
indicates that corporate governance has a disproportionately positive effect on
such firms or industries. Because this model addresses the channel of the corpor-
ate governance impact on performance, that is that corporate governance affects
performance by improving firms' access to external finance, this suggests (but
does not prove) a causal relationship between governance and performance.'’
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However, the external financial dependence measure is not without concern
either. For example Fisman and Love (2007) argue that the external financial
dependence measure is not a static “industry characteristic” but instead captures
time-varying differences in growth opportunities. This affects the interpretation of
the interaction terms and the channels of the impact of governance on
performance.

Another approach that involves an interaction with an industry-level charac-
teristic is that used by Kadyrzhanova and Rhodes-Kropf (2007). They argue that
the expected positive relationship between better governance (in their case
measured as fewer anti-takeover provisions) and performance depends on industry
concentration. They find that this relationship is reversed in concentrated indus-
tries. Their model is focused primarily on anti-takeover provisions, rather than on
broader measures of corporate governance.

Chhaochharia and Laeven (2007) test for endogeneity directly. They regress gov-
ernance on Tobin’s Q, instrumenting for the latter with the product of oil price
shocks and industry sensitivity to oil price. The assumption is that oil price
shocks are exogenous to any individual firm, but will affect their performance,
especially in energy-intensive industries. They do not find a strong reverse causal-
ity relationship. However, the lack of significant results might also indicate the
weakness of the instrument used. Shabbir and Padgett (2005) also test for endo-
geneity of governance measures in the United Kingdom using a Wu-Hausman test
and find no evidence of endogeneity. However, the power of this test is likely to be
limited. Thus the papers discussed suggest that causality goes from governance to
performance, though they do not prove this directly.

Event Studies that Point to a Causal Relationship

One of the more credible approaches for establishing a causal relationship is that
using a change in laws or regulations that has more impact on some firms relative
to others. This is commonly referred to as a difference-in-difference approach. The
reason this approach is helpful is that the change in laws or regulations is likely
to be exogenous to the firm. If an event affects some firms and not others, its
impact can be credibly established.

For example Nenova (2005) uses this approach to study the impact of regu-
lation affecting minority shareholder rights on the differences in the control
premium, defined as the difference between prices of voting vs nonvoting shares
in Brazil. She finds that the control premium increased after the law that reduced
minority shareholder protection was passed in 1997. She also finds that the
control premium goes back to the pre-1997 level after a new law was passed in
1999, which reinstated some of the minority protection rules scrapped by the pre-
vious legal change. It is very difficult to find an alternative explanation to justify
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this pattern of share price response. This study more reliably points out that caus-
ality goes from better governance to better valuation.

Atanasov and others (2007) study the impact of legal rules that reduced the
incidence of tunneling on firm valuation in Bulgaria. They find that share prices
jump for firms at high risk of tunneling relative to low-risk firms. Black and
Khana (2007) study India’s adoption of major governance reforms (Clause 49,
announced in May, 1999) which required the introduction of audit committees, a
minimum number of independent directors, and Chief Executive or Chief
Financial Officer certification of financial statements and internal controls. The
reforms applied initially to larger firms, and reached smaller public firms only
after a several-year lag. They find that reforms did indeed have a differential
impact on the firm values of large vs small firms. Bortolotti and Belratti (2006)
study a reform of nontradable shares in China and find that it has a positive effect
on share prices, especially for firms with low disclosure standards. Bae and others
(2007) find that the Asian financial crisis has a larger negative impact on valua-
tions of firms with weaker corporate governance in Korea. Johnson and others
(2000) find similar results at the macrolevel. Choi, Lee, and Park (2007) find that
announcements of investment by the Korean Corporate Governance Fund, which
has a mandate to invest in companies undervalued due to governance problems
and to correct such problems, have a larger impact on stock prices of companies
that have a weaker governance structure.

A number of papers explored a recent change in U.S. regulation—the
Sarbanes-Oxley Act (SOX) of 2002. Several studies have found that this change
made a significant impact on some firms, suggesting a causal relationship
between governance and performance.'’

To summarize, the difference-in-difference approach is likely to be the most
credible approach used to date because it uses an exogenous event which has a
differential impact on different groups of firms. However, by their nature such
papers have to rely on identifying a unique suitable event, and such events differ
from study to study. The results could plausibly be event-specific and hard to
reproduce on a large scale. Moreover, all these papers study events that occurred
outside the control of firms (that is change in laws and regulations) rather than
events chosen by firms.

Evidence of Reverse Causality

So far we have seen that a number of approaches have been used to tackle the
causality issue with different degrees of success. Despite the difference in method-
ologies and their caveats, all the papers reviewed so far have argued that the caus-
ality goes from governance to performance. However, the growing number of
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papers reviewed below argue the exact opposite—that the causality operates in
reverse, from performance to governance.

Core and others (2006) re-examine the results of Gompers, Ishii, and Metrick
(2003) and argue that if the causal relationship goes from governance to perform-
ance, the market will be surprised by the weak operating performance of weakly
governed firms when it is announced. However, they do not find empirical
support for this claim.

If governance is causally related to performance, this would mean that firms
are not in equilibrium and that changing governance would lead to improved per-
formance in the future. Chidambaran, Palia and Zheng (2008) examine this prop-
osition. They construct three samples that stack the deck in favor of the
hypothesis that good-governance changes “cause” better performance. They find
no significant differences in stock returns between firms with good-governance
changes and firms with bad-governance changes. Thus they argue that firms are
endogenously optimizing their governance structure in response to observable
and unobservable firm characteristics and that on average firms are in equili-
brium—in other words firms have an optimally chosen governance structure.
These results are consistent with Coase (1937) in the sense that firms choose
their governance structures to adapt to their legal environment.'? Kole and Lehn
(1999) also argue that firms change their governance structure in response to a
change in the underlying firm environment. If all firms choose the best form of
governance, no empirical relationship will be observed between firm value and
governance (see also Demsetz and Lehn 1985).

In a related paper Lehn, Patro, and Zhao (2006) find that there is no relation-
ship between the Gompers, Ishii, and Metrick (2003) governance index and
valuation multiples in the 1990s after controlling for valuation multiples in the
period from 1980-85. They also argue that causality runs from valuation mul-
tiples to governance. Bhagat and Bolton (2007) also claim that relationship
between governance and stock returns disappears one they control for endogene-
ity. Similarly Agrawal and Knoeber (1996) and Bhagat and Black (2002) argue
that firm performance determines board composition.

Shabbir (2008) finds that governance responds to previous performance, but in
an opposite way—that is firms in the United Kingdom become more compliant
with the UK. governance code when the going gets tough (when prior period
returns decline) and less so when previous period operating performance
improves. Gillan, Hartzell, and Starks (2006) also argue that governance mechan-
isms emerge endogenously and are a function of state-level, industry-level, and
firm-level factors.

In a related paper Arcot and Bruno (2007) suggest that, because corporate
governance is not a one-size-fits-all approach, companies that have a valid reason
to deviate from a code of best practices are no worse governed than companies
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that blindly comply. In fact they find that, in the United Kingdom, which has a
“comply or explain” approach to governance regulation, an index constructed as
a “tick-box” approach (that is when each company is given points for whether or
not it complies with each provision of the code) fails to show a significant
relationship between governance and performance, while an index that takes into
account whether the company has a valid reason for noncompliance produces
significant results. Furthermore, companies that report valid reasons for noncom-
pliance perform better than those that merely comply. This fact may explain why
research that uses a tick-box approach has produced controversial results, as dis-
cussed above.

To summarize, there is growing evidence that governance is endogenously
determined and that the issue of causality has to be given serious consideration
in governance—performance research. However, there does not seem to be an
emerging consensus on the nature of the causality. While some argue that gov-
ernance causes performance, others argue that the relationship is just the oppo-
site. Thus this question is still open and calls for further research.

The Potential of Randomized Experiments to Resolve the Causality Dilemma

One method that has not been used to study the governance—performance link is
that of randomized experiments, which have been the workhorse of research into
medical treatments and have recently became popular in development economics.
In this method researchers randomly assign some subjects to receive the treatment,
while others receive none. The subsequent outcomes are compared between the
two groups (see, for example, Duflo and Kremer 2005; Banerjee and Duflo 2009).

In the case of governance—performance, a plausible design would include firms
as the subjects, the treatment as the changes in corporate governance, and the
outcome as performance. Because the treatment is random by design, if any
differences in outcome are observed, they can credibly be attributed to the treat-
ment (in this case to improvements in corporate governance).

One reason for the lack of studies using this methodology is that such studies
are very difficult to implement and very costly and labor intensive. Such a study
would require identifying the list of subjects (firms) who are willing to undergo
changes in their corporate governance structures and then “treating” some of
them (selected randomly) by changing some aspect of their governance structure.
For example independent directors might be invited to join the board, while
executive directors are asked to vacate chairmanships; accounting practices might
be improved by inviting an independent auditor or by establishing an audit com-
mittee; and incentive mechanisms might be installed to prevent self-dealing and
other mismanagement. Clearly, identifying willing subjects is a large hurdle and
redesigning the corporate governance structure of these firms in a way that is
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comparable across firms might not be that obvious. However, the promise of a
randomized experiment is that it can most credibly establish the nature of causal-
ity. International organizations that offer corporate governance assistance to firms
(such as the International Finance Corporation) are in an advantaged position to
support such studies and contribute to the literature.

Conclusions

There is a vast body of literature devoted to evaluating the relationship between
corporate governance and performance, measured by valuation, operating per-
formance, or stock returns. Despite the large number of papers, there is no con-
sensus yet. Most of the research to date suggests a positive correlation between
corporate governance and various measures of performance. However, there are a
number of studies that have questioned such a relationship.

Furthermore this line of research is plagued by endogeneity problems, and
resolving these has not been easy. Approaches such as fixed effects or instrumen-
tal variables fail to establish causality credibly, though difference-in-difference
studies of exogenous legal and regulatory changes appear to be more reliable.
While some studies argue that the causality runs from governance to perform-
ance, a number of others demonstrate the reverse.

The question of the nature of causality is still open. I propose that randomized
experiments might be useful in resolving the causality problems; however they
are not easy to implement.

The emerging evidence shows that corporate governance is likely to emerge
endogenously and thus be dependent on specific characteristics of the firm and its
environment. More research is needed to understand fully which governance pro-
visions are important for which types of firms and in which types of environments.

Appendix 1. Example of Components in a Corporate
Governance Index

(Based on the CLSA [2001] questionnaire.)
Discipline (15%) *°

1. Has the company issued a “mission statement” that explicitly places a priority
on good corporate governance? < ... >?'*

2. Is senior management incentivized to work towards a higher share price for
the company e.g., <...> expected remuneration for the top executive(s) is
tied to the value of the shares?
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. Does management stick to clearly defined core businesses? (Any diversification

into an unrelated area in last 3 years would count as “No”.)

< ...> Is management’s view of its cost of equity within 10% of a CAPM
derived estimate?

< ... > Is management’s estimate of its cost of capital within 10% of our esti-
mate based on its capital structure?

Over the past 5 years, is it true that the Company has not issued equity, or
warrants for new equity, for acquisitions and/or financing new projects where
there was any controversy over whether the acquisition/project was financially
sound? < ...>

Does senior management use debt for investments/capex only where ROA (or
average ROI) is clearly higher than cost of debt and where interest cover is no
less than 2.5x? <...>

. Over the past 5 years, is it true that the company has not built up cash levels

<. >0

. Does the company’s Annual Report include a section devoted to the company’s

performance in implementing corporate governance principles?

Transparency (15%)

10
11

12.
13.
14.
15.
16.
17.

18.

19.

60

. Has management disclosed three- or five-year ROA or ROE targets? <...>
. Does the company publish its Annual Report within four months of the end

of the financial year?

Does the company publish/announce semiannual reports within two months
of the end of the half-year?

Does the company publish/announce quarterly reports within two months of
the end of the quarter?

Has the public announcement of results been no longer than two working
days of the Board meeting? < ... >

Are the reports clear and informative? (Based on perception of analyst.) < ... >

Are accounts presented according to IGAAP? < ... >

Does the company consistently disclose major and market sensitive infor-
mation punctually? <...>

Do analysts have good access to senior management? Good access implies
accessibility soon after results are announced and timely meetings where
analysts are given all relevant information and are not misled.

Does the Company have an English language web-site where results and
other announcements are updated promptly (no later than one business
day)?

The World Bank Research Observer, vol. 26, no. 1 (February 2011)



Independence (15%)

20.

21.
22.

23.

24.

25.

26.

27.

Is it true that there has been no controversy or questions raised over whether
the board and senior management have made decisions in the past five years
that benefit them, at the expense of shareholders? (Any loans to group com-
panies/Vs, non-core/non-controlled group-investments, would mean “No").

Is the Chairman an independent, non-executive director?

Does the company have an executive or management committee <...>
which is substantially different from members of the Board and not believed
to be dominated by major shareholders? (i.e., no more than half are also
Board members and major shareholder not perceived as dominating execu-
tive decision making.)

Does the company have an audit committee? Is it chaired by a perceived
genuine independent director?

Does the company have a remuneration committee? Is it chaired by a per-
ceived genuine independent director?

Does the company have a nominating committee? Is it chaired by a perceived
genuine independent director?

Are the external auditors of the company in other respects seen to be com-
pletely unrelated to the company?

Does the board include no direct representatives of banks and other large
creditors of the company? (Having any representatives is a negative.)

Accountability (15%)

28.

29.

30.

31.
32.
33.

34.

Love

Are the board members and members of the executive/management commit-
tee substantially different < ... >? (i.e., no more than half of one committee
sits on the other?)

Does the company have non-executive directors who are demonstrably and
unquestionably independent? (Independence of directors must be demonstrated
by either being appointed through nomination of non-major shareholders or
having on record voted on certain issues against the rest of the Board. < ... >)
Do independent, non-executive directors account for more than 50% of the
Board?

Are there any foreign nationals on the Board < ... >?

Are full Board meetings held at least once a quarter?

Are Board members well briefed before Board meetings? < ...> (Answers
33-35 must be based on direct contact with an independent Board member.
If no access is provided < ... > answer “No” to each question.)

Does the audit committee nominate and conduct a proper review of the work
of external auditors <...>?
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35.

Does the audit committee supervise internal audit and accounting pro-
cedures < ...>?

Responsibility (15%)

36.

37.

38.

39.

40.

41.

If the Board/senior management have made decisions in recent years seen to
benefit them at the expense of shareholders (cf Q20 above), has the Company
been seen as acting effectively against individuals responsible and corrected
such behavior promptly, i.e., within 6 months? (If no such case, answer this
question as “Yes”.)

< ...> Over the past five years, if there were flagrant business failures or
misdemeanors, were the persons responsible appropriately and voluntarily
punished? (If no cases < ... > then answer “No.”)

Is there any controversy or questions over whether the Board and/or senior
management take measures to safeguard the interests of all and not just the
dominant shareholders? < ... >

Are there mechanisms to allow punishment of the executive/management
committee in the event of mismanagement <...>?

Is it true that there have been no controversies/questions over whether the
share trading by Board members have been fair, fully transparent, and well
intentioned? <...>

< ... > Is the board small enough to be efficient and effective? (If more than
12, answer “No”.)

Fairness (15%)

42.

43.
44.
45.
46.

47.

48.
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Is it true that there have not been any controversy or questions raised over
any decisions by senior management in the past 5 years where majority
shareholders are believed to have gained at the expense of minority
shareholders?

Do all equity holders have the right to call General Meetings? < ... >

Are voting methods easily accessible (e.g. proxy voting)?

Are all necessary < ...> information for General Meetings made available
prior to General Meeting?

Is senior management unquestionably seen as trying to ensure fair value is
reflected in the market price of the stock < ...>?

Is it true that there has been no question or perceived controversy over
whether the Company has issued depositary receipts that benefited primarily
major shareholders < ... >?

Does the majority shareholder group own less than 40% of the company?
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Appendix 2. Catalog of Governance and Performance Studies™”

Studies that Find a Positive Governance and Performance Link in the
United States

Gompers, Ishii, and Metrick (2003)
Bebchuk, Cohen, and Ferrell (2006)
Brown and Caylor (2009)

Larcker, Richardson, and Tuna (2007)

Studies that Find a Positive Governance and Performance Link in other Countries

Chong and Lopaz-de-Silanes (2007): Argentina, Brazil, Chile, Colombia, Mexico,
and Venezuela.

Nenova (2005): Brazil

Wahab, How, and Verhoeven (2007) and Haniffa and Hudaib (2006): Malaysia

Toudas and Karathanassis (2007): Greece

Gruszczynski (2006) and Kowalewski, Stetsyuk, and Talavera (2007): Poland

El Mehdi (2007): Tunisia

Black (2001) and Black, Love, and Rachinsky (2006): Russia

Bae and others (2007), Black and others (2008), and Black and Kim (2008):
Korea

Zheka (2006): Ukraine

Kyereboah-Coleman (2007): Africa

Reddy and others (2008): New Zealand

Bai and others (2003) and Bortolotti and Belratti (2006): China

Erickson and others (2005): Canada

Atanasov and others (2007): Bulgaria

Black and Khana (2007): India

Cross-Country studies

Klapper and Love (2004)

Durnev and Kim (2005)

Bauer, Guenster, and Otten (2003)
Baker and others (2007)

Aggarwal and others (2007)
Chhaochharia, and Laeven (2007)
De Nicolo, Laeven, and Ueda (2008)
Doidge, Karolyi, and Stulz (2007)
Durnev and Fauver (2007)

Bruno and Claessens (2007)
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Studies that Argue against a Positive Relationship between Governance and
Performance and those that Question the Nature of Causality of this Relationship

US studies

Yen (2005)

Core and others (2006)

Zhang (2006)

Ferreira and Laux (2007)

Lehn, Patro, and Zhao (2006)
Chidambaran, Palia, and Zheng (2008)
Gillan, Hartzell, and Starks (2006)

Other countries

Pham, Suchard, and Zein (2007): Australia
Firth and others (2002): China
Aman and Nguyen (2007): Japan

Notes

Inessa Love is a Senior Economist with the Finance Research Group (DRGFP) at the World Bank,
1818 H St NW Washington DC, 20433, USA; email address: ilove@worldbank.org. This paper was
commissioned as part of the knowledge management program of the World Bank Corporate
Governance Policy Practice. The author is grateful to Alexander Berg, Bernard Black, Stijn Claessens,
Pasquale Di Benedetta, Art Durnev, Shafique Jamal, Luc Laeven, Harini Parthasarathy, and Kenichi
Ueda for useful comments and discussions. The views expressed in this paper do not necessarily rep-
resent those of the World Bank, its Executive Directors, or the countries they represent.

1. A large literature mostly on the United States and other industrialized countries studies the
link between specific aspects of corporate governance (such as audit committees, independent direc-
tors, takeover defenses, and minority shareholder protections) and the market value or performance
of firms. See Shleifer and Vishny (1997) for a survey.

2. In particular a large number of reports by practitioners and investment bankers address the
governance—performance link. For the most part, this survey reviews the academic literature at the
expense of excluding most of the relevant practitioner literature.

3. In practice, this ratio is defined as market value of equity plus market or book value of debt
over total assets.

4. For example Black, Jang, and Kim (2006) find a strong effect of governance on market values,
but do not find a strong effect of governance on operating performance or dividends payments.
Chong and Lopez-de-Silanes (2007) find a positive effect of governance on operating performance,
but one that is smaller in magnitude than the effect on valuation. Bauer, Guenster, and Otten
(2003) find that in their European sample governance is positively related to stock returns and
market valuation, but negatively related to operating performance. Epps and Cereola (2008) do not
find any relationship between governance and operating performance measures.

5. See Klapper and Love (2004), Durnev and Kim (2005), and Bruno and Claessens (2007).

6. However, Chhaochharia and Laeven (2007) do not find that country-level governance leads
to differential impact of firm-level governance on performance. The reason might be that their firm-
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level governance index is adjusted for minimum country-level norms, which means that the country-
level index enters nonlinearly and thus does not have the same interpretation as earlier studies, in
which country-level governance does enter linearly. Durnev and Fauver (2007) find that the positive
relationship between governance and performance is weaker in countries where governments
pursue predatory policies.

7. This methodology has been used by Black, Love, and Rachinsky (2006) in Russia; by Black
and others (2008) and Black and Kim (2008) in Korea; by Erickson and others (2005) in Canada;
and by Baker and others (2007) in 22 emerging markets.

8. Chhaochharia and Laeven (2007) employ this approach with firm-level data, and De Nicolo,
Laeven, and Ueda (2007) use a similar approach with aggregate data.

9. The assumption behind using U.S. data to calculate financial dependence is that U.S. financial
markets do not face significant market frictions and hence financial dependence in the United States
is a good representative measure of financial dependence in other countries. While common practice
is to use an industry-level measure of dependence on external finance, Chhaochharia and Laeven
(2007) estimate firm-level dependence in external finance using a matched sample of U.S. firms,
matched on size and industry.

10. This methodology is employed by Bruno and Claessens (2007), Chhaochharia and Laeven
(2007), and De Nicolo, Laeven, and Ueda (2007) who find that, indeed, corporate governance has a
disproportionately positive effect on such industries.

11. Since the impact of SOX law covers a strand of literature in itself, we do not present a com-
prehensive survey of this literature here. Some papers that are most closely related to the topics of
this survey are Litvak (2007a, 2007b), Chhaochharia and Yaniv (2007), Wintoki (2007), among
many others.

12. In a related work, Demirgiic-Kunt, Love, and Maksimovic (2006) show that firms choose
their legal form, and specifically the decision to incorporate, to adapt to their legal environment.

13. Percents reflect the weight in the CLSA weighted average index.

14. We kept the wording of the questions exactly as specified in the CLSA report; however, to
save space, though without loss of content, we omitted parts of some questions, marked as <...>.
For example we removed all clarifications as to how the analysts should answer the questions; and
endings such as “as far as the analyst can tell.”

15. By the sheer number of existing studies, this catalog is necessarily incomplete. However, it
clearly gives a flavor of the existing research on this topic.

References

Aggarwal, Reena, Isil Erel, René Stulz, and Rohan Williamson. 2007. “Do U.S. Firms Have the Best
Corporate Governance? A Cross-Country Examination of the Relation Between Corporate
Governance and Shareholder Wealth.” Fisher College of Business Working Paper 2006-03-006,
Ohio State University.

Agrawal, Anup, and Charles R. Knoeber. 1996. “Firm Performance and Mechanisms to Control
Agency Problems between Managers and Shareholders.” Journal of Financial and Quantitative
Analysis 31:377-97.

Aman, Hiroyuki, and Pascal Nguyen. 2007. “Do Stock Prices Reflect the Corporate Governance
Quality of Japanese Firms?” Working Paper, University of New South Wales. (http://papers.ssrn.
com/sol3/papers.cfim?abstract_id=983301).

Arcot, Sridhar R., and Valentina G. Bruno. 2007. “One Size Does Not Fit All, After All: Evidence
from Corporate Governance.” First Annual Conference on Empirical Legal Studies. (http://ssrn.
com/abstract=887947).

Love 65



Atanasov, Vladimir A., Bernard S. Black, Conrad S. Ciccotello, and Stanley B. Gyoshev. 2007. “How
Does Law Affect Finance? An Examination of Financial Tunneling in an Emerging Market.”
ECGI: Finance Working Paper 123/2006.

Bae, Kee-Hong, Jae-Seung Baek, and Jangkoo Kang. 2007. “Do Controlling Shareholders’
Expropriation Incentives Imply a Link Between Corporate Governance and Firm Value? Evidence
from the Aftermath of Korean Financial Crisis.” (http://ssrn.com/abstract=1089926).

Bai, Chong-En, Qiao Liu, Joe Lu, Frank Song, and Junxi Zhang. 2003. “Corporate Governance and
Market Valuation in China.” William Davidson Institute, Working Papers Series 2003-564.

Baker, Edward, Matthew Morey, Aron Gottesman, and Benjamin Godridge. 2007. “Corporate
Governance Ratings in Emerging Markets: Implications for Market Valuation, Internal Firm-
Performance, Dividend Payouts and Policy.” Presented at the International Conference on
Corporate Governance in Emerging Markets, Asian Institute of Corporate Governance, November.

Banerjee, Abhijit V, and Esther Duflo. 2009. “The Experimental Approach to Development
Economics.” Annual Review of Economics 1:151-78.

Bauer, Rob, Nadja Guenster, and Rogér Otten. 2003. “Empirical Evidence on Corporate Governance
in Europe. The Effect on Stock Returns, Firm Value and Performance.” EFMA 2004 Basel
Meetings Paper. (http://ssrn.com/abstract=444543).

Bebchuk, Lucian Arye, Alma Cohen, and Allen Ferrell. 2006. “What Matters in Corporate
Governance?” Harvard Law School, John M. Olin Center Discussion Paper 491. (http://ssrn.com/

abstract=593423).

Bhagat, Sanjai, and Bernard S. Black. 2002. “The Non-Correlation Between Board Independence
and Long-Term Performance.” Journal of Corporation Law 27:231-73.

Bhagat, Sanjai, and Brian J. Bolton. 2007. “Corporate Governance and Firm Performance.” (http://
ssrn.com/abstract=1017342).

Bhagat, Sanjai, and Richard H. Jefferis. 2005. The Econometrics of Corporate Governance Studies.
Cambridge, MA: MIT Press.

Black, Bernard. 2001. “The Corporate Governance Behavior and Market Value of Russian Firms.”
Emerging Markets Review 2:89—108.

Black, Bernard S., and R. Gilson. 1998. “Venture Capital and the Structure of Capital Markets:
Banks versus Stock Markets.” Journal of Financial Economics 47:243-77.

Black, Bernard S., and Vikramaditya S. Khanna. 2007. “Can Corporate Governance Reforms
Increase Firms' Market Values? Evidence from India.” Journal of Empirical Legal Studies 4:
749-96.

Black, Bernard S., and Woochan Kim. 2008. “The Effect of Board Structure on Firm Value: A
Multiple Identification Strategies Approach Using Korean Data.” University of Texas Law and
Economics Research Paper 89. (http://ssrn.com/abstract=968287).

Black, Bernard S., Hasung Jang, and Woochan Kim. 2006. “Does Corporate Governance Affect
Firms’' Market Values? Evidence from Korea.” Journal of Law, Economics and Organization 22(2):
366-413.

Black, Bernard S., Inessa Love, and Andrei Rachinsky. 2006. “Corporate Governance Indices and
Firms’ Market Values: Time Series Evidence from Russia.” Emerging Markets Review 7(4):
361-79.

Black, Bernard, Woochan Kim, Hasung Jang, and Kyung-Suh Park. 2008. “How Corporate
Governance Affects Firm Value: Evidence on Channels from Korea.” (http://ssrn.com/
abstract=844744).

66 The World Bank Research Observer, vol. 26, no. 1 (February 2011)



Bortolotti, Bernardo, and Andrea Beltratti. 2006. “The Nontradable Share Reform in the Chinese
Stock Market: The Role of Fundamentals.” IDEAS Working Papers 2007.131, Fondazione Eni
Enrico Mattei.

Brown, Lawrence, and Marcus Caylor. 2009. “Corporate Governance and Firm Operating
Performance.” Review of Quantitative Finance and Accounting 32(2):129—-44.

Bruno, Valentina G. Giulia, and Stijn Claessens. 2007. “Corporate Governance and Regulation: Can
There Be Too Much of a Good Thing?” World Bank Policy Research Working Paper 4140.

Chhaochharia, Vidhi, and Grinstein, Yaniv. 2007. “Corporate Governance and Firm Value: The
Impact of the 2002 Governance Rules.” Johnson School Research Paper Series 23-06.

Chhaochharia, Vidhi, and Luc A. Laeven. 2007. “Corporate Governance, Norms and Practices.”
ECGI Finance Working Paper 165/2007.

Chidambaran, N.K., Palia, Darius, and Zheng, Yudan. 2008. “Corporate Governance and Firm
Performance: Evidence from Large Governance Changes.” (http://ssrn.com/abstract=1108497).

Choi, JungYong, Dong Wook Lee, and Kyung Suh Park. 2007. “Corporate Governance and Firm
Value: Endogeneity-Free Evidence from Korea.” (http://ssrn.com/abstract=1000834).

Chong, Alberto, and Florencio Lopez-de-Silanes. 2007. “Investor Protection and Corporate
Governance: Firm-Level Evidence from Latin America.” Inter-American Development Bank,
Washington, DC.

Claessens, Stijn. 2006. “Corporate Governance and Development.” World Bank Research Observer
21(1):91-122.

Clarke, G., R. Cull, M.S. Martinez Peria, and S. Sanchez. 2003. “Foreign Bank Entry: Experience,
Implications for Developing Economies, and Agenda for Further Research.” World Bank Research
Observer 18(1):25-59.

Clarke, G., R. Cull, and M.M. Shirley. 2005. “Bank Privatization in Developing Countries: A
Summary of Lessons and Findings.” Journal of Banking and Finance 29:1905-30.

Coase, Ronald H. 1937. “The Nature of the Firm.” Economica 4:386—-405.

Core, John E., Wayne R. Guay, and Tjomme O. Rusticus. 2006. “Does Weak Governance Cause
Weak Stock Returns? An Examination of Firm Operating Performance and Investors’
Expectations.” Journal of Finance 61:655-87.

Cornett, Marcia Millon, Hassan Tehranian, Alan ]. Marcus, and Anthony Saunders. 2006.
“Earnings Management, Corporate Governance, and True Financial Performance.” (http://ssrn
.com/abstract=886142).

Dedman, Elisabeth B. 2002. “Cadbury Committee Recommendations on Corporate Governance: A
Review of Compliance and Performance Impacts.” International Journal of Management Reviews 4:
335-52.

Demirgtic-Kunt, Asli, Inessa Love, and Vojislav Maksimovic. 2006. “Business Environment and the
Incorporation Decision.” Journal of Banking and Finance 30(11):2967-93.

Demsetz, Harold, and Kenneth Lehn. 1985. “The Structure of Corporate Ownership: Causes and
Consequences.” Journal of Political Economy 93:1155-77.

De Nicolo, Gianni, Luc A. Laeven, and Kenichi Ueda. 2008. “Corporate Governance Quality: Trends
and Real Effects.” Journal of Financial Intermediation 17(2):198-228.

Doidge, C., A. Karolyi, R. Stulz, De Nicolo, Gianni, Luc A. Laeven, and Kenichi Ueda. 2007. “Why
Do Countries Matter So Much for Corporate Governance?” Journal of Financial Economics 86:
1-39.

Love 67



Duflo, Ester, and Michael Kremer. 2005. “Use of Randomization in Evaluation of Development
Effectiveness.” In George Pitman, Osvaldo Feinstein, and Gregory Ingram, eds., Evaluating
Development Effectiveness. New Brunswick, NJ: Transaction Publishers:205-32.

Durneyv, Art, and Larry Fauver. 2007. “Stealing from Thieves: Firm Governance and Performance
When States are Predatory.” (http://ssrn.com/abstract=970969).

Durnev, Artyom, and E. Han Kim. 2005. “To Steal or Not to Steal: Firm Attributes, Legal
Environment, and Valuation.” Journal of Finance 60:1461-93.

Easterbrook, E, and D. Fischel. 1991. The Economic Structure of Corporate Law. Cambridge, MA:
Harvard University Press.

El Mehdi, Imen Khanchel. 2007. “Empirical Evidence on Corporate Governance and Corporate
Performance in Tunisia.” Corporate Governance 15(6):1429-41.

Epps, Ruth W, and Sandra J. Cereola. 2008. “Do Institutional Shareholders Services (ISS) Corporate
Governance Ratings Reflect a Company’s Operating Performance?” Critical Perspectives on
Accounting 19:1135-48.

Erickson, John, Yun W. Park, Joe Reising, and Hyun-Han Shin. 2005. “Board Composition and Firm
Value under Concentrated Ownership: The Canadian Evidence.” Pacific-Basin Finance Journal
13(4):387-410.

Ferreira, Miguel, and Paul A. Laux. 2007. “Corporate Governance, Idiosyncratic Risk, and
Information Flow.” Journal of Finance 62(2):951-90.

Firth, Michael, Oliver M. Rui, and Peter M.Y. Fung. 2002. “Simultaneous Relationships among
Ownership, Corporate Governance, and Financial Performance.” (http://ssrn.com/abstract=
337860).

Fisman, Raymond, and Inessa Love. 2007. “Financial Dependence and Growth Revisited.” Journal of
European Economic Association 5(2—-3):470-9.

Gill, Amar. 2001. “Saints or Sinners: Who's got religion?” CLSA Emerging Markets CG Watch.

Gillan, Stuart L., Jay C. Hartzell, and Laura T. Starks. 2006. “Tradeoffs in Corporate Governance:
Evidence from Board Structures and Charter Provisions.” (http://ssrn.com/abstract=917544).

Gilson, Ronald. J. 2005. “Controlling Shareholders and Corporate Governance: Complicating the
Comparative Taxonomy.” ECGI Law Working Paper 49/2005.

Gompers, Paul, Joy Ishii, and Andrew Metrick. 2003. “Corporate Governance and Equity Prices.”
Quarterly Journal of Economics 118:107-55.

Gruszczynski, Marek. 2006. “Corporate Governance and Financial Performance of Companies in
Poland.” International Advances in Economic Research 12(2):251-9.

Haniffa, Roszaini M., and Mohammad Hudaib. 2006. “Corporate Governance Structure and
Performance of Malaysian Listed Companies.” Journal of Business Finance & Accounting 33(7-8):
1034-62.

Himmelberg, C., R. G. Hubbard, and D. Palia. 1999. “Understanding the Determinants of
Managerial Ownership and the Link between Ownership and Performance.” Journal of Financial
Economics 53:353-84.

Johnson, Simon, Peter Boone, Alasdair Breach, and Eric Friedman. 2000. “Corporate Governance in
the Asian Financial Crisis.” Journal of Financial Economics58(1-2):141-86.

Kadyrzhanova, Dalida, and Matthew Rhodes-Kropf. 2007. “Concentrating on Governance.” AFA
2007 Chicago Meetings Paper. (http://ssrn.com/abstract=891418).

Klapper, Leora E, and Inessa Love. 2004. “Corporate Governance, Investor Protection, and
Performance in Emerging Markets.” Journal of Corporate Finance 10:287—322.

68 The World Bank Research Observer, vol. 26, no. 1 (February 2011)



Kole, Stacey R., and Kenneth M. Lehn. 1999. “Deregulation and the Adaptation of Governance
Structure: The Case of the U.S. Airline Industry.” Journal of Financial Economics 52:79-117.

Kose, John, Lubomir Litov, and Bernard Yeung. 2008. “Corporate Governance and Risk-Taking.”
Journal of Finance 63(4):1679-728.

Kowalewski, Oskar, Ivan Stetsyuk, and Oleksandr Talavera. 2007. “Corporate Governance and
Dividend Policy in Poland.” Discussion Papers of DIW Berlin 702, DIW Berlin, German Institute
for Economic Research.

Kyereboah-Coleman, Anthony. 2007. “Corporate Governance and Firm Performance in Africa: A
Dynamic Panel Data Analysis.” Presented at the International Conference on Corporate
Governance in Emerging Markets, Sabanci University, Istanbul, Turkey.

Laeven, Luc A., and Ross Levine. 2007. “Complex Ownership Structures and Corporate Valuations.”
IMF Working Paper 07/140. (http://ssrn.com/abstract=1007889).

La Porta, R., E Lopez-de-Silanes, A. Shleifer, and R. Vishny. 1998. “Law and Finance.” Journal of
Political Economy 106:1113-55.

. 1999. “Corporate Ownership around the World.” Journal of Finance 54:471-517.

. 2000. “Investor Protection and Corporate Governance.” Journal of Financial Economics 58:
3-27.

__.2002. “Investor Protection and Corporate Valuation.” Journal of Finance 57(3):1147-70.

Larcker, David E, Scott A. Richardson, and A. Irem Tuna. 2007. “Corporate Governance,

Accounting Outcomes, and Organizational Performance.” Accounting Review 82(4):963—1008.
(http://ssrn.com/abstract=976566).

Lehn, Kenneth, Sukesh Patro, and Mengxin Zhao. 2006. “Governance Indices and Valuation
Multiples: Which Causes Which?” (http://ssrn.com/abstract=810944).

Litvak, Kate. 2007a. “The Effect of the Sarbanes-Oxley Act on Non-US Companies Cross-Listed in
the US.” Journal of Corporate Finance 13:195-228. (http://ssrn.com/abstract=876624).

__ . 2007b. “Sarbanes-Oxley and the Cross-Listing Premium.” Michigan Law Review 105:
1857-98. (http://ssrn.com/abstract=959022).

Morck, Randall, Daniel Wolfenzon, and Bernard Yeung. 2005. “Corporate Governance, Economic
Entrenchment, and Growth.” Journal of Economic Literature 43:655-720.

Nenova, Tatiana, Morck, Randall, Daniel Wolfenzon, and Bernard Yeung. 2005. “Corporate Law
and Control Values in Brazil.” Latin American Business Review 6(3):1-37.

Pham, Peter Kien, JoAnn Suchard, and Jason Zein. 2007. “Corporate Governance and Alternative
Performance Measures: Evidence from Australian Firms.” (http://ssrn.com/abstract=1015985).

Rajan, R., and L. Zingales. 1998. “Financial Dependence and Growth.” American Economic Review
88(3):559-86.

Reddy, Krishna, Stuart Locke, Frank Scimgeour, and Abeyratna Gunasekarage. 2008. “Corporate
Governance Practices of Small Cap Companies and their Financial Performance: An Empirical
Study in New Zealand.” International Journal of Business Governance and Ethics 4(1):51-78.

Scott, Hal, and George Dallas. 2006. “Mandating Corporate Behavior: Can One Set of Rules Fit All?”
Working Paper, Standard and Poor’s.

Shabbir, Amama. 2008. “To Comply or Not to Comply: Evidence on Changes and Factors Associated
with the Changes in Compliance with the UK Code of Corporate Governance.” (http://ssrn.com/
abstract=1101412).

Shabbir, Amama, and Carol Padgett. 2005. “The UK Code of Corporate Governance: Link Between
Compliance and Firm Performance.” ICMA Centre Finance Discussion Paper DP2005-17.

Love 69


http://elibrary.worldbank.org/reference/matches?id=http://referencestore.ingenta.com/content/reference/0022-1082-B070BF5123B92AD090DA7BAE34AFC5BB-63-4-1679--

Shea, Hubert. 2006. “Family Firms: Controversies over Corporate Governance, Performance, and
Management.” (http://ssrn.com/abstract=934025).

Shleifer, A., and R. Vishny. 1997. “A Survey of Corporate Governance.” Journal of Finance 52:
737-83.

Stulz, R. 2005. “The Limits of Financial Globalization.” Journal of Finance 60:1595—-638.
Suchard, JoAnn, Peter Kien Pham, and Jason Zein. 2007. “Corporate Governance, Cost of Capital
and Performance: Evidence from Australian Firms.” (http://ssrn.com/abstract=1015986).

Toudas, Kanellos, and George Karathanassis. 2007. “Corporate Governance and Firm Performance:
Results from Greek Firms.” Working Paper, Athens University. (http://ssrn.com/abstract=
1067504).

Wahab, Effiezal Aswadi Abdul, Janice C.Y. How, and Peter Verhoeven. 2007. “The Impact of the
Malaysian Code on Corporate Governance: Compliance, Institutional Investors and Stock
Performance.” Journal of Contemporary Accounting & Economics 3(2):106—29.

Wintoki, M. Babajide. 2007. “Corporate Boards and Regulation: The Effect of the Sarbanes-Oxley
Act and the Exchange Listing Requirements on Firm Value.” Journal of Corporate Finance 13(2—
3):229-50.

Yen, Shih-Wei. 2005. ‘Are Well Governed Firms Safe Investments?” (http://ssrn.com/
abstract=648401).

Zheka, Vitaliy. 2006. “Does Corporate Governance Causally Predict Firm Performance? Panel Data
and Instrumental Variables Evidence.” CERT Discussion Paper DP06/05.

Zhou, X. 2001. “Understanding the Determinants of Managerial Ownership and the Link between
Ownership and Performance: Comment.” Journal of Financial Economics 25:2015-40.

70 The World Bank Research Observer, vol. 26, no. 1 (February 2011)



A Comparative Perspective on Poverty
Reduction in Brazil, China, and India

Martin Ravallion

Brazil, China, and India have seen falling poverty in their reform periods, but to varying
degrees and for different reasons. History left China with favorable initial conditions for
rapid poverty reduction through market-led economic growth; at the outset of the reform
process there were many distortions to be removed and a relatively low inequality of
access to the opportunities so created, though inequality has risen markedly since. By
concentrating such opportunities in the hands of the better off, prior inequalities in
various dimensions handicapped poverty reduction in both Brazil and India. Brazil's
recent success in complementing market-oriented reforms with progressive social policies
has helped it achieve a higher proportionate rate of poverty reduction than India,
although Brazil has been less successful in terms of economic growth. In the wake of its
steep rise in inequality, China might learn from Brazil’s success with such policies.
India needs to do more to assure that poor people are able to participate in both the
country’s growth process and its social policies; here there are lessons from both China
and Brazil. All three countries have learned how important macroeconomic stability is
to poverty reduction. JEL codes: 132, 057

The long-standing debates about how best to fight poverty in the developing
world are reflected in the experiences of Brazil, China, and India. All three
countries have embarked on programs of market-oriented economic reforms.
China was the first, where 25 years of a control economy left large potential gains
from reform by the time that process started in the late 1970s. Brazil and India
followed in earnest in the early to mid-1990s, though (in both cases) there had
been tentative earlier efforts at reform.
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All three have also seen progress against poverty in their reform periods,
though at differing rates. In terms of the pattern of growth and distributional
change, China and India have had more in common; both have seen rapid
growth, but with rising inequality (with more of both in China). Brazil saw little
growth but falling inequality.

There are some similarities among the three countries in their policies over the
last 15 years, notably in the importance attached to macroeconomic stability,
especially bringing inflation under control. But there are some big differences too,
such as in the role played by policies directly aimed at redistributing incomes.
When one looks more closely at their histories and policy regimes, Brazil and
India turn out to have more in common with each other than with China. But
each of these countries has something to teach the others. And other developing
countries that have been less successful against poverty can learn from both the
strengths and weaknesses of the approaches taken by all three countries.

I do not attempt to survey the (large) literature on poverty and growth in these
countries, and many important contributions are not explicitly mentioned. I aim
more narrowly to distill a few key lessons from a World Bank research project
that has tried to measure and understand the progress against poverty of these
three countries. The paper starts with a comparison of their overall performances,
before examining each in turn. The last section tries to draw out some themes
and lessons.

Performance against poverty

I will use national household surveys for measuring poverty and inequality, sup-
plemented by data on prices from the national accounts and population censuses.
Thankfully all three countries have a time series of reasonably comparable
national sample surveys spanning their reform periods. (China'’s first such survey
is for 1981, just after reforms began. For Brazil and India the surveys include pre-
reform periods.) The surveys measure household incomes (for Brazil and China)
and household consumption expenditures (for India)—I will return to this differ-
ence. For most of the discussion a common poverty line is used, set at $1.25 a
day, converted using purchasing power parity (PPP) exchange rates for consump-
tion in 2005; this is the average poverty line found in the poorest 15 countries
(Ravallion, Chen, and Sangraula 2009). I will also use a line of $2.00 a day at
2005 PPP, which is the median poverty line for all developing countries with the
available data. Differences with national poverty lines will also be noted. Poverty
is measured by the headcount index, namely the percentage of the population
living in households with income per person below the poverty line. Inequality is
measured by the Gini index, given by half the mean absolute difference between
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all pairs of incomes, normalized by the overall mean.! Growth rates are measures
from national accounts. There are a number of issues concerning the data
sources, as reviewed in the Appendix.

Table 1 provides summary statistics for all three countries for 1981, 1993, and
2005; 1993 is the midpoint, and is also a natural choice given the changes in
the policy regimes of Brazil and India around that time. Notice that the table
gives results for the survey mean and a “mixed mean” given by the geometric
mean of the survey mean and its predicted value based on private consumption
expenditure (PCE) per person from the national accounts (NAS); see the Appendix
for further details. This method is not considered to be better, as it makes some
strong assumptions (notably that the relative distribution based on the surveys is
appropriate for the mixed mean). Rather it provides a sensitivity test, motivated
by concerns about the large and growing gap between the survey-based consump-
tion aggregates from India’s National Sample Surveys and those from India’s
NAS.? The following discussion focuses mainly on the survey-based measures,
though noting any important differences with the mixed method.

Figure 1 gives the headcount indices for nine reference years. Figure 1(a) is
based on the national household surveys, while 1(b) uses the mixed method.

Given the very different initial levels of poverty, I shall measure the rate of pro-
gress by the proportionate annual rate of poverty reduction—the difference
between the growth rate in the number of poor and the overall population growth
rate—rather than in percentage points per year.” Table 2 gives the (compound
annual) growth rates for the measures of average income or consumption and
the poverty measures; the table also gives the growth rates of the total population,
so the growth rates in the numbers of poor can be readily calculated. (Notice from
table 2 that the growth rates of the survey mean for India have been appreciably
lower than consumption per capita as measured in the NAS.)

The data suggest that, around the time its reforms began, China had one of the
highest proportions of the population living in poverty in the world. In 1981, a
staggering 84 percent of the population lived below a poverty line of $1.25 per
day at purchasing power parity in 2005. The best data available suggest that only
four countries (Cambodia, Burkina Faso, Mali, and Uganda) had a higher head-
count index than China in 1981. By 2005 the proportion of China’s population
living in poverty had fallen to 16 percent—well below the average for the develop-
ing world of 26 percent. The proportionate rate of poverty reduction over 1981 —
2005 was an impressive 6.6 percent per annum (and slightly higher using the
mixed method), with the number of poor falling by 5.5 percent per annum.

Using the same poverty line for Brazil, the proportion of the population in
poverty is appreciably lower than in China, and fell from about 17 to 8 percent
over 1981—-2005. The proportionate rate of poverty reduction of 3.2 percent per
annum is certainly not China’s rate but it is still impressive.* The rate of poverty
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Figure 1. Headcount Indices of Poverty for a Common International Poverty Line, percentage
of population living below $1.25 a day at 2005 PPP
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Source: Chen and Ravallion (2009).

reduction rose from 2.3 to 4.2 percent between the periods 1981-93 and 1993-
2005. Given population growth rates (which declined between the two periods),
the number of poor went from being virtually constant in the pre-reform period
to a decline of 2.7 percent per annum. The difference between the two periods is
even more marked using the mixed method, which indicates no progress against
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Table 2. Growth Rates

Brazil China India
1981—- 1993- 1981- 1981- 1993— 1981- 1981- 1993- 1981-
% per year 1993 2005 2005 1993 2005 2005 1993 2005 2005
GDP per capita 0.2 1.3 0.8 8.9 8.7 8.8 2.9 4.8 3.9
PCE per capita 0.0 1.4 0.7 8.1 6.4 7.3 1.7 3.6 2.7
Survey mean 2.2 0.7 1.4 5.5 7.0 6.3 1.0 1.1 1.1
Mixed mean 0.5 1.7 1.1 3.8 6.1 5.0 1.1 1.5 1.3
Headcount index ($1.25) —-2.3 —4.2 —-3.2 =37 -95 —-66 —-16 -—-14 -—1.5
Headcount index; mixed 02 -51 -25 —-40 -104 -72 -27 =33 =30
method ($1.25)
Headcount index ($2.00) -19 =25 =22 -1.8 -6.1 —-40 -05 -06 -0.6
Headcount index; mixed -0.1 -33 -1.7 -1.6 -6.7 —42 -10 -15 -—-1.2
method ($2.00)
Population 1.9 1.5 1.7 1.4 0.9 1.1 2.1 1.7 1.9

Note: The compound annual growth rate between year 0 and year T is g = (yr/yo)"'" — 1

. (This gives very
similar results to the annualized log difference, In (y;/yo )/T)

Source: Table 1.

poverty in the 1981-93 period, but a rate of reduction in the headcount index of
5.1 percent per annum post-1993. Using the $2 a day line, we see a somewhat
slower pace of poverty reduction and a narrowing of the difference between the
“reform” and “pre-reform” periods using the surveys alone, though the mixed
method also suggests that virtually all the poverty reduction was in the latter
period.’

In 2005 India’s “$1.25 a day” headcount index was 42 percent, as compared
to 16 percent in China and 8 percent in Brazil. India had a lower headcount
index than China until the mid-1990s (figure 1a). India’s headcount index was
60 percent in 1981, well below China’s. (Using a poverty line close to India’s offi-
cial line, which is almost exactly $1.00 a day at 2005 PPP, the headcount index
fell from 42 percent in 1981 to 24 percent in 2005.) At 1.5 percent per annum
for the $1.25 line, India’s proportionate rate of poverty reduction was lower than
either Brazil or China, and was actually slightly higher in the earlier (1981-93)
period. It was not sufficient to prevent a rise in the number of poor given popu-
lation growth rates (table 2). Less poverty reduction occurred at the $2.00 line,
although this is to be expected given how many people live below that line.

As expected, the mixed method has the biggest impact on the assessment of
India’s record against poverty. Using this method, the proportionate rate of
decline in the $1.25 a day headcount index over 1981-2005 doubles, to 3.0
percent per annum, implying falling numbers of poor. The post-1993 period
now has a slightly higher rate of progress against poverty than the earlier period.
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And China overtook India some seven years later using the mixed method.
However, even using the mixed method, India has not performed as well in terms
of poverty reduction as Brazil in the post-1993 period.

Growth performances do not mirror this record on poverty. China had the
highest growth rate, as well as the highest rate of poverty reduction. The country
achieved a long-term growth rate for GDP per capita of about 9 percent over this
period (though this may be overestimated somewhat; see the Appendix for
details). India had a growth rate of almost 5 percent per annum in its reform
period, while in Brazil the annual growth in per capita GDP was slightly over
1 percent in its reform period. So Brazil achieved a higher rate of progress against
poverty than India with a lower growth rate. Brazil's growth rates rose in the
reform period, though only to about 1.3 percent per year. The trend rate of
growth in India’s GDP per capita in the period 1951-91 was under 2 percent per
annum, but it was more than double this rate in the period after 1991.

Another way of seeing the difference is to calculate the proportionate change
in poverty per unit growth in GDP per capita—the growth elasticity of poverty
reduction.® From table 2 we see that the elasticity—calculated as the ratio of com-
pound growth rates—was highest for Brazil for all poverty measures; for example,
the elasticity is about —4.3 for growth in GDP per capita over 1981-2005 and
using the $1.25 a day line, while for China the corresponding elasticity is about
—0.8.7 For India it is —0.4 (—0.8 using the mixed method).®

These are large differences in the impact of a given rate of growth on
poverty, notably between Brazil (on the one hand) and China and India (on
the other). To put the differences in perspective, table 3 gives the proportionate
rates of poverty reduction implied by each combination of growth rate and
elasticity. (These calculations illustrate the size of the differences in elasticities;
it is not claimed that it was feasible, on economic or political grounds, for

Table 3. Rates of Poverty Reduction under All Combinations of Growth Rates and Elasticities

Growth rate (GDP per capita; % per

year)
Rate of poverty reduction (% per year; $1.25 a day) Brazil (1.3) China (8.8) India (4.8)
Elasticity of poverty reduction to GDP growth Brazil (—3.2) —4.2 —28.2 —-154
China (—0.8) -1.0 —6.6 —-3.8
India:
survey mean (—0.3) —-0.4 —-2.6 —-1.5
mixed mean (—0.7) —-0.9 —6.2 —3.4

Notes: The time periods are 1993-2005 for Brazil and India, and 1981-2005 for China (corresponding to
their reform periods.) The numbers in parentheses are the elasticities (left) and growth rates (top).
Source: Table 2.
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Brazil, say, to attain China’s growth rate while keeping its own elasticity.)
Suppose, for example, that India had Brazil's elasticity; then India's growth
rate would have delivered a rate of poverty reduction of 15 percent per
annum—well above even China’s rate. Even with China’s elasticity, India’s rate
of poverty reduction would have been more than double that implied by the
surveys (though similar to that implied by the mixed method), and certainly
enough to bring down the number of poor. Or if China had India’s elasticity
(based on the surveys) it would have seen a rate of poverty reduction less
than half its actual rate.

What lies behind these large differences in the elasticity of poverty reduction to
economic growth? Later I will examine the roles played by initial conditions and
policies; but one factor is already evident in the summary statistics in table 1.
Inequality, as measured by the Gini index, rose over time in the (initially) low
inequality countries (China and India) and fell in the high-inequality country
(Brazil).” Naturally, rising inequality will tend to dampen the impact of growth on
poverty, while falling inequality will tend to enhance that impact. This pattern is
suggestive of “inequality convergence,” as implied by neoclassical growth
theory,'® although an equally plausible explanation is “policy convergence”: pre-
reform policy regimes in some countries kept inequality “artificially” low while in
others they kept it high (Ravallion 2003a).

The rise in inequality was far greater for China than India. The Gini index in
India rose from about 31 percent around 1990 to 33 percent in 2005, as com-
pared to a rise from 29 to 42 percent in China’s reform period (table 1). However,
there are reasons for caution in this comparison. First there are data concerns.
India’s inequality measure is based on consumption rather than income.
Consumption inequality tends to be lower.'! Income measures (from a different
survey) suggest that inequality in India may well be far higher (see the
Appendix). The other side of the coin to the rising gap between aggregate con-
sumption from the sample surveys and that from the NAS may well be that the
rise in inequality has been underestimated. India may not be a low inequality
country after all.

A second reason for caution is that there are important dimensions of inequal-
ity in India that are not evident in a conventional inequality index based on con-
sumption or income. (This is true of China and Brazil as well, but India is where
the concern is greatest.) I refer to inequalities associated with identity, such as
gender or caste, and inequalities in access to key social services, particularly
health care and schooling.

In the rest of this article I discuss the differing performances against poverty of
these three countries, and what factors came into play, including initial con-
ditions, changes in income distribution associated with the pattern of growth,
and policies, including direct interventions aimed at reducing inequality.
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China: Substantial but Uneven Progress against Poverty

While certainly impressive in the aggregate, China’s progress against poverty has
been uneven over time and space. As can be seen from figure 1, progress was far
greater in some periods (the early 1980s and mid-1990s) than others (the late
1980s). And far more progress was made in coastal than inland areas (Ravallion
and Chen 2007). This variance contains some lessons for China and other
countries hoping to emulate China’s success against poverty.'?

An important role was played by the geographic and sectoral pattern of
growth. Like most developing countries, living standards tend to be lower in rural
areas of China, but the country’s disparities between rural and urban areas are
particularly large. Around 1980, the chance of being poor was about 10 times
higher in rural areas than urban areas. Thus it was very important that the
reforms were started in the rural economy. From about 1980 onwards, China
undertook a series of promarket economic reforms, starting with the Household
Responsibility System and supported by other reforms to liberalize markets for
farm outputs and inputs.’® The scale of this reform is nothing short of amazing.
The collectives were dismantled and virtually all of the farmland of the world’s
most populous country was allocated to individual farmers, the allocation of
which appears to have been relatively equitable.'* Farm households were then
responsible for providing contracted output quotas to the state, but were free to
keep (and sell) everything in excess of their quota. This system had much better
incentives for individual production, since farmers kept the marginal product of
their labor. These reforms to incentives and associated steps toward freeing up
markets for farm outputs were clearly the main reason for the dramatic reduction
in poverty in China in the early 1980s.

Growth in the rural economy accounted for the majority of China’s success
since 1980 (Ravallion and Chen 2007). Looking back over the period since 1981,
one finds that rural economic growth in China had a far higher poverty impact
than urban economic growth. Similarly growth in the primary sector (mainly
agriculture) did more to reduce poverty than growth in either the secondary
(mainly manufacturing) or tertiary (mainly services) sectors. Indeed, judged by
the impact on poverty nationally, China’s primary-sector growth had about four
times the impact of growth in either the secondary or tertiary sectors (Ravallion
and Chen 2007).!> The provincial panel data analysis by Montalvo and Ravallion
(2010) suggests that virtually all of the growth impacts on poverty worked
through the primary sector.

The sectoral pattern of China’s growth has slowed the pace of poverty
reduction. Both mean income and long-run growth rates have also been lower in
rural areas, yielding economic divergence between China’s cities and their rural
hinterland. This has been particularly strong since the mid-1990s. Similarly,
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while there was rapid agricultural growth in some periods, including the early
1980s, the sector’s growth rate has since tended to decline. One expects agricul-
ture’s share of national output to fall with sustained economic growth in any
developing country, but in China the relatively poor performance of the farm
sector (both relative to other sectors, and compared to the first half of the 1980s)
has constrained the pace of poverty reduction that was possible with China's
(high) aggregate growth. The indications of strong externalities on rural develop-
ment in China generated by the agricultural sector (as found by Ravallion 2005)
also point to the possibility of aggregate inefficiencies stemming from policy biases
in favor of other sectors. To help assess the role of the sectoral imbalance in the
growth process, imagine that the same aggregate growth rate was balanced
across sectors. Such balanced growth would have taken half the time—10 years
rather than 20 years—to bring the headcount index down to 10 percent
(Ravallion and Chen 2007).

Progress was also geographically uneven, with some provinces seeing far more
rapid reduction in poverty than others. Coastal areas fared better than inland
areas. The trend rate of decline in the headcount index for China’s inland pro-
vinces was less than half of that seen in the coastal provinces. However, while
provinces with higher rural income growth tended to have higher poverty
reduction, income growth rates were no higher in provinces where growth would
have had more impact on poverty nationally.

The pattern of China’s growth has not been a purely market-driven process.
While unbalanced growth is to be expected in a developing country, the widening
coastal—interior gap was a product of policymaking, which preferred the coastal
areas that already had favorable initial conditions. Similarly the government has
influenced the sectoral composition of growth, such as when its priorities shifted
to nonfarm sectors in the mid-1980s. A number of specific policy instruments
were used to influence the pattern of growth, including:*® subsidized prices for
key inputs (including energy, utilities, and land), weak or weakly enforced regu-
lations (including environmental protection); favored treatment for industry for
accessing finance, especially for large (private and state-owned) enterprises;
restrictions on labor movement through the Hukou system and discriminatory
regulations against migrant workers in cities; and local administrative allocation
of land, with the effect that out migrants from rural areas faced a high likelihood
that they would lose their agricultural land rights.

Prices played a role in two ways. First, China’s gradualism left behind further
opportunities for pro-poor reform by bringing the prices received by farmers for
their contracted quotas up to market levels.!” The first stage of China’s rural
economic reforms created a foodgrain procurement system whereby the govern-
ment effectively taxed farmers by setting quotas and fixing procurement prices
below market levels (to assure cheap food for far less poor urban consumers).
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This gave the government a powerful antipoverty lever in the short term by
raising the procurement price, as happened in the mid-1990s, helping to bring
both poverty and inequality down. Second, sharp increases in the overall price
level adversely affected the poor (both absolutely and relatively). The time periods
of higher inflation saw higher poverty measures, and this is a distributional effect
given that it persists after controlling for economic growth (Ravallion and Chen
2007; Montalvo and Ravallion 2010).

The historical legacy of China's low level of inequality at the outset of the
reform period helped assure that the poor could contribute to, and benefit from,
growth-promoting policies. Low inequality tends to mean that the poor not only
have a larger share of the pie, but also a larger share of the increases in the size
of the pie.'® Importantly China’s initially low income inequality came with rela-
tively low inequality in key physical and human assets. Low inequality in access
to farmland in rural areas appears to have been particularly important in ensur-
ing that China’s agricultural growth was pro-poor. On breaking up the collectives
it was possible to assure that land within communes was fairly equally allocated.
(However, marked intercommune inequality remained, given that household
mobility was restricted.) With a relatively equal allocation of land—through land-
use rights rather than ownership—the agricultural growth unleashed by the
rural economic reforms of the early 1980s helped bring about rapid poverty
reduction.

Relatively low inequality in access to basic health and education also helped.
For example the (gross) primary enrollment rate in China around 1980 was well
over 100 percent of the relevant age group, the adult literacy rate (proportion of
people 15 years and older who can read and write) was 66 percent in 1981 (and
rose to 93 percent in 2007), and the infant mortality rate was well under 50
percent, with life expectancy at birth being 65 years (table 1). These are good
social indicators by developing-country standards even today—similar in fact to
India’s, though 25 years later, and better than India’s at the time when that
country’s economic reforms started in earnest. As Dréze and Sen (1995) observe,
China’s achievements in basic health and education pre-date its economic
reforms. So while socialism proved to be a generally inefficient way to organize
production, a positive legacy was the relatively low inequality in health and
schooling at the outset of China’s reform period. This has undoubtedly helped in
assuring that the subsequent farm and (especially) nonfarm growth was poverty
reducing. The favorable initial conditions in terms of inequality (in various dimen-
sions) combined with the early emphasis on agriculture and rural development
assured a rapid pace of poverty reduction in China during the first half of the
1980s.

China’s rapid economic growth has been accompanied by a steep rise in
inequality. The trend rate of increase in the Gini index was 7 percentage points
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per decade, implying that China will reach Brazil's current level of inequality by
2025. While a trend increase in inequality is evident, the increase is not found in
all subperiods: inequality fell in the early 1980s, in the mid-1990s, and again in
2004. Favorable initial conditions meant that China’s growth could bring rapid
gains to the poor, but rising inequality then started to dull the gains.

The upward pressure on inequality over most of the reform period has come
from a number of sources, including the freeing up of labor markets and an
associated rise in the returns to schooling. Arguably some of this was “good
inequality,” at least initially, as it came with the creation of new economic oppor-
tunities.'® But other inequalities have been less benign in that they generated
inequality of opportunity. In this respect, the emerging inequalities in health and
schooling in China have created concerns for future growth and distributional
change. The large geographic disparities in living standards are symptomatic of
deeper biases in public resource availability, which also contribute to unequal
opportunities, depending on where one lives.

While basic schooling was widespread in China at the outset of the reform
period around 1980, some significant inequalities in educational attainment
remain in China, and these have become an increasingly important source of
unequal opportunities. A junior high school education and, in some instances, a
senior high school education has become a de facto prerequisite for accessing
nonfarm work, particularly in urban areas where wages far exceed the shadow
wages in farming. Thus lack of schooling is now a very important constraint on
prospects of escaping poverty in China, as elsewhere.

The pattern of growth has also influenced the evolution of inequality in China,
reflecting both good inequalities (as resource flows respond to new opportunities)
and bad ones (as some poorly endowed areas are caught in geographic poverty
traps).?’ Rural and, in particular, agricultural growth tended to bring inequality
down in China, and lack of growth in these sectors in some periods has done the
opposite (Ravallion and Chen 2007). Rural economic growth reduced inequality
within both urban and rural areas, as well as between them.

Was rising inequality simply the price that China had to pay for growth and
(hence) poverty reduction? That is a difficult question, but it should not be pre-
sumed that such a trade-off exists. That depends crucially on the source of
inequality; when it comes in the form of higher inequality of opportunity it is
likely to entail a cost to aggregate growth prospects (World Bank 2005). China'’s
experience actually offers surprisingly little support for the view that there is an
aggregate trade-off. There are a number of empirical findings that lead one to
question that view. First, while it is true that inequality tended to rise over time,
the periods of more rapid growth did not bring more rapid increases in inequality;
indeed, the periods of falling inequality (1981—-85 and 1995-98) had the highest
growth in average household income. Second, the subperiods of highest growth in
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the primary sector (1983-84, 1987-88, and 1994-96) did not typically come
with lower growth in other sectors. Finally, the provinces with more rapid rural
income growth did not experience a steeper increase in inequality; if anything it
was the opposite (Ravallion and Chen 2007). The provincial panel-data analysis
in Montalvo and Ravallion (2010) suggests that, as far as poverty is concerned,
there was little or no trade-off between the sectoral pattern of growth and the
overall level of growth, given that Montalvo and Ravallion find no evidence that
nonagricultural growth helped reduce poverty.

Looking forward it will be harder for China to maintain its past progress
against poverty without addressing the problem of rising inequality. To the extent
that recent history is any guide to the future, we can expect that the historically
high levels of inequality found in China today will inhibit future prospects for
poverty reduction. High inequality is a double handicap; depending on its
source—especially how much comes from inequality of opportunity—it means
lower growth and a lesser share for the poor in the gains from that growth.
Inequality is continuing to rise in China and it is becoming an important factor
inhibiting the prospects for future poverty reduction. At the outset of China’s
transition period to a market economy, levels of poverty were so high that inequal-
ity was not an important concern. That has changed.

Direct redistributive interventions have not been prominent in China’s efforts to
reduce poverty. Enterprise-based social security remained the norm, despite the
dramatic changes in the economy, including the emergence of open unemploy-
ment and rising labor mobility. However, there are signs that this is changing.
The Minimum Livelihood Guarantee Scheme, popularly known as Dibao, has been
the Government of China’s main response to the new challenges of social protec-
tion in the more market-based economy. This program aims to guarantee a
minimum income in urban areas by filling the gap between actual income and a
“Dibao line” set locally.

Such policies can be expected to play a more important role in the future. Even
given the level of inequality in China today, there is a new potential for reducing
poverty through redistributive policies. A simple way of quantifying that potential
is to ask how much one would need to tax the “nonpoor” in China to eliminate
poverty.>! There would be (understandable) resistance to taxing the middle class
to finance a Dibao-type program. So let us suppose (for the sake of this illustrative
calculation) that a linear progressive income tax could be levied on all those in
China living above (say) the US poverty line, and that the revenue generated was
used to finance redistribution in favor of the poorest, sufficient to bring everyone
up to the international poverty line of $1.25 a day (say). The necessary marginal
rate of taxation is 36% (for 2005).?* In other words, those Chinese living above
the US poverty line would need to pay a tax of roughly one third of the difference
between their income and the US poverty line.?> (The average tax rate would
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start at zero for those at the US poverty line, and then rise as income rises above
that line). Later we will see how this compares to Brazil and India. However, the
more important point here is that if one repeats this calculation in 1981, it is
clear that such a policy would have been utterly impossible at the outset of
China’s reform period: the required marginal tax rate then would have been far
greater than 100 percent, that is the poverty gap was so large then, and the
country so poor, that redistribution was not a realistic option.

However, while in theory a program such as Dibao would eliminate poverty, the
practice appears to fall well short of that goal, due largely to imperfect coverage of
the target group (Ravallion 2009b) and horizontal inequity between municipali-
ties, whereby the poor living in poor areas fared worse in accessing the program
(Ravallion 2009c). Looking forward the challenges presented are reforming the
program and expanding coverage.

Brazil: Poverty Reduction with Little Economic Growth

The period of economic stagnation in the 1980s and early 1990s in Brazil was
marked by hyperinflation, as a result of accumulated fiscal deficits and an accom-
modating monetary policy. This was a period of Latin American macroeconomic
populism, with persistent budget deficits, high inflation, trade distortions, exten-
sive government ownership of productive enterprises in certain sectors, and an
inefficient social security system that did not reach the poor. Through a combi-
nation of deindexation of labor contracts and an exchange-rate-based stabilization
policy (known as the Real Plan), the government finally managed to control
inflation in 1994. This also marked the conclusion of a process of trade liberaliza-
tion which had begun in 1988 with tariff reductions and the removal of quanti-
tative restrictions.

The new policy regime from the mid-1990s onwards conformed fairly closely
to the “Washington Consensus”: macroeconomic stability, fiscal prudence, trade
reform, and privatization of some state-owned enterprises.>* However, one impor-
tant difference from the Washington Consensus was that the new policies were
accompanied by significant reforms to social security and assistance transfers,
which also became better targeted over time.?>

Brazil clearly has a larger capacity for using redistribution to address its
poverty problem than China. Consider again the marginal tax rate on the
nonpoor (by US standards) needed to fill all the poverty gaps (by the $1.25 a day
standard). We saw that in China that would require a marginal tax rate of 36
percent on incomes above the US poverty line. By contrast, in Brazil in 2005, it
would only require a marginal tax rate of 0.7 percent!*® Even for the $2 a day
line, the necessary marginal rate would only be 4 percent. (Using $3 a day, which
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is close to Brazil's national poverty line, the tax rate rises to about 12 percent.) Of
course realizing this potential in practice is another matter.

In attempting to reduce poverty through redistribution, an important role was
played by various cash transfer programs. These included both noncontributory,
unconditional transfers as well as Conditional Cash Transfers (CCTs) targeted to
poor families, which have played an important role from the late 1990s onwards.
CCTs were targeted to poor families conditional on their children staying in
school and obtaining basic health care. This was done under a series of programs,
which were later consolidated (and extended to include conditions on child health
care) under Bolsa Familia, which grew to cover 11 million families, or about one-
quarter of the population—rising to about 60 percent of the poorest decile in
terms of income net of transfers (Fiszbein and others 2009, figure 3.1).%” The tar-
geting of poor families used a proxy-means test, based on readily observed covari-
ates of poverty (including location).

CCTs have emerged in a number of developing countries in recent times, follow-
ing early examples such as the Food-for-Education program in Bangladesh and
the PROGRESA program (now called Oportunidades) in Mexico.”® They are often
rationalized as a response to credit-market failures that bite hardest for the poor,
combined with a desire to reduce the cost to the next generation of these market
failures. The credit-market failure entails underinvestment by poor parents in
their children’s schooling. By attaching the transfer to behavior can induce the
optimal amount of schooling for those children. It is not, however, clear that a
CCT is the best way to address the credit-market failure. Perhaps as importantly,
the conditions (often called “co-responsibilities”) applied to transfer recipients
have made CCT programs more politically acceptable and (hence) sustainable.

The economy-wide reforms from the mid-1980s allowed modest positive
growth, but the impact on poverty was disappointing. Unlike China, Brazil is a
high inequality country, with a Gini index that was a little under 0.60 in the
mid-1990s, while it was less than half that figure in China in the early 1980s.
Brazil's higher inequality meant that, with no change in inequality, the country
would have needed even higher growth than China's to attain the same rate of
poverty reduction. Underlying this high inequality of incomes one finds inequality
in human resources development, notably schooling attainments, which have a
marked income gradient in Brazil. These inequalities limited the ability of the
poor to participate in, and to benefit from, aggregate economic growth.

However, there is a very important difference between Brazil in its reform
period (after the mid-1990s, say) and China (and also India, which I will return
to). Brazil saw a reduction in inequality over time, including inequality between
regions and between urban and rural areas (Ferreira, Leite, and Litchfield 2008).
As we saw earlier, this was the key factor that allowed Brazil to reduce poverty
despite modest growth.
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Similarly to China, the pattern of Brazil's growth mattered to the outcomes for
the poor. While it was growth in the agricultural sector that had the dominant
role in reducing poverty in China, in Brazil it was in the services sector, which
was consistently more pro-poor than growth in either agriculture or industry. The
poverty impact of growth in the industrial sector varied across states, associated
with differences in initial conditions in health and in empowerment levels (and
possibly also in education). There was a lower growth rate in the services sector
after 1994, which had a (small) negative effect on the rate of poverty reduction.
So the distributional impact of the post-reform pattern of growth across sectors
did not favor the poor. However, this change in the pattern of growth in Brazil
was more than compensated for by slightly positive overall growth after 1994. In
fact the bulk of Brazil’s poverty reduction in the period since the mid-1980s took
place after 1994.

Using regression decomposition methods, Ferreira, Leite, and Ravallion (2010)
find that the main factors bringing down the poverty measures from 1994
onwards were the substantial reduction in inflation rates (under the Real Plan)
and the expansion and reforms to the federal government's social assistance
spending, including on Bolsa Familia.>° Indeed in the absence of these transfer
policies, and given the generally poor performance in terms of economic growth,
Ferreira, Leite, and Ravallion (2010) estimate that the headcount index in Brazil
would have been about 5 percentage points higher in 2004. The cumulative total
effect on poverty of macroeconomic stabilization and social spending was far
larger in magnitude than the effects of changes in the level and composition of
economic growth. Looking forward, we can expect that the higher levels of
schooling for the children of poor families (such as promoted by the CCT pro-
grams) will also help promote more pro-poor growth.

Two main lessons emerge from the Brazilian experience. First, reforms to social
policies to make them more pro-poor can play an important role in sustaining
poverty reduction, even during a period of economic stagnation. Second, sensible
macroeconomic and trade policies need not hurt the poor and, in the specific case
of taming hyperinflation, are likely to make a significant contribution in the fight
against poverty, even when that is not the primary objective.

India: Growth with Disappointing Outcomes for the Poor

There has been much debate about whether economic growth has helped reduce
poverty in India. In an old but formative debate, some scholars argued that the
agricultural growth process stimulated by the green revolution brought little or
no gain to the rural poor, while others pointed to farm-output growth as the key
to rural poverty reduction.’® Armed with more data and a richer model of the
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channels linking farm productivity to poverty, Datt and Ravallion (1998a) find
that higher farm productivity (output per unit area) brought both absolute and
relative gains to India’s rural poor, with a large share of the gains coming
through higher real wages with higher farm productivity.

There has also been a debate about how much urban economic growth has
benefited the poor. The optimism of many of India’s post-independence planners
that the country’s largely urban-based and heavily protected industrialization
process would bring lasting longer-term gains to both the urban and rural poor
has not been shared by most observers then and since. Removing these distortions
offered hope for a more pro-poor nonfarm growth process.

While there had been some steps toward economic reform in the 1980s, India’s
reforms only started in earnest in 1991, in the wake of a balance of payments
crisis. A series of reforms supported the private sector and promoted a more open
economy, with some efforts at restructuring the public sector.>! Significant steps
were taken in trade and industrial policy, though (unlike China) agriculture has
been neglected.??

The evidence from India’s National Sample Surveys suggests that economic
growth has been poverty reducing, including in the reform period. However, a
number of factors appear to have dampened the impact on poverty. The rise in
inequality is one factor, as noted by a number of observers.>> Underlying this rise
in inequality—and dulling the impact of growth on poverty—one finds signs of
geographic and sectoral divergence in India’s growth process (Datt and Ravallion
2002, 2009).>* One aspect of this is the urban—rural composition of growth. As
in China (and most developing countries) absolute poverty measures are higher in
the rural sector, though the urban—rural gap is not as large as that found in
China. (The ratio of mean consumption in urban areas of India to rural areas is
about 1.3, which is about half the ratio of mean income in urban China to that
in rural China; see Ravallion and Chen 2007 and Datt and Ravallion 2009.)
India has also seen divergence over time between urban mean consumption and
the rural mean, which has contributed to rising overall inequality. Additionally
inequality has risen within both urban and rural areas since the early 1990s
(Datt and Ravallion 2009).%°

Like China, past research has pointed to the importance of rural economic
growth to national poverty reduction in India, although there are signs that
the process of economic growth is changing, making urban economic growth
more pro-poor (Datt and Ravallion 2009). There is evidence of a much stron-
ger linkage from urban economic growth to rural poverty reduction in the
early 1990s. While the attribution to economic reforms cannot be proven,
these findings are at least consistent with the view that the reforms have fos-
tered a process of growth in India’s urban economy that has brought larger
benefits to the rural poor.
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A striking difference from China is found in the relative importance of different
sectors to poverty reduction. In common with most (growing) developing econ-
omies, India’s trend rate of growth has been higher in the modern industrial and
services sectors—both of which tend to be urban based—than the agricultural
sector. However, the importance of agricultural growth to China’s success against
poverty stands in marked contrast to India, where the services sector has been
the more powerful force (Ravallion and Datt 1996). In this respect India has more
in common with Brazil. The most likely explanation for this difference lies in the
initial distribution of assets, with access to agricultural land being much more
equitably distributed in China than India. China's advantage in this respect
reflected the historical opportunity created by the decollectivization of agriculture
and the introduction of the Household Responsibility System.

Similarly to both China and Brazil, periods of high inflation hurt India’s
poor (Datt and Ravallion 1998a; Ravallion and Datt 2002). We know more
about the transmission mechanism in India, in which short-term stickiness in
the wages for relatively unskilled labor played an important role (Datt and
Ravallion 1998a).

Performance has differed markedly between states of India, particularly in the
extent to which nonfarm economic growth has reduced poverty. This is linked in
turn to differences in initial conditions, most notably in human development
(Datt and Ravallion 2002; Ravallion and Datt 2002). Inequalities in human
development have undoubtedly retarded poverty reduction in all three countries,
but the problem is surely greatest in India. As already noted India’s schooling
inequalities were clearly larger than those of China at the beginning of their
reform periods. India had still not attained a 100 percent primary enrollment rate
by 1990, although China had reached that level 10 or more years earlier
(table 1). Almost 80 percent of adults (15 years and older) in China were literate
in 1990, as compared to slightly less than half in India. And in the early 1980s,
when China was embarking on its economic reforms, two-thirds of adults were
literate—still appreciably higher than in India when its main reform period
started 10 years later.>®

Gender inequalities at the outset of the reform period also stand out in India.
The (absolute and proportionate) differences between male and female enrollment
and literacy rates were higher for India (table 1).>” Only about one in three adult
women (and only one-half of adolescent girls) were able to read and write at the
time India embarked on its current reform period; by contrast, when China
embarked on its reforms 10 years earlier, over half of adult women and 70
percent of adolescent women were literate.*® Over time, the gender gaps in edu-
cation and literacy have been narrowing in India (table 1).

India also lagged in its health attainments (table 1). India’s infant mortality
rate in 1990 was 80 deaths per 1,000 live births, more than twice that of China
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in 1990, and there was also an eight-year difference in life expectancy (60 years
in India as compared to 68 years in China).

Subnational differences in these and other inequalities also reveal their impor-
tance to poverty reduction. Across states of India, the differences in the impacts of
nonfarm economic growth on poverty reflect inequalities in a number of dimen-
sions; low farm productivity, low rural living standards relative to urban areas,
and poor basic education all inhibited the prospects of the poor participating in
growth of the nonfarm sector (Ravallion and Datt 2002). Interstate differences in
initial levels of schooling appear to have been the dominant factor in explaining
the subsequent impacts of nonfarm economic growth on poverty. Those with rela-
tively little schooling and few assets, or little access to credit, were less well posi-
tioned to take advantage of the new opportunities unleashed by market-oriented
reforms. Subnationally India’s disparities in literacy rates are driven more by the
differences in female literacy, which has greater explanatory power for the rate of
poverty reduction (Datt and Ravallion 1998Db).

The potential for using income redistribution to address India’s poverty
problem is far more limited than in China or (especially) Brazil. Repeating the
hypothetical tax rate calculation made above for China and Brazil, it would
clearly be impossible to raise enough revenue from a tax on Indian incomes above
the US poverty line to fill India’s poverty gap relative to the $1.25 a day line; the
required marginal tax rate would exceed 100 percent.’’ Indeed even at a 100
percent marginal tax rate, the revenue generated could fill only 20 percent of
India’s aggregate poverty gap. Using the mixed method instead, the marginal tax
rate still exceeds 100 percent, though only narrowly.*°

India has had a long history of direct interventions, often aimed at fighting
poverty, notably through food subsidies, farm-input subsidies, subsidized credit
schemes, and workfare schemes. The subsidies on food and fertilizers, in particu-
lar, have been costly in budgetary terms and economically inefficient; some of the
poor have clearly benefited, but many have not, while many of the nonpoor have.
Survey data for 2004/05 indicate that those in India’s poorest wealth quintile are
the least likely to have some form of ration card, to allow access to subsidized
goods, and that the richest quintile are the most likely (Ajwad 2006).

There are a number of reasons for caution in making an assessment of the
poverty impacts of such programs, including political economy considerations.*!
But few careful observers would contend that India’s record in using this class of
policies to fight poverty is anything but mixed. By conventional assessments of
who is “poor,” these interventions have probably reduced poverty somewhat, but
they have not been well-targeted and there have been persistent problems of
corruption.42

There is much hope for the new National Rural Employment Guarantee
Scheme (NREGS). This promises to provide up to 100 days of unskilled manual
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labor per family per year, at the statutory minimum wage rate for agricultural
labor, to anyone who wants it in rural India. The scheme was rolled out in phases
and now has national coverage. India has had much experience with such pro-
grams, going back to the Famine Codes of the late nineteenth century.*> NREGS
was heavily influenced by the famous Employment Guarantee Scheme (EGS) in
Maharashtra, which started in the early 1970s. This aims to assure income
support in rural areas by providing unskilled manual labor at low wages to
anyone who wants it. The scheme was financed domestically, largely from taxes
on the relatively well-off segments of Maharashtra’s urban populations. The
employment guarantee is a novel feature of the EGS idea, which helps support the
insurance function and also helps empower poor people. Those seeking relief
must work to obtain support, and the work done can help develop badly needed
public works, particularly in poor areas. The work requirement helps assure a
degree of “self-targeting,” in that nonpoor people would not often be attracted to
such work. The ability to provide self-targeted insurance against downside risks
has been a marked advantage of these schemes over other options, including the
targeted transfers favored by Brazil. However, there are costs too, and these are
often hidden; in particular, the work requirement imposes a cost on participants,
namely their foregone income from other uses of their time.

Past research on these schemes has pointed to the importance of design fea-
tures for realizing the potential benefits, notably that the wage rate is consistent
with assuring the guarantee of employment, given the budget (Ravallion, Datt,
and Chaudhuri 1993). The value of the assets created is also crucial to the cost-
effectiveness in fighting poverty, relative to other schemes (Ravallion and Datt
1995; Murgai and Ravallion, 2005). Issues of program implementation and
monitoring, and the scope for corruption, also figure prominently in concerns
about whether the potential of NREGS will in fact be realized. NREGS incorporates
a number of innovative design features that will help address these concerns,
including the use of social audits and an advanced monitoring and information
system. NREGS will certainly help reduce poverty in rural India, though how
much impact it has remains to be seen.

India can learn from other county’s efforts (including Brazil's) at assuring that
transfers and subsidies in the name of poverty reduction really do reach the poor
and do so in a way that promotes positive behavioral changes (such as related to
girls’ schooling in India). The CCT programs used by Brazil and other countries
merit India’s attention, though these would need to be adapted to the Indian
context. (The proposed new national identity cards in India would help with the
administrative control of such a program.) However, it would clearly be important
to combine this type of incentive scheme for promoting investment in human
capital of children in poor families with “supply-side” efforts in delivering better
health and education services.
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Conclusions

History is important to understanding the differences between these three
countries in their progress against poverty. China’s high pace of poverty reduction
reflects both growth-promoting policy reforms—to undo the damage left by past
policy failures—and the advantageous initial conditions left by the pre-reform
regime—notably the relatively low inequality in access to productive inputs (land
and human capital), which meant that the poor were able to share more fully in
the gains from growth.

By contrast, Brazil’'s pre-reform regime was one of high inequality, with distor-
tions that probably kept inequality high. Brazil's historically high inequality has
clearly been a constraint on progress against poverty; high inequality meant that
a low share of the gains from growth went to the poor, and the high inequality
may well have retarded growth, which was low over most of the period, though
picking up in the reform period. The other side of the coin to this aspect of
Brazil's initial conditions was a high capacity for redistribution. Brazil has been
doing well against poverty in its reform period by combining greater macroeco-
nomic stability with more effective and pro-poor social policies. While Brazil's
macroeconomic instability of the past was rather extreme, the experiences of all
three countries confirm the importance of keeping inflation under control; periods
of higher inflation brought slower progress against poverty in all three countries.
However, without substantially higher growth rates, it will be very difficult for
Brazil to achieve China'’s success against poverty.

Since the late 1980s, rising inequality in China has attenuated the gains to
the poor from growth and threatens the growth process looking forward.
Indeed, without more effective efforts to redistribute, China is well on the way
to becoming a high inequality country like Brazil.Here China can learn from
Brazil. And other countries can learn from both; combining China's growth-
promoting policies with Brazil's social policies would surely be a good formula
for any country.

In some respects India’s record against poverty has more in common with
China than Brazil, notably in the combination of growth with rising inequality
and falling poverty. But if one probes more deeply there are also some simi-
larities with Brazil. India’s consumption inequality is relatively low, and cer-
tainly not as high as Brazil's income inequality, although India’'s level of
income inequality is probably higher than consumption inequality, and by one
assessment it is higher than China’s and not much lower than Brazil's. India’s
(large) inequalities in other dimensions, including human development, have
clearly handicapped the country’s progress against poverty, particularly from
nonfarm economic growth, although there are some encouraging signs of
greater poverty impact from the urban economic growth process in the reform
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period. Both countries have probably paid a price over time for high initial
inequalities of opportunity.

Four policy-related themes emerge from this comparative study. First, a coun-
try’s initial conditions matter for an understanding of the specific strategy it
takes for fighting poverty, but as those conditions change so too should the
strategy. In China’s case, the combination of low initial inequality (in both
incomes and human capital) and ample growth-inhibiting distortions pointed
to a “pro-growth strategy” against poverty, with inequality only emerging as an
important policy concern much later. In Brazil's case, high initial inequality,
high capacity for redistribution, seemingly long lags in the economic reform
process, and its impact, all pointed to the need for complementary redistributive
social policies. In the case of India, the presence of ample opportunities for
growth-promoting reforms came with high inequality in human capital and
weak public capabilities for redressing those inequalities. The subsequent
growth could probably not have delivered rapid poverty reduction under these
conditions, though there now appears to be scope for more effectively channel-
ing the benefits of India’s more rapid growth into efforts for delivering better
health and education to its poor; this must surely be seen as the key factor in
assuring more rapid poverty reduction—by allowing the poor to participate
more fully in the opportunities unleashed by India's growth process, which will
also allow the poor to contribute more to that growth in the future. Just as
Brazil has begun to tackle seriously the country’s high income inequality, India
needs to address more vigorously its own inequalities, starting with those in
human development.

Second, all three strategies for fighting poverty entailed significant policy
reforms, in which the political will for change grew out of a crisis of one form or
another. China’s formative rural reforms starting in 1978 appear to have been
triggered by a crisis of food insecurity. The failure of collectivized farming was
evident in declining food availability in the mid-1970s, which was also starting to
be felt in China’s relatively privileged cities. Something had to be done to raise
farm output. While there were many proposals at the time, they were mostly
based on the idea of breaking up the collective farms and returning to peasant
farming, as well as partially liberalizing food markets. The success of the first
wave of China’s rural reforms prompted continuing reform efforts in the nonfarm
economy. For Brazil and India the crises were macroeconomic. In Brazil’s case, the
debt crisis and hyperinflation in the 1980s and early 1990s prompted macroeco-
nomic and external reforms under the Real Plan. In India’s case the impetus for
reform emerged out of a severe balance of payments crisis, following a period of
unsustainable fiscal expansion in the 1980s. In all three cases, the crisis strength-
ened politically the hands of (long-standing) reform advocates—essentially allow-
ing a shift in the balance of power over economic policymaking.
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Third, in all three countries the sectoral pattern of growth mattered to poverty
reduction, independently of the overall rate of growth. In China, growth in the
output of the primary sector (mainly agriculture) was the main driving force in
poverty reduction, while in Brazil and India the tertiary (services) sector was
more important. The secondary (industrial) sector played a less important direct
role in all three countries (though there may well be indirect effects via growth in
the other two sectors). Given that different types of policies are needed to foster
growth in different sectors, the sectoral priorities of policymakers—which have
varied over time within each country as well as between them—have mattered
regarding progress against poverty.

Fourth, while economic growth generally helps reduce poverty, there can also
be an important role for redistributive policy, depending (again) on initial con-
ditions, notably the domestic capacity for redistribution. Since the mid-1990s,
Brazil has clearly been more aggressive than either China or India in its efforts to
attack poverty through direct interventions, notably using conditional cash trans-
fers. Here Brazil's greater capacity for attacking poverty through redistribution
has clearly helped. However, countries such as China and India can learn from
Brazil’'s success in addressing the (continuing) problem of high inequality. Indeed
China appears to be well on the way to having a similar capacity for redistribution
as Brazil. All three countries need to invest more in rigorous impact evaluations
of their future social policies.

One can summarize this comparative assessment by imagining a simple score
card for the two key dimensions of effective country performance against poverty:
pro-poor growth and pro-poor social policies. In their reform periods, China
clearly scores well on the pro-poor growth side of the card, but neither Brazil nor
India do; in Brazil's case for lack of growth and in India’s case for lack of poverty-
reducing growth. Brazil scores well on the social policies side, but China and
India do not; in China’s case progress has been slow in implementing new social
policies more relevant to the new market economy (despite historical advantages
in this area, inherited from the past regime) and in India’s case the bigger pro-
blems are the extent of capture of the many existing policies by non-poor groups
and the weak capabilities of the state for delivering better basic public services.

Appendix: Data Issues

Details on the data used in the country-specific studies can be found in the rel-
evant papers cited. This Appendix provides only an overview of the main issues
related to the comparisons of country performance over time. Unless noted other-
wise the poverty and inequality measures reported here are from PovcalNet and
other data are from the World Bank’s World Development Indicators.
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Household Surveys

The main data needed for assessing progress against poverty come from house-
hold surveys of consumption or income, supplemented by data on prices. But
there is more than one way of doing a survey, and the heterogeneity amongst
existing data sources can cloud comparisons over time and across countries.

There are problems in the available household surveys for all three countries,
but it is India where those problems are most worrying. The biggest concern is
that there is a rising gap between aggregate household consumption as measured
from India’s National Sample Surveys (NSS) (the main household surveys used to
measure poverty) and the PCE component of domestic absorption in the NAS
(table 1). There are reasons why these two data sources should not agree, even if
both are correct, given differences in what is being measured.** However, the
extent of this discrepancy for India is large by international standards, with
aggregate consumption based on the sample surveys being not much more than
half of the household consumption component of the NAS. (For developing
countries as a whole, the survey-based mean consumption is about 90 percent of
consumption as measured in the NAS.) There is no sound basis for assuming that
the national accounts are right and the surveys are wrong. But this data issue
does cast a cloud of doubt over India’s progress against poverty.

One possible approach to this problem is to simply rescale the survey means to
be consistent with the NAS, which are assumed to be comparable and accurate.
In one version of this method, Bhalla (2002) replaces the survey mean by con-
sumption from the NAS, but keeps the survey-based distribution; in other words
he rescales all survey-based consumption (or income) levels by the ratio of NAS
consumption to the survey mean.*> However, there is no obvious basis for assum-
ing that the discrepancy between the survey mean and NAS consumption per
capita is solely due to underestimation in the surveys or that the survey measure-
ment errors are distribution neutral; the surveys may well underestimate the
mean but also underestimate inequality. Instead Karshenas (2004) replaces the
survey mean by its predicted value using a regression on consumption per capita
taken from the NAS. So instead of using NAS consumption, Karshenas uses a
stable linear function of NAS consumption, with the mean equal to the overall
mean of the survey means. As in Bhalla's method, this assumes that NAS con-
sumption data are comparable and ignores the country-specific information on
the levels in the surveys. That is a questionable assumption. However, Karshenas
assumes that the surveys are correct on average and focuses instead on the
problem of survey comparability, for which purpose the poverty measures are
anchored to the NAS data.

Under certain conditions one can derive a defensible method of mixing NAS
and survey data. The idea is to treat the NAS data as the Bayesian prior for
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estimating the survey mean, and the observed survey mean is the new infor-
mation. If consumption is log-normally distributed with a common variance
between the prior and the new data, then the mixed (posterior) estimator is
the geometric mean of the survey mean and its predicted value based on con-
sumption per person from the NAS (Chen and Ravallion, 2010). These are
strong assumptions; in particular the prior based on the NAS may well have a
different degree of inequality to the survey. However, this result does at least
offer a clear foundation for a sensitivity test, given the likely heterogeneity in
surveys. The predicted values were based on date-specific cross-country
regressions.

Poverty Lines

There are also differences in the way poverty is measured from surveys in these
countries. The poverty lines used in each country do not have the same purchas-
ing power, with Brazil's national poverty line having a real value appreciably
higher than India’s and China’s. It is compelling to apply a common standard,
such that any two people with the same purchasing power over commodities are
treated the same way—both are either poor or not poor, even if they live in differ-
ent countries.*® The main international line used here is $1.25 a day at PPP in
terms of household consumption in 2005; this is the average poverty line found
in the poorest 15 countries in a dataset on national poverty lines across 75 devel-
oping countries.*” Key summary statistics are also given for a line of $2.00 a day
at 2005 PPP, which is the median poverty line for all developing counties with
the available data.

Consumption versus Income

A further difference is in the way household welfare is measured for deciding who
is poor. India’s NSS uses consumption rather than income, which is used in Brazil
and China. Due to consumption smoothing, income inequality tends to be higher
than consumption inequality, which is likely to be the case in India. The NSS
does not include incomes, but one estimate based on incomes (though from a
different survey to the NSS) found a Gini index of income inequality in India in
2004/05 of 0.53—still lower than in Brazil, but not by much, and higher than in
China (Lanjouw and Murgai 2009).

So there are two potentially offsetting data problems in comparing poverty
in India with that in Brazil and China. Average consumption from India’s
surveys may well underestimate mean income, but it may well underestimate
inequality too.
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National Accounts

This paper reports World Bank data on the NAS aggregates (GDP and PCE),
which are based on official sources. These too can be questioned. Here the
country that has figured most prominently in the debates in the literature is
China, for which it has been argued that official figures overestimate the growth
rate of GDP. In particular Maddison (1998) has argued that the official statistics
overstate China’s GDP growth rate by about 2 percentage points over the reform
period.*® While some degree of overestimation appears likely, questions have also
been raised about Maddison's data and assumptions, notably in a detailed and
comprehensive review by Holz (2006a).*? Holz's critique illustrates the tension
between imposing international standards for data collection and adapting to
local realities; for example as influenced by practices in some OECD countries,
Maddison assumes zero growth of labor productivity in “non-material services,”
while Holz questions the appropriateness of that assumption in the Chinese tran-
sition context. Young (2003) has questioned the methods used by China’s
national accounts for adjusting for inflation, which rely on enterprise-based
reporting of real and nominal values, rather than independent deflators. Note
that the poverty measures and survey means reported here are not affected by
this problem since they use credible consumer price indices.

PPPs

International comparisons of economic aggregates have long recognized that
market exchange rates are deceptive, given that some commodities are not traded;
this includes services but also many goods, including some food staples.
Furthermore there is likely to be a systematic effect, stemming from the fact that
low real wages in developing countries entail that labor-intensive nontraded
goods tend to be relatively cheap. Global economic measurement, including
poverty measurement, has relied instead on PPPs, which give conversion rates for
a given currency with the aim of assuring parity in terms of purchasing power
over commodities, both internationally traded and nontraded.

This paper uses the PPPs for “individual consumption by households” from
World Bank (2008a, 2008b), based on the 2005 International Comparison
Program (ICP). This entailed a number of improvements over past ICP rounds,
including developing detailed product listings and descriptions, which add signifi-
cantly to the cost of the data collection. Country coverage improved considerably.
Most importantly in the present context, this was the first time China had partici-
pated officially in the ICP; indeed India had not participated in 1993 (the prior
round used for estimating global poverty measures). The Bank uses a multilateral
extension of the bilateral Fisher price index, known as the EKS method. On the
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advantages of this method over the alternative (Geary-Khamis) method, see
Ackland, Dowrick, and Freyens (2006).

The new PPPs still have some limitations, despite the improvements introduced
by the ICP’s 2005 round. Making the commodity bundles more comparable
across countries (within a given region) invariably entails that some of the refer-
ence commodities are not typically consumed in certain countries, generating
either missing values or prices drawn from unusual outlets. However, the only
way to avoid this problem is to choose instead more representative country-
specific bundles, which introduces a quality bias, whereby lower quality goods are
priced in poor countries. Also the weights attached to different commodities in
the conventional PPP rate may not be appropriate for the poor; Chen and
Ravallion (2010) examine the sensitivity of their results to the use of alternative
“PPPs for the poor” available for a subset of countries from Deaton and Dupriez
(2009).

While in most countries the ICP price surveys had national coverage, for China
the survey was confined to 11 cities. Chen and Ravallion (2009) treat the ICP
PPP as an urban PPP for China and use the ratio of urban to rural national
poverty lines to derive the corresponding rural poverty line in local currency
units. For India the ICP included rural areas, but they were under-represented.
Urban and rural poverty lines were derived consistent with both the urban—rural
differential in the national poverty lines and the relevant features of the design of
the ICP samples for India; further details can be found in Ravallion (2008b). No
adjustments were made for Brazil.

Given the changes in data and methodology between ICP rounds, PPPs for
different benchmark years cannot be easily compared, and they cannot be
expected to be consistent with national data sources (Dalgaard and Serensen
2002; World Bank 2008b). I follow common practice in letting the national data
override the ICP data for intertemporal comparisons; this is the most reasonable
position to take given the changes in methodology between different ICP rounds
(World Bank 2008b). Thus the PPP conversion is only done once for each
country, and all estimates are revised back in time consistently with the data for
that country.

Notes

Martin Ravallion is Director of the Development Research Group, World Bank, 1818 H Street NW,
Washington DC, 20433, USA. In this paper the author aims to synthesize, and draw lessons from,
the results of a World Bank research project on pro-poor growth, which was supported by the
Bank’s Research Committee. The author collaborated with a number of people on this project over a
number of years. The early work on the topic was for India, in collaboration with Gaurav Datt. The
research for China was mainly done with Shaohua Chen, while for Brazil the work was done with
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Francisco Ferreira and Phillippe Leite. (Specific papers are cited in the references.) For comments on
this paper the author is grateful to Francisco Ferreira, Rinku Murgai, Dominique van de Walle, the
Observer’s editorial board and seminar participants at the National Council of Applied Economic
Research, New Delhi. These are the author’s views and should not be attributed to the World Bank
or any affiliated organization.

1. The headcount index and the Gini index have been the most popular measures in the litera-
ture and policy discussions, but they are not necessarily the best. The headcount index does not
reflect distribution below the line and the Gini index need not reflect well how distributional shifts
impact on poverty.

2. Note that the mixed method may well exaggerate the extent to which economic growth (as
measured from NAS) reduces poverty.

3. The proportionate rate of poverty reduction is calculated by a compound growth rate between
end points. Alternatively one can use a regression of the log of the variable in question on time
using all observations. The two will only give (to a close approximation) the same answer if the end
points are on the regression line. I also used the regression method for the poverty measures and I
shall note anything more than non-negligible differences.

4. The rate is slightly higher (3.6 percent) using a regression of the log poverty rate on time.

5. Ferreira, Leite, and Ravallion (2010) provide estimates for Brazil’s national poverty line,
which is about $3 a day.

6. This can be thought of as the “total elasticity,” as distinct from the “partial elasticity,” holding
relative distribution constant (as derived by Kakwani 1993); on this distinction see Ravallion
(2007). Naturally, the total elasticity also reflects distributional changes, which are clearly of interest
in this context. On alternative definitions of this elasticity see Heltberg (2004).

7. Even accepting Maddison’s (1998) downward revision to China’s growth rate (see Appendix),
the elasticity is only —1.0.

8. Slightly higher elasticities are obtained using consumption from NAS or (even higher) survey
means for measuring growth rates; using the national poverty line (of about $1.00 per day) also
gives a slightly higher elasticity; for further details see Datt and Ravallion (2009).

9. The Gini index is not necessarily the best way of measuring inequality from the point of view
of explaining differences in progress against poverty (as explained in Datt and Ravallion 1992).
However, it is the most widely understood measure of inequality.

10. See Benabou (1996). The cross-country evidence is also suggestive of inequality conver-
gence, even after allowing for likely biases in standard tests; see Ravallion (2003a).

11. Consumption smoothing by households is the likely reason; low incomes in a given year are
supplemented from savings or borrowings, and unusually high incomes are used to supplement
wealth or pay off debts.

12. For an attempt at drawing lessons for Africa from China's success, see Ravallion (2009a).

13. On the importance of these reforms in stimulating agricultural growth at the early stages of
China’s transition, see Fan (1991) and Lin (1992). For a recent overview of the history of economic
policies, see Brandt and Rawski (2008).

14. The forces for and against this outcome were clearly similar to Vietnam, as studied by
Ravallion and van de Walle (2008), who find that the process there resulted in a relatively equitable
allocation of land. Unlike China, Vietnam also took the further step of creating a market in land-use
rights; the results of Ravallion and van de Walle (2008) suggest that this increased the inequality of
landholdings over time, yet was nonetheless a poverty-reducing policy reform. In the case of China,
agricultural land remained subject to nonmarket (administrative) reallocation.

15. These results are based on regressions of the proportionate rate of poverty reduction over
time on the growth rates by sector, weighted by their shares of output. If the composition of growth
did not matter then the coefficients on the share-weighted growth rates would be equal across differ-
ent sectors. Instead one finds large and significant differences. For details see Ravallion and Chen
(2007) who use national time series data and Montalvo and Ravallion (2009) who use provincial
panel data.
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16. For further discussion on these points, see the useful overview in Kuijs and Wang (2006).

17. The term “pro-poor” is used throughout this paper to mean “absolute poverty reducing.”
For example “pro-poor growth” is growth that reduces absolute poverty.

18. For evidence on this point, see Ravallion (1997, 2007).

19. On the distinction between “good” and “bad” inequalities, see Chaudhuri and Ravallion
(2006). Also see the discussion in Bourguignon, Ferreira, and Walton (2007).

20. Good inequalities are those that reflect and reinforce market-based incentives that are
needed to foster innovation, entrepreneurship, and growth, while bad inequalities do the opposite by
preventing individuals from connecting to markets and limiting the accumulation of human capital
and physical capital. The distinction comes from Chaudhuri and Ravallion (2006).

21. Of course this is a rather stylized and hypothetical question. It is not claimed that such a
policy is politically or economically feasible. But at least it gives us a way of measuring the capacity
for reducing poverty through redistribution, given the distribution of income in China.

22. To see how this is calculated, consider two poverty lines, z; and z;, with z;; > z;. The marginal
tax rate T on incomes above zy; (yielding a tax in amount max [7(y — zy),0] on income y) needed to
generate the revenue to bring everyone up to the lower poverty line can be readily derived as
7= PG(z1)z1,/[y — (1 — PG(zy))zy], where PG(.) is the poverty gap index and j is the overall mean.
For further discussion of this measure of the capacity for redistribution see Ravallion (2009d).

23. For China in 2005, PG(1.25)=4.0% and PG(13) = 73.8%, while j = $3.55 per day at
2005 PPP.

24. For further discussion, see Ferreira, Leite, and Ravallion (2010) and, on trade policies,
Ferreira, Leite, and Wai-Poi (forthcoming).

25. See Barros and others (2006), Soares and others (2006), Ferreira, Leite, and Litchfield
(2008), and Ferreira, Leite, and Ravallion (2010).

26. Recalling the earlier notation, for Brazil in 2005, PG(1.25)=1.6% and PG(13)=52.3%,
while j = $9.16 per day at 2005 PPP.

27. The average transfer payment was about 5 percent of pretransfer income. The poorest
families receive a transfer even if they have no children.

28. For a useful overview see Fiszbein and others (2009).

29. Unlike Mexico’s CCT, the PROGRESA (later renamed Oportunidades), Brazil did not invest
heavily on evaluations of impacts of Bolsa Familia, so it is difficult to infer any impacts. Ferreira,
Leite, and Ravallion (2010) rely on time-series data. Soares and others (2006) use instead inequality
decomposition methods calibrated to household survey data. They find that, although the size of the
average transfer was low, the excellent targeting meant that Bolsa Familia alone could account for
one-fifth of the decline in inequality in Brazil after the program'’s introduction.

30. For an overview of this debate see Datt and Ravallion (1998a).

31. For an overview of the reforms see Ahluwalia (2002).

32. Policy reforms in other areas (lower industrial protection and exchange rate depreciation)
have brought indirect benefits to agriculture, notably through improved terms of trade, higher
demand for farm products through the urban income effect, and some growth in agricultural
exports. However, at the same time, the reform period saw a decline in public investment in key
areas for agriculture, notably rural infrastructure.

33. See Ravallion (2000), Deaton and Dreze (2002), and Sen and Hiamnshu (2004).

34. This appears to precede the reforms period starting in 1991. Bandyopadhyay (2004) finds
evidence of “twin peaks” in India’s growth process over 1965-97, whereby the divergence is
between two “convergence clubs,” one with low income (50 percent of the national mean) and one
with high income (125 percent).

35. This is only true within urban areas if one corrects for changes in survey design, as dis-
cussed in Datt and Ravallion (2009).

36. For a good discussion of these and other differences between China and India in human
development attainments at the outset of their respective reform periods, see Dréze and Sen (1995,
ch. 4).
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37. For a discussion of the reasons for this gender gap in India, including its historical roots in
Brahminical tradition as well as more current biases in the schooling system and parental behavior,
see Dreze and Sen (1995, ch. 6).

38. The adolescent literacy rates are from Dréze and Sen, 1995, table 4.2).

39. Recalling the earlier notation, the value of PG(13) is 86.7 percent in India. With a value of
PG(1.25) of 10.51 percent and mean consumption of $1.76, the required marginal tax rate would
be almost 500 percent!

40. The value of PG(13) is 82.6 percent using the mixed method, while PG(1.25) is 3.98
percent and mean consumption is $2.30.

41. See Ravallion (2009b) in the context of an antipoverty program in China, though the points
made are reasonably generic. On the political economy of targeting, see Gelbach and Pritchett
(2000).

42. For further discussion, including an analysis of the average and marginal incidence of these
programs, see Lanjouw and Ravallion (1999).

43. On India’s Famine Codes, see Dreze (1990).

44. Further discussion of these differences can be found in Ravallion (2000, 2003b) and Deaton
(2005).

45. Bourguignon and Morrisson (2002) and Sala-i-Martin (2006) also rescale the mean,
although they anchor their measures to GDP per capita rather than to consumption.

46. One argument against this view is that people care about relative deprivation according to
the norms within their own country. For a critical discussion of this view see Ravallion (2008a).

47. See Ravallion, Chen, and Sangraula (2009). On the differences between this line and the
prevailing official line in India, see Ravallion (2008b). Note that India’s and China'’s official poverty
lines are closer to $1.00 per day at 2005 PPP.

48. More precisely Maddison (1998) proposes a downward revision of 2.4 percentage points for
the GDP growth rate over 1978-95; Maddison and Wu (2008) propose a downward revision of 1.7
percentage points over 1978-2003.

49. Also see Maddison's (2006) reply to Holz, and the latter's counter-reply (Holz 2006Db).
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Adaptation amidst Prosperity and
Adversity: Insights from Happiness
Studies from around the World

Carol Graham

Some individuals who are destitute report to be happy, while others who are very
wealthy report to be miserable. There are many possible explanations for this paradox;
the author focuses on the role of adaptation. Adaptation is the subject of much work in
economics, but its definition is a psychological one. Adaptations are defense mechanisms;
there are bad ones like paranoia, and healthy ones like humor, anticipation, and sublima-
tion. Set point theory—which is the subject of much debate in psychology—posits that
people can adapt to anything, such as bad health, divorce, and extreme poverty, and
return to a natural level of cheerfulness. The author’s research from around the world
suggests that people are remarkably adaptable. Respondents in Afghanistan are as happy
as Latin Americans and 20 percent more likely to smile in a day than Cubans. The find-
ings suggest that while this may be a good thing from an individual psychological per-
spective, it may also shed insights into different development outcomes, including
collective tolerance for bad equilibrium. The author provides examples from the econ-
omics, democracy, crime, corruption, and health arenas. JEL codes: 131, 132

When 1 sell liquor, it's called bootlegging; when my patrons serve it on
Lake Shore Drive, it’s called hospitality.
(Al Capone)

In the past few years there has been a burgeoning literature on the economics of
happiness. While the understanding and pursuit of happiness has been a topic for
philosophers—and psychologists—for decades, it is a novel one for economists.
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Early economists and philosophers, ranging from Aristotle to Bentham, Mill, and
Smith, incorporated the pursuit of happiness in their work. Yet as economics
grew more rigorous and quantitative, more parsimonious definitions of welfare
took hold. Utility was taken to depend only on income as mediated by individual
choices or preferences within a rational individual’s monetary budget constraint
(revealed preferences). Most economists shied away from survey data (expressed
preferences), under the assumption that there is no consequence to what people
say, as opposed to the concrete trade-offs that are posed by consumption choices.
This focus on revealed preferences has been a powerful tool for answering many
economics questions. Yet it does not do a good job of explaining a number of
questions. These include the welfare effects of institutional arrangements that
individuals are powerless to change; choices that are made according to percep-
tions of fairness or other principles; situations where individuals are constrained
in their capacity to make choices; and seemingly non-rational behaviors that are
explained by norms, addiction, and self-control. Happiness surveys provide us
with a novel metric. Traditional approaches also do not do a good job of explain-
ing why some individuals with very little capacity to consume are very happy,
while others with a very great capacity are miserable.

In this paper I focus on the latter question and build on research that I have
done on happiness across the world, in very poor and in very rich countries
(Graham 2009). It departs from my earlier research (Graham 2005) on how the
usage of novel metrics to assess the well-being of individuals can (or cannot) con-
tribute to our understanding of development questions; and in this is distinct in
its focus on the role of adaptation. Adaptation may shed insights on particular
development outcomes, such as societies stuck in bad equilibrium, with high
levels of poverty, corruption, and other negative phenomena, with most citizens
reporting relatively high levels of happiness. I provide examples from countries
and regions around the world—a much broader developing country represen-
tation than the previous research—and from a number of domains, including
macroeconomic growth, democracy, crime, corruption, and health.

While adaptation is a topic of many economic studies, its roots are in a psycho-
logical definition. Adaptations as defined by Anna Freud are unconscious
thoughts and behaviors that either shape or distort a person’s reality. A simpler
definition is that they are defense mechanisms. There are unhealthy ones like
paranoia and megalomania, which make reality tolerable for the people enjoying
them, and there are neurotic defenses employed by “normal” people, such as dis-
sociation and memory lapse. “Healthy” or mature adaptations include altruism,
humor, anticipation, and sublimation (Wolf Shenk 2009).

People can adapt to almost anything: bad health, divorce, poverty, unemploy-
ment, and high levels of crime and corruption. Indeed, some psychologists believe
that individuals can adapt back from almost any negative event to their natural
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set point of cheerfulness. Adaptation is seemingly a very good thing—a human
defense mechanism.

My studies of happiness around the world suggest that the human race is tre-
mendously adaptable. People in Afghanistan, for example, are as happy as Latin
Americans and are 20 percent more likely to smile in a day than are Cubans. The
poor in Africa are more hopeful than the rich, and the poor in poor countries in
Latin America assess their health better than the poor in rich countries in Latin
America. Kenyans are more satisfied with their health systems than are
Americans, and victims of crime in crime-ridden cities across the world are less
happy about being crime victims than are crime victims in much safer places.
What can we make of this?

In this paper, I argue that the ability to adapt is indeed a good thing from an
individual happiness and psychological perspective. But this same human defense
mechanism may shed insights on how some societies stay stuck in bad
equilibrium—such as high levels of corruption, bad governance, or bad health—
for prolonged periods of time, while much more prosperous ones continue to go
from good to better equilibrium.

Happiness Economics and the Easterlin Paradox

Richard Easterlin was the first modern economist to revisit the concept of hap-
piness, beginning in the early 1970s. More generalized interest took hold in
the 1990s, and a number of economists began to study happiness and its
relationship with a number of variables of interest, including income, socio-
demographic variables, employment status, the nature of political regimes, the
level of economic development, and the scope and quality of public goods,
among others."

Happiness surveys are based on questions in which the individual is asked,
“Generally speaking, how happy are you with your life” or “how satisfied are you
with your life”, with possible answers on a four to seven point scale. Answers to
happiness and life satisfaction questions correlate quite closely.” Still, the particu-
lar kind of happiness question that is used matters to the results. For example,
respondents’ income level seems to matter more to their answers to life-
satisfaction questions than it does to their answers to questions which are
designed to gauge the innate character component of happiness (affect), as
gauged by questions such as “How many times did you smile yesterday?”

Happiness questions are also particularly vulnerable to order bias. People will
respond differently to an open-ended happiness question that is in the beginning
of a survey than to one that is framed or biased by the questions posed before-
hand, such as those about whether income is sufficient or the quality of their job.
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Bias in answers to happiness surveys can also result from unobserved personality
traits. A naturally curmudgeonly person, for example, will answer all sorts of
questions in a manner that is more negative than the average. (These concerns
can be addressed via econometric techniques if and when we have panel data.)
Related concerns about unobservable variables are common to all economic disci-
plines and are not unique to the study of happiness. For example, a naturally
cheerful person may respond to policy measures differently, put more effort in the
labor market than the average, or both.

Despite the potential pitfalls, cross-sections of large samples across countries
and over time find remarkably consistent patterns in the determinants of happi-
ness. Psychologists, meanwhile, find validation in the way that people answer
these surveys according to physiological measures of happiness, such as the
frontal movements in the brain and in the number of “genuine”—Duchenne—
smiles (Diener and Seligman (2004).

The data in happiness surveys are analyzed via standard econometric tech-
niques, with an error term that captures the unobserved characteristics and
errors described above.> Because the answers to happiness surveys are ordinal
rather than cardinal, they are best analyzed via ordered logistic or probability
(probit) equations. These equations depart from standard regression equations,
which explore a continuous relationship between variables (for example happiness
and income), and instead explore the probability that an individual will place him
or herself in a particular category, typically ranging from unhappy to very happy.
These regressions usually yield lower R-squares than economists are used to,
reflecting the extent to which emotions and other components of true well-being
are driving the results, as opposed to the variables that we are able to measure,
such as income, education, and employment status.

While it is impossible to measure the precise effects of independent variables on
true well-being, happiness researchers have used the coefficients on these vari-
ables as a basis for assigning relative weights to them.* For example, they have
estimated how much income a typical individual in the United States or Britain
would need to produce the same change in stated happiness that comes from the
well-being loss resulting from, for example, divorce ($100,000) or job loss
($60,000) (Blanchflower and Oswald 2004). Because of the low R-squares in
these equations, as so much of happiness is explained by individual-specific char-
acter traits, these figures should be interpreted in relative terms—for example
how much the average individual values employment relative to stable
marriage—rather than as precise estimates of willingness to pay.

In his original study, Easterlin revealed a paradox that sparked interest in the
topic, but this is as yet unresolved. While most happiness studies find that within
countries wealthier people are, on average, happier than poor ones, studies across
countries and over time find very little, if any, relationship between increases in
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per capita income and average happiness levels. On average, wealthier countries
(as a group) are happier than poor ones (as a group); happiness seems to rise
with income up to a point, but not beyond it. Yet even among the less happy,
poorer countries, there is not a clear relationship between average income and
average happiness levels, suggesting that many other factors—including cultural
traits—are at play.

More recently, there has been renewed debate over whether there is an
Easterlin paradox or not.” Why the discrepancy? For a number of reasons—many
of them methodological—the divergent conclusions may each be correct. The
relationship between happiness and income is mediated by a range of factors that
can alter its slope, functional form, or both. These include the particular ques-
tions that are used to measure happiness, the selection of countries that is
included in the survey sample, the specification of the income variable (log or
linear), the rate of change in economic conditions in addition to absolute levels,
and changing aspirations as countries go from the ranks of developing to devel-
oped economies.®

There is much less debate about the relationship between income and happi-
ness within countries. Income matters to happiness (Oswald 1997; Diener and
others 1993). Deprivation and abject poverty in particular are very bad for
happiness. Yet after basic needs are met other factors such as rising aspirations,
relative income differences, and the security of gains become increasingly impor-
tant, in addition to income.” A common interpretation of the Easterlin paradox is
that humans are on a “hedonic treadmill”: aspirations increase along with
income and, after basic needs are met, relative rather than absolute levels of
income matter to well-being. Another interpretation of the paradox is the psychol-
ogists’ “set point” theory of happiness, in which every individual is presumed to
have a happiness level that he or she goes back to over time, even after major
events such as winning the lottery or getting divorced (Easterlin 2003). The
implication of this theory for policy is that nothing much can be done to increase
happiness.

There is no consensus about which interpretation is most accurate. Even if
levels eventually adapt upwards to a longer-term equilibrium, mitigating or pre-
venting the unhappiness and disruption that individuals experience in the interim
certainly seems a worthwhile objective. Set point theory, meanwhile, does not tell
us much about the welfare implications of adaptation. In this paper I address the
latter question and examine how and under what conditions individuals adapt to
both good and bad phenomena, such as wealth, freedom, crime and corruption,
and ill health, among other things. A look across substantive domains suggests a
remarkable human capacity to cope with adversity. A look across countries
suggests that this same capacity may help explain how societies get stuck in out-
comes which are bad for aggregate welfare.
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Unhappy Growth, Frustrated Achievers, Crises, and More

We know that within societies wealthier people are happier than the average, but
after that the income—happiness relationship becomes more complicated. At the
macroeconomic level, the relationship between happiness and income may be
affected as much by the pace and nature of income change as it is by absolute
levels. Both the behavioral economics and happiness literature highlight the
extent to which individuals adapt very quickly to income gains and disproportio-
nately value income losses.

Based on the Gallup World Poll in 122 countries around the world, Eduardo
Lora and collaborators find that countries with higher levels of per capita GDP
have, on average, higher levels of happiness. Yet controlling for levels, they find
that individuals in countries with positive growth rates have lower happiness
levels. When they split the sample into above and below median growth rates, the
unhappy growth effect only holds for those that are growing at rates above the
median (table 1). In related work, Lora and I chose to call this negative corre-
lation between economic growth and happiness the “paradox of unhappy
growth”.®

Deaton, and Stevenson and Wolfers, also find evidence of an unhappy growth
effect based on the Gallup World Poll. Stevenson and Wolfers find insignificant
effects of growth in general, but strong negative effects for the first stages of
growth in “miracle” growth economies, such as Ireland and South Korea during
their take-off stages. The negative effect becomes insignificant in later stages
(Deaton 2008; Stevenson and Wolfers 2008). Deaton finds that the inclusion of
region dummies makes a major difference to the results, with the significance

Table 1. The Paradox of Unhappy Growth: The Relationship among Satisfaction, Income Per
Capita, and Economic Growth, 122 Countries

Dependent variable GDP per capita Economic growth
Life satisfaction 0.788*** —0.082%**
Standard of living 0.108*** —0.018%**
Health satisfaction 0.017* —0.017%**

Job satisfaction 0.07 7% —0.006
Housing satisfaction 0.084*** —0.006

Notes: OLS regression; dependent variable is average life satisfaction per country, growth rates are averaged over the
past five years. N = 122. The coefficients on GDP per capita are marginal effects; how much does the satisfaction of two
countries differ when one has two times the incomes of another. The coefficients on growth imply how much an
additional percentage point of growth affects life satisfaction. The life satisfaction variable is on a 0 to 10 scale; all
others are the percentage of respondents that are satisfied.

Source: Eduardo Lora. “Beyond Facts: Understanding Quality of Life in Latin America and the Caribbean”.

Inter-American Development Bank using Gallup World Poll 2006 and 2007.
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being taken up by Africa and Russia, regions which were both fast growing at the
time. It is important to distinguish between levels and change effects here, as hap-
piness levels in Russia are lower than their income levels would predict, while in
some—but not all—African countries, such as Nigeria, levels are higher than
income levels would predict. Both seem to be unusually unhappy at times of rapid
growth, for any number of plausible reasons. It is also possible that the unhappi-
ness started before the growth and not after it.

Soumya Chattopadhyay and I, using Latinobarometro data, also find hints of
an unhappy growth effect, or at least an irrelevant growth effect. In contrast to
the above studies, we use individual rather than average country happiness on
the left-hand side, with the usual sociodemographic and economic controls and
clustering the standard errors at the country level. When we include the current
GDP growth rate in the equation, as well as the lagged growth rate from the pre-
vious year (controlling for levels), we find that the effects of growth rates—and
lagged growth rates—are, for the most part, negative but insignificant (table 2)
(Graham and Chattopadhyay 2008a).

There are a number of explanations for these findings, including the insecurity
that is attached to rapidly changing rewards structures and macroeconomic vola-
tility, and the frustration that rapidly increasing inequality tends to generate.
They surely highlight how individuals are better able to adapt to the gains that
accompany rapid growth than to the potential losses and uncertainty that are
also associated with it. They also suggest that individuals are often more content
in low growth equilibrium than in a process of change which results in gains but
instability and unequal rewards at the same time.

The within-country income and happiness story is also more complicated than
the averages suggest. It is typically not the poorest people that are most frustrated
or unhappy with their conditions or the services that they have access to. Stefano
Pettinato and I, based on research in Peru and Russia, identified a phenomenon
that is now termed the “happy peasant and frustrated achiever” problem (see
Graham and Pettinato 2002). This is an apparent paradox, where very poor and
destitute respondents report high or relatively high levels of well-being, while
much wealthier ones with more mobility and opportunities report much greater
frustration with their economic and other situations. This may be because the
poor respondents have a higher natural level of cheerfulness or because they have
adapted their expectations downwards. The upwardly mobile respondents, mean-
while, have constantly rising expectations (or are naturally more curmudgeon-
like).” And a third explanation is also possible: that more driven and frustrated
people are more likely to seek to escape situations of static poverty (via channels
such as migration), but even when they achieve a better situation, they remain
more driven and frustrated than the average. Some combination of all three expla-
nations could indeed be at play.
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Table 2. Is Happiness Immune to Country Level Economic Growth? Dependent Variable:

Happiness
age -0.0240 -0.0230 -0.0230 —-0.0220
(4.40)** (4.34)* (4.23)* (4.29)**
age2 0.0000 0.0000 0.0000 0.0000
(3.53)** (3.88)* (3.72)* (3.76)**
gender 0.0330 0.0070 0.0070 0.0070
—1.5500 —0.4800 —0.5200 —0.4800
married 0.0790 0.0910 0.0940 0.0930
—1.7800 (2.40)* (2.56)* (2.60)**
edu —-0.0410 -0.0260 -0.0280 —-0.0260
—1.5300 —1.1800 —1.2900 —1.2800
edu2 0.0010 0.0010 0.0010 0.0010
—0.8800 —0.7000 —0.7900 —0.7600
socecon 0.2110 0.2160 0.2150 0.2170
(5.22)** (5.76)** (5.77)* (5.78)**
subinc 0.2900 0.2900 0.2940 0.2920
(8.78)** (8.02)* (8.36)** (8.41)*
ceconcur 0.2340 0.2260 0.2360 0.2370
(9.04)** (9.50)* (7.66)* (8.92)**
unemp -0.1810 -0.1760 —-0.1900 —0.1880
(2.05)* (3.45)* (3.59)* (3.69)**
poum 0.1800 0.1890 0.1830 0.1840
(4.48)** (5.42)* (5.56)* (5.59)**
domlang 0.5380 0.4810 0.4840 0.4810
(2.73)** (2.48)* (2.48)* (2.48)*
vcrime -0.1160 —-0.1060 —-0.1060 —0.1080
(2.30)* (2.98)* (2.89)* (3.08)**
els 0.0900
(5.48)**
growth_gdp 0.0170 —-0.0090 -0.0040 —0.0060
—0.5300 —1.1100 —0.6000 —0.7700
gini -0.0170 -0.0270 -0.0240 —-0.0240
—0.7000 —1.2400 —1.1200 —1.1900
gdpgrll -0.0190 —-0.0180
—1.4000 —0.9900
gdpvol2 0.0030
—0.1400
Observations 34808 67308 67308 67308

Absolute value of z statistics in parentheses.
* significant at 5%; ** significant at 1%.
Regressions clustered at a country level.
Source: Graham and Chattopadhyay (2008a).
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The poor, some of whom rely on subsistence agriculture rather than earnings,
have little to lose and have likely adapted to constant insecurity. Recent research on
job insecurity shows that reported insecurity is actually higher among formal sector
workers with more stable jobs than it is among informal sector workers. The latter
have adapted to higher levels of income and employment insecurity, have selected
into jobs with less stability but more freedom, or both (Graham and Lora 2009).

Other studies find an analogous urban effect in China, where urban migrants
are materially better off than they were in their premigration stage, yet report
higher levels of frustration with their material situation. Their reference norm
quickly shifted to other urban residents rather than their previous peers in rural
areas (Knight and Gunatilaka 2007; Whyte and Hun 2006).

Individuals seem to adapt much more to income gains than to status gains
(Tella and MacCulloch 2006). In the context of the frustrated achievers in very
volatile emerging market contexts, where currencies are often shifting in value
and where the rewards to particular skill and education sets are in flux, as are
social welfare systems, income gains may seem particularly ephemeral.'®

Crises bring about both significant losses and uncertainty. Not surprisingly,
they bring movements in happiness of an unusual magnitude. While national
average happiness levels do not move much, they surely do at times of crisis,
although they eventually adapt back. Our research on crises in Russia, Argentina,
and the United States suggests that the unhappiness effects of crises are as much
due to the uncertainty they generate as they are to the actual drops in income
levels that they cause (as people have a much harder time adapting to uncer-
tainty than to one-time shocks).!!

Adapting to Good and Bad Fortune: How Friends, Freedom,
Crime, and Corruption affect Happiness

We have seen that rapid economic growth can cause unhappiness and that people
adapt very quickly to the gains that growth brings about. What about other
factors that affect well-being, such as religion, friendships, personal liberty, partici-
pating in politics, and criminal violence? One can imagine average happiness
levels being pulled down in a relatively wealthy country which has high levels of
crime. Or, in contrast, happiness being higher than predicted by per capita income
levels in a poor country with very strong social capital. And it is not clear that
crime rates or social capital have the same effects on well-being in every context.

Social Capital and Friendships

There is a wide literature—pioneered by Robert Putnam—on the importance of
social capital to a host of outcomes ranging from economic development to
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democratic government to health. There is a wide body of empirical evidence
linking higher levels of social capital to outcomes that are, on balance, positive
for quality of life and economic progress, such as economic growth, better govern-
ance, and higher levels of productivity.'? Not surprisingly, there are also positive
links between well-being and friendships, narrowly defined, and social capital,
more broadly defined. What is harder to disentangle, though, is whether happier
people make more friends, interact with others more, or both, or whether friend-
ships and social interactions make people happier.

Eduardo Lora and I and a team of colleagues at the Inter-American
Development Bank evaluated the importance of friendships. The Gallup World
Poll has a variable which asks the respondent whether or not he or she has
friends or relatives who can be counted on.'’ Friendships and relatives matter
more to the well-being of the average Latin American respondent than health,
employment, or personal assets, and only slightly less than food security (of
course it could be that happier people are more likely to have and value friend-
ships). This varies according to income levels, with the rich valuing work and
health more, and the poor valuing friendships (see figure 1).

Figure 1. Monetary Valuation of Some Life-satisfaction Determinants: Income Required to
Compensate a Person for the Effects Related to a Change in Life Conditions

Gaining a college degree
Losing jobs

Losing telephone connection
Housing insecurity

Losing most of personal assets
Losing faith

Losing good health

Losing friends

Food insecurity 1675

Original income | ] 163

0 200 400 600 800 1,000 1,200 1,400 1,600 1,800
Monthly per capita household income (US$ PPP)

Note: The base comparison case is a single 30-year-old woman, with no children, a high-school degree,
employed, has friends and religious beliefs.
Source: Inter-American Development Bank (2008).
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These friendships most likely provide important coping mechanisms for the
poor in the absence of publicly provided safety nets. Whether they serve as strong
or weak ties in the Granovetter sense is an open question (Granovetter 1973).
Reporting religion to be important and having access to a telephone, meanwhile,
are also positively correlated with happiness in the region. Both variables likely
facilitate social connections and networks, among other things.'*

John Helliwell has done extensive research into whether living in contexts with
greater social capital and with greater freedom play a role in individual well-
being. The basic answer is a resounding yes on both fronts. In his most recent
paper, based on the Gallup World Poll, Helliwell and colleagues compare the
various determinants of well-being across 120 countries in the five regions
covered by the Poll.'®> They find that all measures of social connections are signifi-
cantly correlated with life satisfaction across the countries and regions in the
sample. Respondents seem to value both the support that they get from others
and the support that they give to others.

Other studies—including our own—find that having trust in others in general
is linked to higher levels of well-being. Of course, the usual problem of not being
able to disentangle whether happier people are more likely to have trust, or
whether trusting others per se generates happiness, applies. In addition, this
relationship between trust and higher levels of well-being is likely stronger in con-
texts where trusting public institutions is the norm rather than an aberration.

An example of the latter is Afghanistan, where we have most recently studied
happiness. Low levels of trust in public institutions and interpersonal trust coexist
with relatively high levels of reported happiness as well as measures of affect,
such as frequency of smiling yesterday (with average happiness and affect levels
above the world average and equivalent to the Latin American regional average).
Most people were more likely to trust those in their neighborhood than to trust
others more generally. After years of warfare and turmoil, low levels of general
trust are not a surprise. At the same time, the majority of respondents seem to be
able to maintain their general or natural cheerfulness despite that adversity and
lack of generalized trust.'®

Political Freedom, Political Participation, and Happiness

There is substantial work on the effects of political participation—and the nature
of government regimes—on happiness. The channels through which these factors
operate, however, are not completely clear. One can imagine that the nature of
political regimes matter to people’s well-being and that living with freedom and
good government is better than not. In his world-wide Gallup Poll study, Helliwell
finds that citizens that live in a context of freedom are significantly happier than
those that do not. And, as is suggested above, freedom seems to matter more to
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the happiness of those that have come to expect it than to those that do not
(Helliwell, Haifang Huang, and Harris 2008; see also Hudson 2006; Veenhovern
2000; Frey and Stutzer 2002).

Stefano Pettinato and I, using Latinobarometro data, found that individual
respondents’ attitudes about the market and about democracy were positively cor-
related with happiness in Latin America.'” In other words, controlling for other
variables such as income and age and using country dummies, individuals with
pro-market attitudes were, on average, happier than those who did not favor
market policies. Not surprisingly, wealth levels and education levels had positive
and significant effects on pro-market attitudes (table 3). We also found that
happier people were more likely to be pro-market, so we have the usual problem
of establishing the direction of causality. It may well be that happier individuals

Table 3. Correlates of Pro-market Attitudes; Dependent Variable: Happiness

(1) (2)

Independent variable Coeff. z-stat Coeff. z-stat
Age —-0.014 —-1.99 —0.008 —1.24
Age?/100 0.011 1.46 0.001 0.13
Male 0.050 1.29 0.036 0.92
Log(Wealth) 0.361 8.08 0.632 15.11
Education 0.005 1.01 —-0.031 —6.34
Married 0.091 2.30 0.054 1.35
Employment status

Self-employed —-0.083 —-1.50 —-0.110 —-1.98

Public employee —0.041 -0.53 0.035 0.45

Private employee 0.000 0.00 0.026 0.42

Unemployed —-0.310 —-3.81 —-0.294 —-3.63

Retired —0.082 —0.88 —0.030 -0.33

Student 0.091 1.22 0.049 0.66
Pro-democracy dummy —-0.017 —-0.48 —-0.132 —3.63
Satisfaction with democracy 0.307 14.68 0.362 18.28
Pro-market attitudes 0.543 7.85 0.521 7.70
Inflation rate —0.007 —4.96
Unemployment rate —0.004 —=0.75
Psuedo R* 0.058 0.027
Number of observations 14,255 11,197

Notes: Country fixed-effects estimation.
Ordered logit estimations:
With country dummies in (1) (country coefficients not shown).

Without country dummies in (2).
Omitted reference category is housewives or househusbands.
Source: Authors’ calculations using data from Latinobarometro.
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are more likely to cast whatever policy environment they inhabit in a favorable
light, adapt to a range of policy environments, or both.

We also looked at Russia. As in Latin America, having a pro-market attitude
had positive and significant effects on happiness in that country, suggesting that
people in both regions who favor the ongoing turn to the market are in general
more satisfied. Not surprisingly, having a pro-market attitude had significant and
negative effects on the likelihood of respondents supporting redistribution, as did
having positive prospects for the future. Information about democratic attitudes in
Russia was not comparable to that in the Latinobarometro, and was based on a
question asking whether respondents want to return to pre-Gorbachev (pre-
perestroika) times. We included this question in some of our regressions as a
(crude) proxy indicator of respondents’ preference for democracy over communism.
We found that not wanting to return to communism, like having a pro-market atti-
tude, had a positive and significant correlation with happiness. Again the direction
of causality is not clear, and it may well be that happy people are supportive of—
or more likely to adapt to—whatever policy environment they live in.

Adapting to Freedom and Friendships?

Helliwell and colleagues test for inter-regional differences on the effects of income,
freedom, social connections—as measured by the importance of friendships and
memberships in associations, among others—and corruption on well-being. They
find that the income coefficient is weakest in Africa—probably due to the likeli-
hood of mismeasurement of the income variable and the importance of subsis-
tence agriculture. The effects of social connections are lower in Asia and Africa
and higher in Region 1 (the United States, Western Europe, Australia, and New
Zealand) than in any other region. The negative effects of corruption are weakest
in Asia and Africa and strongest in Region 1, as are the positive effects of per-
sonal freedom.

The well-being effects of corruption seem to be lower for those living in
countries where corruption is a long established feature of the status quo—and
therefore people have become accustomed to it—while the well-being value
attached to a sense of personal freedom is higher in societies classified as indivi-
dualistic rather than collectivist. A recent paper by Ronald Inglehart and col-
leagues also finds that the well-being effects of freedom are greater in countries
that have more of it and are more accustomed to it (Inglehart and others 2008).

Adapting to Bad Equilibrium: Crime and Corruption

Along the same vein, Soumya Chattopadhyay and I examined the extent to which
individuals adapt to and become more tolerant of high levels of crime and illicit
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activity (corruption). Our initial assumption is simply described by the following
vignette, based on my own experience. I grew up in Peru but live in Washington,
DC. In Lima, I think nothing of removing my jewelry before going out on the
street or of putting my briefcase on the floor of my car so that my windows do
not get smashed as I drive. In contrast, I would be outraged if [ had to take
similar precautionary measures when I step out of my Dupont Circle office.

We used our pooled Latinobarometro data to test the extent to which the well-
being effects of being a crime victim are lower—as are reporting rates—in
countries in Latin America where crime rates are higher. As crime rates go up,
citizens typically adapt, which is evidenced in lower reporting rates (reporting of
petty crimes is less likely to result in corrective action as overall rates go up) and
less stigma attached to being a victim. Nick Powdthavee’'s work on crime in South
Africa suggests similar dynamics."®

If higher levels of crime and corruption are the norm, and individuals adapt to
those norms and come to expect high levels of crime and corruption, as in Latin
America, then it may be more difficult to generate the social and political support
that is necessary for the difficult policy measures required to achieve a lower
crime norm. We took advantage of the variance in levels of crime and corruption
across Latin American countries as a means to test this proposition. We posit that
understanding the important role of norms in individuals’ responses to legal and
institutional changes is likely an important part of the design of policies to reverse
crime and corruption.

Several papers have documented the well-being costs associated with being a
victim of crime or corruption. We build from the assumption that these phenom-
ena are negative for individual welfare and explore the extent to which the costs
are mediated by norms of behavior and by adaptation. Are the well-being costs of
being a (petty) crime victim or of having to pay a bribe lower in contexts where
these phenomena are more common?

On the one hand, if crime and corruption are the norm, then individuals
would feel less stigmatized if they were the victim of petty crime and would feel
less unethical if they had to engage in corruption to get things done. On the
other hand, if crime and corruption are the norm, it is likely that individuals
adapt to these phenomena, as well as to the associated costs, as common occur-
rences. So while individuals who live in countries where crime and corruption
levels are high are likely to be less happy in general, there is less likelihood that
they will be made unhappy specifically because of these phenomena.

We tested these assumptions econometrically based on several years (1998-
2008) of pooled Latinobarometro data—which provides us with information on
crime and corruption victimization (self-reported) across and within countries,
and over time in aggregate levels. Our approach entailed determining the likeli-
hood that an individual would be a crime victim, based on the usual explanatory
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factors, such as his or her own socioeconomic profile, plus the crime rate in the
country that he or she lived in, plus whether or not he or she lived in a big city,
and so on. We then isolated an “unexplained” victimization probability, or the vic-
timization that we were not able to explain with the above factors, and used that
probability as a proxy for differences in crime norms across respondents.'® Our
intuition was that being a crime victim will have negative effects on happiness in
any event, but that they will be lower when the unexplained victimization prob-
ability is higher.

Our regressions had several specifications. The first simply explored the effects of
crime victimization. The second included our crime residual to see if the latter miti-
gated the effects of the former. In another specification, we included lagged crime
victimization to see if people adapted to the effects of being a victim over time.
Finally we ran a separate equation using the Economic Ladder Scale question (ELS)
(where people place themselves on a societal economic ladder), which is a proxy for
relative economic status; we included it in a separate specification because it was
only asked in a few of the years and therefore reduces our sample size.

Our results support our intuition about unexplained crime probability. First of
all, our first stage regressions yielded (expectedly) that those individuals that are
older, more educated, wealthier, unemployed, speak the dominant language (that
is are non-minorities), and live in a country with a higher crime rate, as well as
those that were victimized in the past year, were more likely to be crime victims
in the present year. In the second stage, we found that, as expected, controlling
for everything else, being victimized in the past year has a negative effect on hap-
piness today. However, having a higher crime norm (or “unexplained” victimiza-
tion probability) is positively correlated with happiness, for example it acts to
counter or mitigate the negative effects of victimization (table 4). Of course it is
possible that our “crime norm” variable is picking up other traits that affect well
being but that we cannot observe.

In our study on optimism in Africa, Matthew Hoover and I examined the extent
to which optimism mediated adversity such as crime victimization. We found
similar evidence of downward adaptation. Optimism or positive attitudes presum-
ably affect the way in which people deal with adversity. We examined the well-
being costs of having been a crime victim. We split the sample into those respon-
dents who reported high levels of personal security and those who reported low
levels, with respondents’ assessments of their living conditions as the dependent
variable. We then compared the coefficients on being a crime victim. We found that
the costs were lower for those respondents who responded that they had high levels
of insecurity than for those respondents who had low levels of insecurity (table 5).

There are several plausible explanations for this. If you expect that you will be
a crime victim, some of those costs are already internalized in the expectation,
and the actual event has less effects on well-being. Alternatively being a victim of
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Table 4. Effects of Crime on Happiness in Latin America, Dependent Variable: Happiness

Explanatory variables

Base specification

With crime residuals

age

age2

gender

married

edu

edu2

socecon

subinc

ceconcur

unemp

poum

domlang

vcrime

crresid

els

verimell (1 year lag)

verimel2 (2 year lag)

Control for gini

Control for GDP growth rate
Control for lagged GDP growth rates

-0.0230
(0.000)***
0.0000
(0.000)***
0.0070
—~0.614
0.0850
(0.000)***
-0.0220
(0.000)***
0.0010
—-0.077
0.2110
(0.000)***
0.2870
(0.000)***
0.2190
(0.000)***
-0.1770
(0.000)***
0.1750
(0.000)***
0.5950
(0.000)***
-0.0960
(0.000)***

No
No
No

-0.0200
(0.000)***
0.0000
(0.000)***
0.0210
-0.201
0.0600
(0.001 )%+
-0.0260
(0.000)***
0.0010
(0.038)*
0.2140
(0.000)***
0.3030
(0.000)***
0.1970
(0.000)***
-0.2170
(0.000)***
0.1410
(0.000)***
0.6520
(0.000)***
-0.5360
(0.000)***
0.4460
(0.000)***

—-0.0210
(0.000)***
0.0000
(0.000)***
0.0400
(0.050)**
0.0630
(0.004)**
—-0.0280
(0.000)***
0.0010
(0.024)**
0.2280
(0.000)***
0.3060
(0.000)***
0.2350
(0.000)***
—-0.1990
(0.000)***
0.1470
(0.000)***
0.6360
(0.000)***
-1.0770
(0.000)***
1.0170
(0.000)***
0.1000
(0.000)***
-1.4710
(10.77)%*
1.8550
(15.52)%*
No
No
No

-0.0180
(0.005)*
0.0000
—-0.051
0.0240
~0.199
0.0620
~0.104
-0.0240
~0.385
0.0010
—~0.451
0.2280
(0.000)*
0.3140
(0.000)*
0.2180
(0.000)***
-0.2300
(0.002)#*
0.1530
(0.000)*
0.5490
(0.006)***
-0.8930
~-0.239
0.8020
~0.286

—1.8190

—-1.67
1.6760

—1.47

Yes

Yes

Yes

sk

** significant at 5%; significant at 1%.

Notes: Absolute value of z statistics in parentheses.
Source: Carol Graham and Soumya Chattopadhyay, using data from Latinobarometro.
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Table 5. Costs of Crime Victimization in Africa: Regressions of Living Conditions on Crime in
Africa

Dependent variable: Living conditions

For observations where personal security For observations where personal
>3 security <3
Coefficient Stat sig. t-score Coefficient Stat sig. t-score

Age —0.0442 o —-7.34 —-0.037 ok —3.71
Age2 0.0003 o 5.75 0.0003 ok 3.08
Years of education 0.0822 i 8.06 0.0854 ok 4.79
Gender: Male —0.0833 o —2.46 —0.1164 o =2
Income 0.0794 o 11.24 0.0787 ok 6.41
Urban —0.0098 —-0.25 0.2278 ok 3.2
Unemployed —-0.03 —-0.75 —0.0363 —-0.53
Frequent Crime Victim —0.0794 e —4.08 —0.0459 o —2.43
Country Dummies

Cape Verde 0.3267 o 4.58 0.0999 ok 0.64

Lesotho —0.8754 o —-10.77 —1.2125 ok —-9.92

Mali —0.1684 i —-2.16 —0.2251 —1.21

Mozambique 0.8037 e 10.22 0.3064 o 2.39

South Africa —0.0534 —-0.76 —0.2786 o —2.45

Kenya 0.3875 i 5.61 0.5895 ik 5.46

Malawi —1.1061 o —-13.71 —0.3532 —1.43

Namibia 0.863 o 11.02 0.8255 ok 5.89

Nigeria 1.031 i 15.86 0.7854 ok 5.82

Tanzania —0.1136 —1.36 0.2647 o 2.14
Observations 11675 3954
LR Chi? 1880.57 605.18

* Significant at 10% level; ** Significant at 5% level; *** Significant at 10% level.
Notes: Uganda is a control country dummy.
Source: Carol Graham and Matthew Hoover, using data from www.afrobarometer.org

crime in an area where it is the norm are less likely to feel or suffer stigma effects
than are those who are victims of crime in an area where it is rare. Or perhaps
the negative effects of being a crime victim are mediated by the higher levels of
optimism that we find among the poor and more precariously situated. All three
explanations could be at play.

Chattopadhyay and I repeated our econometric analysis of crime with identical
regressions and the pooled data, but with corruption victimization as the depen-
dent variable. Like the crime question, the first order question was “Were you or
someone in your family a victim of corruption in the past year?” We generated a
similar corruption norm variable, based on the unobserved probability of being a
corruption victim—as in the case of crime—and tested the extent to which it
mediated the effects of corruption victimization on happiness.
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We get virtually identical results. Being a victim of corruption in the past year
is correlated with lower happiness levels. Our corruption norm variable, on the
other hand, is positively correlated with happiness (table 6). As in the case of
crime, being a victim of corruption is mitigated in contexts where corruption is
more common, and there are both less stigma effects and individuals have

Table 6. Effects of Corruption on Happiness in Latin America, Dependent Variable: Happiness

Explanatory variables

Base specification

With corruption residuals

age

age2

gender

married

edu

edu2

socecon

subinc

ceconcur

unemp

poum

domlang

vcorr

corrresid

els

Control for gini

Control for GDP growth rate
Control for lagged GDP growth rates

-0.0230
(0.000)"*
0.0000
(0.000)*
0.0100
—-0.473
0.0840
(0.000)"*
-0.0240
(0.000)*
0.0010
—-0.053
0.2120
(0.000)"*
0.2910
(0.000)*
0.2170
(0.000)*
—-0.1680
(0.000)"*
0.1760
(0.000)"*
0.5970
(0.000)*
-0.1570
(0.000)**

-0.0210
(0.000)"*
0.0000
(0.000)***
0.0410
(0.014)™
0.0620
(0.001)"*
-0.0350
(0.000)"*
0.0010
(0.002)"*
0.2270
(0.000)"*
0.3150
(0.000)"*
0.1840
(0.000)"*
-0.2000
(0.000)"*
0.1580
(0.000)"*
0.6680
(0.000)"*
-0.9160
(0.000)"*
0.8090
(0.000)"*

-0.0230
(0.000)"*
0.0000
(0.000)***
0.0500
(0.014)™
0.0710
(0.001)"*
-0.0400
(0.000)"*
0.0010
(0.006)"*
0.2360
(0.000)"*
0.3120
(0.000)"*
0.2310
(0.000)"*
-0.1890
(0.000)"*
0.1690
(0.000)***
0.6450
(0.000)"*
-0.9070
(0.000)"*
0.8330
(0.000)***
0.0970
(0.000)"*

-0.0190
(0.003 )%
0.0000
(0.035)*
0.0470
—-0.075
0.0690
(0.030)**
-0.0380
~-0.129
0.0020
~-0.263
0.2400
(0.000)***
0.3280
(0.000)***
0.2120
(0.000)***
-0.2190
(0.001)*
0.1730
(0.000)***
0.5880
(0.001)*
-1.1420
(0.017)**
1.0340
(0.027)"*

Yes
Yes
Yes

** significant at 5%; ***

significant at 1%.

Notes: Absolute value of z statistics in parentheses.
Source: Carol Graham and Soumya Chattopadhyay, using data from Latinobarometro.
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adapted or become accustomed to it. Again, as in the case of crime, this adap-
tation is likely a good coping mechanism from an individual welfare perspective,
but it also allows societies to remain in high corruption equilibriums for pro-
longed periods of time.

Our findings on the effects of both crime and corruption in Afghanistan
support the adaptation hypothesis. Neither crime nor victimization due to corrup-
tion have significant effects on people’s reported well-being in that country,
perhaps because people are used to both (table 7) (Graham and Chattopadhyay
2009). Rather interestingly, there seem to be different crime and corruption
norms in a few particular areas, which are characterized by more Taliban influ-
ence than the average. While our team was not able to interview in the conflict
ridden zones, they did interview in a few districts in the south, characterized by
more Taliban presence than the average. In these areas, which were happier, on
average, than the rest of the sample, crime and corruption rates were lower (par-
ticularly the latter), and victims of corruption were significantly less happy than
the average. The findings suggest that where norms differ—and thus attitudes
about the phenomena differ—individuals are less likely to adapt to these phenom-
ena and suffer greater well-being effects. And while our findings may have
nothing to do with the Taliban, as there are many other unobservable differences
across countries, they are surely suggestive of different norms of crime and cor-
ruption across them.

There are several ways to read these findings, as well as to judge whether adap-
tation is a good or bad thing for human welfare. Lower well-being costs are likely
to make individuals more tolerant of or adaptable to such events, and thus less
likely to do anything about them. At the same time, departing from a high crime
or corruption norm is very hard—and potentially very costly—at the individual
level. In other words, operating honestly in a situation where no one else does is
inefficient and time consuming in the best instance and dangerous or risky in the
worst.> Thus rather than operate “irrationally” or in a costly manner, most indi-
viduals adapt to the higher crime norm. While that may be good for individual
well-being—and perhaps survival—it may be negative in a collective sense, as it
allows societies to fall into and stay in very bad equilibrium—such as the pro-
longation of very corrupt, violent regimes—for prolonged periods of time. These
adaptation dynamics help explain why regimes such as Mobutu in Zaire or
Fujimori in Peru were able to stay in power much longer than the predictions of
most reasoned observers.

Tipping high crime and corruption equilibrium is difficult at best, although it
surely is possible, as evidenced by the highly visible case of Medellin, Colombia.
Medellin had the highest murder rate—or at least one of the highest, accepting
that these things are difficult to measure precisely—in the world in the early part
of the millennium. After that, its crime rate tipped downward dramatically, due to
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a number of critical factors, including the leadership of a dynamic mayor, as well
as crime rates reaching intolerable levels (the definition of tolerance obviously
varies across populations). By 2008, citizens in Medellin had more confidence in
their police than in any other city in the country, by a wide margin: 80 percent of
respondents rather than 50 percent in other cities (see Encuesta Annual Ciudadana
Sobre Percepcion y Victimizacion).

In the same way that individuals adapt to the benefits (and also to the negative
externalities) of overall rising income trends, they also adapt to the costs of rising
crime and corruption trends. In the same way that income increases across time may
not result in commensurate increases in well-being: increasing crime and corruption
may not result in commensurate decreases in well-being as societies adapt to these
phenomena.”! There are surely tipping points in both instances, as levels of crime
and corruption become unsustainable (for example), as rising income levels result in
positive externalities that increase happiness, or both (as well as, perhaps, greed).

Adapting to Illness: Variance in Health Norms across Cohorts
and Countries

The health arena provides another example of adaptation. A great deal of the var-
iance in reported health satisfaction cannot be explained by objective differences,
and my research —with several colleagues—finds a major role for adaptation and
variance in norms of health. A telling example is that while objective health indi-
cators are better in the Netherlands than in the United States, reports of work-
related disability are higher in the former than in the latter (Kapteyn, Smith, and
van Soest 2007). Reports of conditions like diabetes and hypertension, mean-
while, are notoriously inaccurate, particularly in poor countries where awareness
of these conditions is low. Across all countries, they are mediated by income and
education, among other factors.??

Across countries, there is higher tolerance for poor health in the poorer
countries, and less satisfaction with better health in the rich ones. Within
countries, while rich people are slightly more satisfied with their health than poor
ones, and more “objective” measures of health, such as the EQ5D health index,
also track with socioeconomic status, the gaps in the assessments of satisfaction
are much smaller than the gaps in objective conditions (quality, access, outcomes)
would predict.>®> The same often holds across education, job, and economic satis-
faction domains, depending on the sam