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Preface

This book presents the results of about three years of work finished in early
1992 in the area of private investment and macroeconomic adjustment. Its
purpose is to explore the macroeconomic determinants of investment and
the causes and cures for the gap between macroeconomic adjustment and
stabilization and the resumption of economic growth in developing coun-
tries, a gap that even today—10 years after the debt crisis and the subse-
quent adjustment of the eighties—remains wide. This volume highlights
the central role of capital formation (private and public) in the restoration
of sustainable growth.

Most of the book’s chapters were developed as part of a research project,
“Private Investment and Macroeconomic Adjustment,” financed by the
Research Committee of the World Bank. They were presented in several
seminars both within and outside the Bank. A conference was held at the
World Bank in Washington, D.C.in March 1991, where the work in progress
was presented. The paneldiscussion thatclosed the conferenceis contained
in the final chapter of the book.

Three of the chapters contain previously published material, which is
reproduced here with the kind permission of the copyright holders: chapter
2, by Luis Servén and Andrés Solimano, was originally published by The
World Bank Research Observer. Chapter 3, by Robert Pindyck, was published
by the Journal of Economic Literature. Chapter 6 by Luis Servén and Andrés
Solimano, was published in Adjustment Lending Revisited: Policies to Restore
Growth, edited by V. Corbo, S. Fischer and S. Webb.

In developing this work we benefited greatly from the encouragement
and advice provided by many colleagues at the World Bank and elsewhere.
Among them, our greatest debt is probably to Vittorio Corbo for his
constant support from the early stages of this project. We are also grateful
to Alan Gelb for his advice, to Anna Maranon and Sabah Moussa for their
patient typing of our many revisions to the manuscript, and to Whitney
Watriss for her careful editing. Special thanks go to Cecilia Guido-Spano
and also Jenepher Moseley and Lauralee Wilson for their valuable assis-
tance in the editorial process, and to Fernando Lefort and Raimundo Soto
for assistance.
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Part A. Investment Theory and Adjustment
Policies






Introduction

Luis Servén
and
Andrés Solimano

Almost a decade ago, the debt crisis and the global shocks affecting
developing countries set off a protracted period of macro instability and
lack of external financing that led to a drastic decline in capital formation.
This worrisome trend endangers the social sustainability of stabilization
and reform programs in the developing world. In fact, the paradigm of
adjustment with growth involves an apparent circularity: for adjustment
policies to be followed by growth (that is, to be sustainable), a robust
response by investment is required, particularly by the private sector,
which is expected to play a key role in market-oriented reform. However,
for that investment response to materialize, and for the private sector to
engage in intrinsically irreversible investment decisions, it needs to per-
ceive adjustment as sustainable. Lack of confidence in, or just mere
skepticismabout, the permanence of policy measures may be self-defeating
and postpone the benefits of reform.

The study of different experiences with economic reform reveals that
private investment follows a cycle during adjustment. In the initial phase
of an adjustment program, private (and often public) investment falls,
following which it reaches a “plateau” in which neither a substantial
recovery (nor further decline) in private investment takes place. The
implication is that private investors are adopting a “wait-and-see” attitude.
Then, in economies where reform is consolidated and external factors
improve, sustained private capital formation resumes, although this phase
may not get underway for several years.

The questions
Important policy questions regarding the effects of macroeconomic adjust-
ment on the recent performance of investment motivated the research

covered in this volume. The questions below derive fromimportantaspects
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4 Investment Theory and Adjustment Policies

of the recent adjustment experience of developing countries. Answers to
these questions are critical to advancing the design of growth-enhancing
adjustment programs. They are:

¢ A crucial component of most adjustment programs is a real deprecia-
tion of the exchange rate, aimed at restoring external balance and making
room for growth to resume. What is the impact of a real currency deprecia-
tion on private investment? Through which channels are the level and
composition of investment affected?

¢ What has been the impact of the observed cuts in public investment
onprivate investment? Has private investment suffered from the decline in
public capital formation that resulted from the fiscal adjustment, as sug-
gested by the hypothesis of complementarity between private and public
investment? Or has it benefitted from a crowding-in effect of reduced
government expenditures?

* Why do private investors adopt a wait-and-see attitude during adjust-
ment? Do countries that undertake radical changes in the structure of incen-
tivesand the rules of the gameas part of theireconomic reforms face an intrinsic
credibility problem? Is there a coordination failure by decentralized markets
affecting private investment in the aftermath of adjustment? What other
forms of systemic instability affect capital formation? Is a lack of credibility
the main reason behind the slow recovery of investment after adjustment?

* What effect did the external debt burden and the cut in external
financing to developing countries in the eighties have on investment? What
are the relevant transmission mechanisms and orders of magnitude of the
impact of debt on investment?

¢ What policies can be devised to speed up the response of private
investment after economic adjustment?

Main conclusions

The main conclusions of this volume are as follows.

(1) Thedebt crisis, and subsequent adjustment effortin Latin America and
other developing countries led to a substantial reduction in capital forma-
tion in the 1980s. Private investment recovered somewhat after 1987, but as
of the early 1990s public investment showed no signs of recovery. Region-
ally, the cuts in private and public investment occurred mainly in Latin
America and Sub-Saharan Africa. The economies of Southeast Asia did not
experience a serious and protracted decline in investment rates in the last
decade.

(2) The external debt burden hampered investment through at least
three main channels: first, debt service requires an external transfer that,
under conditions of limited external financing, leads to reduced investible
resources; second, the anticipated “tax” associated with future debt service
(the debt overhang) reduces the anticipated return on investment; and,
third, uncertainty about the policies needed in the future to meet an equally
uncertain debt service also tends to depress investment.
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Empirically, the adverse impact of the debt burden on investment is
confirmed in investment equations estimated for samples of Latin Ameri-
can (see chapter 7) and East Asian countries (see chapter 8), and also on a
larger panel of developing countries (see chapter 6). Inall cases the relevant
debt measure was found to exert a negative and significant effect on the rate
of private investment.

(3) Theanalytical results (see chapters 2-4) underscore the importance
of irreversibility and uncertainty in investment decisions. A practical impli-
cation of the irreversibility of most fixed investment decisions is that the
response of capital accumulation to the new set of economic incentives
brought about by an adjustment program is bound to be weak if the macro
environment is unstable and the new policy regime perceived to be fragile.
From the viewpoint of investment, the stability and predictability of the
. incentive structure are likely to be at least as important as the level of the
incentives. While attractive incentives for capital formation are a precondi-
tion for the resumption of private investment and growth, they do not
guarantee it will take place. Private investors may wait and see for several
years (three or more) before deciding to invest at a sustained pace.

At the empirical level, investment equations with irreversibility con-
straints were estimated using data for selected developing countries. The
results show that investment incentives may have to be very large to
promote a significant recovery of capital accumulation (see chapter 3). The
implication is that macro stability, predictable policy, and clear rules of the
game are key ingredients for a strong response of private investment to
changes in incentives. These elements probably played a major role in the
mixed response of private investment to structural reforms (trade liberal-
ization, financial reform, labor market reform, and privatization) in differ-
ent Latin American countries: private investment reacted quite forcefully
in Chile in the late 1970s and since the mid-1980s, did so more moderately
in Mexico in the late 1980s, and failed to respond in Bolivia to the stabiliza-
tion cum structural reform launched in the mid-1980s.

Empirically, these factors can go a long way in explaining the differ-
ences ininvestment and growth between Latin Americaand East Asia in the
last two decades. Econometric analyses for both regions, as well as for a
larger group of developing countries, reveal the adverse effect of measures
of macro instability (that is, the variability of inflation and of the real
exchange rate) on private investment.

(4) The relationship between public and private investment depends cru-
cially on the composition of the former. Investment in infrastructure—and
public expenditures for the maintenance of infrastructure and human
capital formation—are likely to crowd in private investment; other types of
public investment tend to have the opposite effect. As a consequence,
excessive compression of expenditures on infrastructure in the course of
fiscal adjustment (a common pattern in developing countries) may jeopar-
dize the recovery of private investment.

Interestingly, the empirical studies included in this book suggest that
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there are strong complementarities between public and private investment
for a panel of Latin American, African, and East Asian countries. The same
result emerged from separate cross country studies of Latin America and
East Asia. In all cases, the coefficient of the ratio of public investment to
gross domestic product (GDP) in the estimated private investment equa-
tions is positive and significant. Nevertheless, separate empirical analyses
for Latin America and Asia also suggest that public sector deficits, for a
given level of public investment, crowd out private investment, as the
financing of these deficits pushes real interest rates up and /or reduces the
credit available to the private sector.

(5) Theeffectof changes in the real exchange rate on the level of aggregate
private investment is complex. Time-series studies for individual countries
tend to show a kind of J-dynamics in the response of private investment to
a real devaluation. The volume of private investment may initially drop
and then recover following a real currency depreciation. In fact, a real
devaluation squeezes real balances (or real credit) and increases the real
price of imported capital goods, all of which lead to a contraction in capital
formation in the short run. Over time, however, a real depreciation of the
exchange rate stimulates an increase in exports and investment that gives
rise to an expansion in output. Empirical work combining cross-section
data with time series for country groups in Latin America, East Asia, and
some African countries tend to show that the level of the exchange rate has
an ambiguous and statistically insignificant impact on the level of private
investment. By contrast, the variability of the real exchange rate (as a
measure of macroeconomic uncertainty) has a much stronger (and adverse)
effect on capital formation than does its level.

(6) From a policy perspective the analysis identifies areas where public
policies can promote investment. In general, sound public investment in
physicalinfrastructure and human capital must be protected during adjust-
ment, both to boost complementary private investmentand to contribute to
long—term growth. Macroeconomic stabilization and maintenance of
stable rules during the design of adjustment programs should be a policy
priority. Sustainable policies often promote private investment better than
do certain liberalization moves that can be reversed because they lack solid
macro foundations. The analysis in this project points to a wait-and-see
attitude on the part of private investors that may reflect pervasive coordi-
nation failures. In that sense, policies that increase the perceived set of
opportunities for the private sector are required to boost investment. A free
trade agreement, debt relief, and other measures can help break investors’
reluctance to commit real resources to capital formation, a shift that can
make adjustment with growth more a reality than a hope.

Summary of the chapters

Chapter 2, “Private Investment and Macroeconomic Adjustment: A Sur-
vey,” by Luis Servén and Andrés Solimano, provides a general analytical
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and methodological background for the study of the determinants of
private investment in developing countries. It describes the puzzles posed
by the response (or lack thereof) of private investment in developing
countries to the macroeconomic adjustment and reform measures in recent
years. It also reviews, broadly, the theoretical and empirical literature,
examining its ability to solve those puzzles. Particular attention is paid to
two issues: first, the impact of macroeconomic adjustment policies, includ-
ing currency depreciation and demand restraint, on private investment;
and, second, the role of uncertainty, credibility, and coordination failures in
shaping the response of private investment to changes in incentives and
policy reform. The chapter singles out two areas in which additional
research could yield valuable lessons for policy design: (a) the impact of
changes in public investment and exchange rates on private investment;
and (b) the policy options for reducing the duration of the wait-and-see
attitude of private investors after adjustment and for speeding up the
resumption of growth.

In chapter 3, “Irreversibility, Uncertainty, and Investment,” Robert S.
Pindyck surveys the relevant literature on the topic and explores the
microeconomic implications of irreversibility for investment decisions. He
explains why the conventional net present value criterion for investment
could be seriously mistaken when investment s irreversible and shows that
the magnitude of the error can be very large. The chapter describes the
solution of the optimal investment problem under irreversibility, proves
the equivalence of the option pricing and dynamic programming ap-
proaches, and investigates the consequences of different types of uncer-
tainty (as relates, for example, to relative prices, interest rates, and demand
conditions) for investment decisions. Pindyck concludes that, under rea-
sonable assumptions, uncertainty can be a powerful deterrent to investment.

Chapter 4, “On the Dynamics of Aggregate Investment,” by Ricardo J.
Caballero, makes two important contributions. First, itexplores the impli-
cations of uncertainty and irreversibility for aggregate investment. Second,
it proposes an econometric methodology for evaluating uncertainty and
irreversibility empirically. Caballero solves a very difficult aggregation
problemand confirmsrigorously that the mainimplication of irreversibility
is “asymmetric inertia” in aggregate investment: in general, investment
responds differently to positive and negative shocks. Moreover, the asym-
metry is strongly dependent on initial conditions: specifically, after a deep
recession irreversibility will make investment very insensitive to incentive
measures. This dependence suggests that further progress with the empiri-
cal evaluation of the effects of uncertainty requires in-depth analysis of
specific country cases. Theauthor presents some illustrative applications of
his proposed empirical methodology to a selected group of developing
countries.

In chapter 5, “Empirical Investment Equations in Developing Coun-
tries,” Martin Rama surveys selected empirical studies of investment in
developing countries. He provides an integrative analytical framework
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that encompasses different investment models as particular cases: the
monopolistic competition model; the neoclassical approach; the demand-
constrained case; Tobin’s Q model; the credit-constrained model; and the
foreignexchange shortage case. Each of theempirical studies oninvestment
in developing countries the chapter examines can be viewed as testing one
(or more) of these models—aithough in many cases with potential specifi-
cation and /or measurement errors. Common results from these studies
are: (a) the importance of accelerator-type effects on investment; (b) the
failure to identify empirically strong effects from the cost of capital and
other factor prices; (c) conflicting results on the effect of public investment
on private investment; (d) the importance in some cases of credit and
foreign exchange availability measures; and (e) the generally adverse
impact on investment of selected measures of instability.

Chapter 6, “Economic Adjustment and Investment Performance in
Developing Countries: The Experience of the 1980s,” by Luis Servén and
Andrés Solimano, provides a general overview and empirical analysis of
the performance of investment in developing countries in the 1980s. First,
it examines the behavior of investment in a group of 75 developing coun-
tries, with a breakdown between private and public investment for a
smaller sample. The chapter then turns to the impact of external shocks,
stabilization policies, and structural reforms on investment by comparing
the experiences of three selected groups of countries: (a) three Latin Ameri-
can countries that pursued successful stabilization and embarked on struc-
tural reforms in the 1980s or before (Chile, Mexico, and Bolivia); (b) two
Latin American countries thatsuffered severe macroeconomic instability in
the 1980s and did not pursue the extensive structural reforms of the first
group (Argentina and Brazil); and (c) three East Asian economies that
adjusted to the adverse shocks of the 1980s, while preserving a remarkable
degree of macro stability and high growth (Korea, Singapore, and Thai-
land). A major lesson from the country experiences is that the response of
private investment to structural reform is mixed (ranging from strong
[Chile] to very weak [Bolivia]). In turn, the East Asian countries suffered
only a mild and shortlived slowdown in the face of the adverse external
shocks of the eighties. Argentina, and to a lesser extent Brazil, show that
protracted economic instability is a powerful deterrent to investment.

The chapter carries out an econometric analysis of the determinants of
private investment for a sample of Latin American, African, and Asian
countries for the period 1976-88, followed by a decomposition analysis of
the sources of the variation in private investment after 1982. The analysis
reveals that the increase in the level of external debt was the chief determi-
nant of the decline in private investment in the sample. In addition, the
increase in macroeconomic instability and the decline in public investment
rates play an important role in the decline in private investment rates in
Latin America after 1982.

In chapter 7, “Macroeconomic Environment and Capital Formation in
Latin America,” Eliana Cardoso focuses on the interactions between private
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investment and macroeconomic policies in Latin America. She reviews the
experiences of Chile and Mexico as examples of adjusting countries and
Argentina and Brazil as cases of “accommodative” economic policies in the
1980s. She then turns to the negative relationship between the real exchange
rate and investment observed in the 1980s, arguing that a third variable—
the terms of trade—is the driving force, affecting both the real price of
capital and the real exchange rate. Cardoso formally shows that a deterio-
ration in the terms of trade reduces the real price of capital and thus
investment, and also forces a real depreciation of the exchange rate.

Cardoso also performs an empirical analysis of private investment on
data for the period 1970-85 for six Latin American countries (which account
for 86 percent of total GDP in Latin America). Her results confirm the
positive (and significant) effect of improvements in the terms of trade and
the irrelevance of the real exchange rate once the former variable is in-
cluded. The results also support the complementarity between public and
private investment—although they also provide (limited) evidence of
financial crowding-out of private investment by public expenditures—and
the adverse effect of the foreign debt burden. Finally, Cardoso addresses
measurement issues by comparing real and nominal shares of total invest-
ment in GDP from the World Bank and from the Summers-Heston data set
for 13 Latin American countries. The Summers-Heston data often yield
substantially higher investment to GDP ratios than do the World Bank and
national accounts sources.

Chapter 8, “Investment and Macroeconomic Adjustment: The Case of
East Asia,” by Felipe Larrain and Rodrigo Vergara, examines the experience
with investment and macroeconomic adjustment in Korea, Singapore,
Thailand, and Malaysia in the 1970s and 1980s. The high investment-high
growth record of these countries in the 1970s and 1980s is reviewed in the
light of their financial and exchange rate policies, domestic saving, and
income distribution patterns. Larrain and Vergara argue that no clear
causality emerges from financial liberalization to growth; moreover, in
several instances (subsidized) interest rates have been used to directinvest-
ment to specific sectors. On the other hand, the degree of public interven-
tion in the economy varies across the group of countries, with Korea the
most interventionist and Singapore the least. In general, state intervention
is found to be pro-business, and evidence that regulation and direct public
intervention crowded out private investment is not openly detected. An
interesting fact concerns income distribution in these countries. Itis found
to be quite equitable—particularly when compared with Latin America.
The authors argue that an equitable distribution of income supports macro
stability in two ways: first, it reduces potential social conflict, with an
ensuing favorable effect on the socioeconomic climate and thus on private
investment; and, second, it leaves less ground for populist cycles that are
eventually destabilizing.

The chapter also contains an econometric analysis of investment in
Korea, Singapore, Thailand, and Malaysia for the period 1975-88. The
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empirical results show a positive and significant effect of GDI” growth, of
the public investment ratio—a result that again suggests complementarity
in the sample—and of the real stock of credit to the private sector on the ratio
of private investment to GDP; and a negative effect of the external debt to
GDP ratio, of the real interest rate, and of macroeconomic instability
(measured by the variability of the real exchange rate). In turn, the level of
the real exchange rate exerts no significant influence on the level of invest-
ment.

The volume concludes with chapter 9, “Policies for the Recovery of
Investment: Panel Presentations.” It contains the presentations by Rudiger
Dornbusch, Robert Pindyck, Dani Rodrik, Luis Servén,and Andrés Solimano
at a panel discussion at the conference ‘Trivate Investment and
Macroeconomic Adjustment in Developing Countries’ that was held at the
World Bank in March 1991.
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Private Investment and Macroeconomic
Adjustment: A Survey

Luis Servén
and
Andrés Solimano

The correction of external imbalances in many developing countries during
the 1980s took the form of large cuts in investment rather than increases in
domestic savings.! This decline in investment, which mirrored the decline
in the transfer of external resources after 1982, was especially sharp in the
highly-indebted countries and was accompanied by slower growth in these
and other developing countries. In addition, both public and private rates
of investment fell, although the decline in private investment was more
drastic. [f this trend continues, it wilf slow potential growth in these
economies and will reduce long-run levels of per capita consumption and
income, endangering the sustainability of the adjustment effort.

This reduction in investment seems to reflect several factors. First, the
decline in the availability of foreign savings has not been matched by a
corresponding increase in domestic savings. Second, the deterioration in
fiscal conditions attributable to cuts in foreign lending, higher domestic
interest rates, and the acceleration of inflation in several countries forced a
fiscal adjustment that in many cases took the form of a contraction in public
investment. Third, the macroeconomic instability associated with external
shocks has hampered private investment. Fourth, the debt overhang has
discouraged investors through its implied tax on future cutput and the
ensuing credit constraints in the international capital markets.

In many countries, macroeconomic adjustment has not improved the
response of private investment. Even in countries that made substantial
progressincorrecting imbalances and restoring profitability—often through
drastic cuts in real wages—the effect on private investment has been weak

11
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and slow to appear. Many of these issues are difficult to explain in the
context of conventional investment theories.

This chapter reviews recent developments in investment theory and
empirical studies on investment in developing countries to explain some
features of investment behavior that were important in the 1980s:

* Therelation between public and private investment that results from
the traditional financial crowding-out effect and the complementarity
between public and private capital.

» The importance of imperfections in financial markets and financial
constraints in a world of imperfect and asymmetric information.

* Theeffects of changes in the real exchange rate on the volume, timing,
and composition of investment. These effects are especially important in
developing countries because of the typically high import content of
investment.

* The irreversible nature of most investments, which makes private
investors particularly sensitive to risk and dampens their response to
changes in economic incentives.?

* The complex relationship between the foreign debt overhang and the
volume of private investment.

* The dependence between the returns to individual investors and the
level of aggregate investment, which opens a gap between the private and
social returns on investment and creates a potential coordination failure.
Such a failure can leave the economy trapped in a low-investment, low-
growth equilibrium.

This chapter looks first at theories of investment. 1t then examines the
effect of monetary, fiscal, and exchange rate policies on private investment,
emphasizing economic or institutional features thatare specific to develop-
ing countries (for instance, pervasive rationing in the financial markets,
complementarities between public and private investment, considerable
reliance on imported capital goods, and shifts in the distribution of income).
Such features may determine how macroeconomic policies influence pri-
vate investment. Finally, thischapter discusses recentliterature on credibil-
ity, uncertainty, and irreversibility in investment decisions and looks at
how such factors influence the investment response.

Investment theory

Keynes (1936), who first called attention to the existence of an independent
investment decision in the economy, observed that investment depends on
the prospective marginal efficiency of capital relative to some interest rate
that is reflective of the opportunity cost of the invested funds. He pointed
out that private investment was intrinsically volatile since any rational
assessment of the return on investment was bound to be uncertain. The
“animal spirits” of private investors would be the main driving force in
investment decisions.

After Keynes, the evolution of investment theory was linked to simple
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growth models. These models gave rise to the accelerator theory, popular
in the 1950s and early 1960s and widely used even today in practical growth
exercises. The accelerator theory makes investment a linear proportion of
changes in output. Its extreme simplicity explains its popularity: given an
incremental capital /output ratio (ICOR), it is easy to compute the invest-
ment requirements associated witha given target for output growth. In this
view, expectations, profitability, and capital costs play no role.

Therestrictiveassumptions behind the accelerator theory led Jorgenson
(1967) and Hall and Jorgenson (1971) to formulate the neoclassical ap-
proach. Here the desired (or optimal) capital stock depends on the level of
output and the user cost of capital (which in turn depends on the price of
capital goods, the real interest rate, and the depreciation rate). Lags in
decisionmaking and delivery create a gap between current and desired
capital stocks, giving rise to an investment equation, that is, an equation for
the change in the capital stock.

The foundations of this approach have been criticized on the grounds
that: the assumptions of perfect competition and exogenously given output
are inconsistent; the assumption of static expectations about future prices,
output, and interest rates is inappropriate, since investment is essentially
forward-looking; and the lags in delivery are introduced ad hoc.

An alternative view, associated with Tobin (1969), is that what matters
is the relation between the increase in the value of the firm as a result of the
installation of an additional unit of capital and its replacement cost. When
the increase in the firm’s market value exceeds {or is less than) the replace-
ment cost, firms will want to increase (or decrease) their capital stock. This
ratio, known in the literature as marginal Q, may differ from unity because
of delivery lags and adjustment or installation costs. However, itis noteasy
to measure marginal Q, and the ratio of the market value of the entire existing
capital stock to its replacement cost (the average Q ratio) is used instead.

Abel (1980), Hayashi (1982), and Precious (1985) point to problems in
using average Q. If firms enjoy economies of scale or market power, or if
they cannot sell all they want, marginal and average Q will systematically
differ. Moreover, the assumption of increasing marginal installation costs
underlying the Q theory is dubious. The cost of additions to an individual
firm’s capital stock is likely to be proportional—or even less than propor-
tional--to the volume of investment because of the lumpy nature of many
investment projects. More important, disinvestment, if feasible, is more
costly than positive investment: capital goods often are firm-specific and
have a low resale value.

Anextremebut useful view of thisasymmetry is to consider investment
completely irreversible. This notion, introduced by Arrow (1968), suggests
that under conditions of certainty, irreversibility creates a wedge between
the cost of capital and its marginal contribution to profits. However, it is
under conditions of uncertainty that irreversibility can have important
implications for investment decisions. Recent literature (Bernanke 1983;
McDonald and Siegel 1986; Pindyck 1988; Bertola 1989; Bertola and Cabal-
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lero 1990; and chapter 3, “Irreversibility, Uncertainty, and Investment,” in
this volume) emphasizes that risk factors canhave a very negative effecton
irreversible investment. The intuitive reason is that if the future is uncer-
tain, any addition to productive capacity today risks the chance that the firm
may find itself stuck tomorrow with excess capital that cannot be eliminated
(costlessly). This point implies that uncertainty may be as relevant for invest-
ment decisions as such conventional variables as interest rates or taxes are.

In the Keynesian tradition, the disequilibrium approach (Malinvaud
1980, 1982; Sneesens 1987) views investment as a function of both profitabil-
ity and demand for output. In Malinvaud (1982) investment decisions have
two stages: first, the decision to expand the level of productive capacity;
and, second, the decision about the capital intensity of the additional
capacity. The former decision depends on the expected degree of capacity
utilization in the economy, which provides an indicator of demand condi-
tions; the latter decision depends on relative prices such as the cost of capital
and labor. The distinction between the decisions is meaningful because
factor proportions are assumed to be variable before the investment but
fixed after it. The investment decision, in turn, takes place in a setting in
which firms may be facing current and expected constraints on future sales,
an important departure from the continuous market-clearing assumed by
both neoclassical (Jorgenson’s) and Tobin’s Q models. Therefore, invest-
ment depends both on profitability and on the prevailing sales constraints,
which determine the rate of capacity utilization (see Sneesens 1987).

Disequilibrium models have often been criticized on the grounds that
their assumptions regarding expectations are too simple and that they do
not explain why prices are rigid. Market disequilibrium and rational
expectations are not, however, necessarily inconsistent hypotheses. Neary
and Stiglitz (1983) have developed rational expectations models in which
the markets for goods and labor do notclear, ina context of forward-looking
agents that anticipate future sales constraints and wage and price rigidities
(see also Precious 1985). This point is particularly relevant since investors
are concerned whether investment decisions made today will bejustified by
events in the future. From the policy viewpoint, important problems of
macroeconomic adjustment, such as a persistent decline in output, are
associated with (transitory) disequilibrium in the goods and labor markets.
In such conditions investment behavior may involve a combination of
expectations and market disequilibrium.

The macroeconomic models of coordination failure, which emphasize
the inability of individual agents to coordinate successfully their decisions
in a decentralized economic system, provide another view. Although there
are many potential sources for such failure (see Cooper and John 1988), the
most common one is the existence of monopolistic competition with in-
creasing returns to scale. In this context, the returns on investment depend
on the overall level of economic activity, which in turn s positively affected
by the volume of aggregate investment. Since each individual firm is likely
to view its own contribution to aggregate investment as negligible, the
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social and privatereturnsoninvestmentdiverge, with the former exceeding
the latter. Under certain conditions the economy may get stuck in an
“insufficientinvestment” equilibrium, in which individual firms invest too
little—lowering aggregate investment—precisely because each firm ex-
pects aggregate investment to be low (Kiyotaki 1988; Schieifer and Vishny
1988). As is emphasized later, this mechanism may play an important role
in adjustment programs.

There is a growing literature on the effects of financial constraints on
investment. At the micro level firms may face binding financial constraints
in the domestic capital markets because interest rates are controlled or because
of endogenous credit rationing (Stiglitz and Weiss 1981). Asymmetric
information, adverse selection, and incentive effects may make interest rate
changes an inefficient device to sort out good borrowers from bad borrow-
ers. Under those conditions creditors may prefer credit rationing and
quantitative constraints. The recent literature on the financial determinants
of investment (see Fazzari, Hubbard, and Petersen 1988a, 1988b; Calomiris
and Hubbard 1989; Mayer 1989; Mackie-Mason 1989; and Hubbard 1990)
emphasizes that internal finance (retained profits) and external finance
(bonds, equity, or bank credit) are not perfect substitutes. The discrepancy
in the cost of financing is the result of asymmetric information: lenders in
capital markets cannotevaluate accurately the quality of investmentoppor-
tunities. This situation raises the cost of new debt and equity above the
opportunity cost of internal funds. In this view, investment is sensitive to such
financial factors—a departure from the idea of the perfect capital market.

Fazzari, Hubbard, and Petersen (1988a) and Hubbard (1990) report
empirical research along these lines for industrial countries. They test the
role of the financial structure of the firm in the Q, neoclassical, and
accelerator models of investment by firm size. They find that financial
effects areimportant for investment butalso that there are differences in the
sensitivity of investment to liquidity, depending on firms’ policies regard-
ing retained earnings. An important macroeconomic dimension of these
findings is that, provided fluctuations in cash flow and liquidity are
correlated withmovements in aggregate economic activity and the business
cycle, macroeconomic instability may affect investment mainly by firms
that rely heavily on internal finance.

Chenery and Bruno (1962) raise an important point: in developing
economies where domestic and foreign capital goods are highly comple-
mentary, the lack of foreign exchange to import machinery and equipment
can constrain growth, although in the medium run substitution between
domestic and foreign capital goods, as well as export promotion, can ease
the foreign exchange constraint (see Bacha 1984, 1990).

Macroeconomic policies and private investment

Monetary, fiscal,and exchange rate policies aimed atcorrecting unsustainable
macroeconomic imbalances are bound to affect private investment. The
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standard macroeconomic package oriented toward improving the balance
of payments and reducing inflation includes restrictive fiscal and monetary
policies supplemented by real devaluation. The relevant empirical litera-
ture on the macroeconomic determinants of investment in developing
countries is reviewed here. The transmission mechanisms through which
such policies affect capital formation are highlighted.

Monetary policy

The restrictive monetary and credit policies included in stabilization pack-
ages affect investment in two ways: they raise the real cost of bank credit;
and, by raising interest rates, they increase the opportunity cost of retained
earnings. Both mechanisms raise the user cost of capital and lead to a
reductionininvestment. Studies by de Melo and Tybout (1986), Greene and
Villanueva (1991), and Solimano (1989) confirm this effect. Other econo-
mists disagree, however. van Wijnbergen (1982), Blejer and Khan (1984),
Lim (1987), and Dailami (1990), for example, find that in the repressed
financial markets typical of many developingcountries, credit policy affects
investment directly because credit is allocated to firms with access to
borrowing at preferential interest rates rather than through the indirect
interest rate channel—although interest rates also affect firms that borrow
in the unofficial money market (van Wijnbergen 1983a, 1983b). Thus the
institutional structure of the financial markets in developing countries is
important in determining the effect of monetary and credit policy on
investment and how such policy is transmitted.

Fiscal policy

High fiscal deficits push interest rates up or reduce the availability of credit
to the private sector, or both, crowding out private investment. Hence the
reduction of the public deficit during macroeconomic adjustment should
allow private investment to expand (as confirmed by van Wijnbergen 1982
in the case of Korea). However, the way a fiscal deficit is corrected also
matters. The mix of tax increases and spending reductions will affect
agpregate private investment. Efforts to reduce the public deficit often
involve cutting back on public investment. Some of these expenditures
(especially those for such components of infrastructure as roads, ports, and
communication networks) may be complementary with private invest-
ment, and the cutback will cause private investment to fall. This pattern
underscores the need to protect public expenditure on infrastructure dur-
ing adjustment to encourage the recovery of investment and growth.
Several empirical studies shed lighton thisissue. A study by Blejer and
Khan (1984), based on cross-country data, finds that government invest-
ment in infrastructure is complementary with private investment (and
other types of government investment are not). Greene and Viilanueva
(1991) and chapter 6, “Economic Adjustment and Investment Performance
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in Developing Countries: The Experience of the 1980s,” in this volume
arrive at similar conclusions using multicountry panel data. Musalem
(1989) reports that private and public investment was complementary in a
time-series study of investment in Mexico. Balassa (1988), however, reports
cross-section estimates showing that an increase in public investment leads to
adeclineinprivateinvestment. He further finds anegative correlation between
the share of public investment in total investment and the size of ICORs, an
indicator that public investment s less efficient than private investment. Khan
and Reinhart (1990) reexamine the differences in productivity between private
and public investment fora sample of 24 developing countries and find that
the marginal productivity of public sector capital is negative (although not
significantly so), whereas that of private investment is significantly positive.

Changes in output

Empirical studies of investment in developing countries show that changes
in output are the most important determinant of private investment (see
Blejer and Khan 1984; Faini and de Melo 1990; Greene and Villanueva 1991;
and chapter 6, “Economic Adjustment and Investment Performance in
Developing Countries: The Experience of the 1980s,” in this volume). To a
certain extent this finding is puzzling, since a substantial amount of fluctua-
tion in output appears to be transitory and therefore should not affect
investrnent. Further, it is costly to install capital, so that adjusting to
transitory shocks is suboptimal. Thus the puzzle remains largely unex-
plained (see Shapiro 1986), although it might be the product of investors’
myopic expectations or short planning horizon.

Whatever the cause, the implication is that the contraction in demand
induced by adjustment measures is likely to have an adverse short-run
effect on investment because of its negative effect on the growth of output.
This effectisapparentin the contextof the Q theory of investment. Solimano
(1989)shows thatin Chileaggregateinvestment profitability is procyclical—
Tobin’s Q increases in upturns and falls in downturns—so that the market
valueof capital, and hence investment, would be expected to fall in the short
run in response to a exogenous slowdown in economic activity.

The downturn may also affect investment through its effect on expec-
tations. A recession, for instance, could lead investors to postpone investing
until the economy recovered. This response might in turn delay the
recovery,and the economy might get stuck in a low investment equilibrium
because of self-fulfilling pessimism. To avoid such an outcome, it is
important that governments design demand adjustment policies that mini-
mize the potentially adverse effects on investment and growth.

Exchange rate policy

To reduce the external imbalance, adjustment programs rely on a combina-
tion of volicies that reduce expenditures and switch spending toward
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domestic goods. The switch generally includes a real devaluation, with
significant consequences for investment.

Profitability. Devaluationhasimportant effects on profitability through
its impact on the relative price of capital goods. Because investment goods
combine domestic components (that is, construction or infrastructure) and
foreign components (machinery and equipment), a real depreciation raises
the real cost of imported components and acts like an adverse supply shock
on the “production” of investment goods. Buffie (1986) and Branson (1986)
note that a real depreciation increases the real cost of new capital goods
relative to domestic goods, a phenomenon that depresses investment in
nontradable activities. In the tradable goods sector, however, the cost of
new capital goods—relative to the price of output—falls, and investment
rises. The result for aggregate investment is therefore uncertain.

The empirical studies reflect this theoretical ambiguity. In the shortrun
real depreciation adversely affects investment {although its long-run effect
may be positive). For example, Musalem (1989) finds that devaluation has
had an adverse effect on investment in Mexico. Faini and de Melo (1990)
arrive at similar results using data for 24 developing countries. Branson
(1986) explicitly calculates the impact of a devaluation on Tobin’s Q in the
home goods sector, concluding that profits fall (along with the market value
of capital) at the same time that the real cost of new capital goods rises.
Solimano (1989), using an empirical simultaneous equation model for
Chile, also concludes that a real depreciation reduces investment in the
short run, although it recovers in the medium term. Moreover, this study
finds that a real appreciation produces an unsustainable expansion in
investment. In contrast, the empirical analysis of panel data on private
investment for a number of developing countries (see chapter 6, “Economic
Adjustment and Investment Performance in Developing Countries: The
Experience of the 1980s,” chapter 7, “Macroeconomic Environment and
Capital Formation in Latin America,” and chapter 8, “Investment and
Macroeconomic Adjustment: The Case of East Asia,” in this volume) shows
that the real exchange rate has an insignificant effect, in the statistical sense,
on aggregate investment; however, its variability does have a significantly
adverse effect.

In general, a high dependence on imported capital and intermediate
goods, along with a relatively low share of traded goods in total investment,
results in a contraction in investment after a real devaluation. Lizondo and
Montiel (1989) distinguish between investment in traded and nontraded
goods in a model in which capital is sector-specific. They decompose the
effect of devaluation on the cost of capital, the product wage in both sectors
(also examined by van Wijnbergen 1985 and Risager 1988), and the cost of
imported intermediate inputs. The results show that the net effect of a real
depreciation is ambiguous: investment in tradable goods increases at the
same time that investment in domestic goods declines.

Anticipated and unanticipated devaluation may affect the profitability
of investment by raising the real interest rate. Devaluation will raise the
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price of imported intermediate inputs, and wages under indexation will
rise. If monetary policy does not fully accommodate the increase in prices,
real money balances will fall, pushing the real interest rate up for a given
rate of (expected) inflation. In this way, an unanticipated devaluation
depresses the market value of existing capital and exerts an adverse effect
oninvestment In contrast, if devaluation was anticipated and if it elimi-
nated expectations that the currency would be devalued, investment might
expand, since the required return on capital would tend to fall, mirroring the
reduction in the anticipated rate of depreciation. This result depends on the
degree of financial openness and on the import content of investment.

Financial Effects of Devaluation. The debt crisis of the 1980s attracted
attention to the effect of devaluation on the real value of foreign currency
liabilities. In the case of firms with foreign debts, devaluation automatically
raises the burden of debt and thereby reduces the net worth of firms
producing home goods. If the domestic credit markets are imperfect (as is
often the case in developing countries), these firms may face credit con-
straints or higher financing costs as creditors raise interest rates to compen-
sate for the increased risk of default. These financial pressures will lead
directly to reduced investment for indebted firms at risk of bankruptcy. The
increase in the real value of the firms’ foreign debt also affects investment
indirectly. As the net worth of these firms falls, so does the quality of the
portfolios of their domestic creditors. Banks and financial intermediaries
may be forced to reduce their exposure by cutting their loans—or they may
simply go bankrupt. The ensuing tightening of credit markets may reduce
the supply of credit (or raise interest rates), even for firms that have no
foreign currency liabilities. The implications for investment as financing
becomes scarce and expensive are obvious.

The financial effects of an unanticipated devaluation may require that
the government bail firms or financial intermediaries out to avoid an
epidemic of bankruptcies that could jeopardize the adjustment effort.
Financingthe bailout, however, may lead to adomestic debtoverhang, if the
government or the central bank issues bonds to cover the foreign exchange
losses of commercial banks or firms. The ensuing rise in public debt puts
upward pressure on interest rates that crowds out private investment. It is
important to note the implicit tradeoff between supporting investment
today (by subsidizing indebted firms) and supporting it tomorrow, when
previously issued public debt may crowd out investment.

Empirical studies of the financial effects of devaluation and its impact
oninvestmentare scarce; the exceptionsare Easterly (1990)and Rosensweig
and Taylor (1990). In Easterly’s model, devaluationresultsinadropin gross
domestic product (GDP) and in private investment, but the decline in
investment is greater than the reduction in GDP. The main cut in invest-
ment comes from corporations and is the result of a sharp increase in real
foreign indebtedness. Easterly reports that the cash flow of corporations
declines substantially as a result of capital losses on dollar debt, while the
replacement costof capital rises sharply. Rosensweigand Taylor (1990)also
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underscore theimportance of foreign currency liabilities. In their model for
Thailand, GDP increases following a real depreciation, under the assump-
tion of a strong export response to relative price incentives (ignoring capital
losses on foreign debt). Higher net worth results in more deposits to banks,
the supply of credit rises, and interest rates fall. The result is an increase in
investment. When the capital losses on foreign liabilities associated with a
devaluation are taken into consideration, however, the expansionary net
effect on exports may be offset, and domestic capital formation may fali.

Devaluation, Output, and Investment. Devaluation may also reduce
investment by depressing aggregate demand. Moreover, if investment has
a significant import content, the expansion of output is likely to be a
necessary (butnotsufficient) condition to sustain investment (Servén 1990).
The literature on contractionary devaluation (Krugman and Taylor 1978;
van Wijnbergen 1982; Edwards 1988; Solimano 1986; Lizondo and Montiel
1989) emphasizes the slow working of the substitution effects arising from
devaluation. Intheshort runitsadverseincome effects are dominant. These
effects operate through two channels on the demand side: one is the likely
trade imbalance, which results in a real income transfer to the rest of the
world (even at given terms of trade); the other is the negative effect on
consumption as real income is redistributed from wages to profits. On the
supply side three mechanisms of transmission may contribute to the
contraction in output: the increased real price of imported inputs for
domestic goods; the rise in the price of working capital (because of the
increased interest rates); and real wage resistance. If the currency devalu-
ation leads to a drop in GDP, the slump in economic activity will prompt
a cutin investment (unless the slump is perceived to be transitory). Given
strong substitution effects, however, such as a large rise in exports, GDP
will expand, a trend that will raise real income and stimulate investment
spending as the degree of capacity utilization increases. This outcome is
more likely as time passes and substitution effects gradually come into
play.

The Timing of Investment. An anticipated devaluation can have a
substantial effect on the timing of investment through its effect on interest
rates and the future price of imported capital goods (for a detailed exposi-
tion, see Servén 1990). Its effect on interest rates depends on the degree of
financial openness, that is, the costs of portfolio adjustment. In the case of
imperfect capital mobility, the domestic real interest rate is an increasing
function of the foreign real interest rate plus the expected rate of deprecia-
tion of the real exchange rate (it may also depend on the relative or absolute
stocks of financial assets). The perception that a real depreciation is
imminent will be reflected in higher real interest rates—according to the
degree of capital mobility. In this way expectations of a devaluation
represent a transitory disincentive to invest: pending the depreciation, the
real interest rate is high and investment is low. Once devaluation has taken
place, the disincentive is eliminated, and investment rises.

The import content of capital goods operates in the opposite direction.
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When a real depreciation is anticipated, the real price of imported capital
goods is expected to rise. Before the depreciation, imports of capital goods
are cheap and investment high (the mechanism is similar to an anticipated
increase in tariffs on investment goods). Dornbusch (1985) notes that this
amounts to a transitory investment incentive that disappears once the
depreciation is implemented. The net effect on investment depends on the
degree of interational capital mobility relative to the import content of
investment. When capital is highly mobile, the effect on the interest rate
dominates, and expectations of a devaluation lead to an investment silump
that will persist until the depreciation is actually undertaken. When capital
is relatively immobile and investment requires a high proportion of im-
ported capital goods, an anticipated depreciation may resultin a transitory
investment boom that subsides when the depreciation occurs.

The incentive structure

A key ingredient of most adjustment packages is a change in economic
incentives that switches spending to domestic goods and raises profitability
in the tradable sector. This change inincentivesis expected to lead toaburst
of investment in tradables that boost production and economic growth and
thus ensure the sustainability of the adjustment effort.

In practice, however, the investment response often is unexpectedly
slow and weak. In the meantime the short-run deflationary consequences
of cutsin expenditures may be magnified, causinga slump ingrowth. In the
face of the high costs of adjustment in terms of employment and growth, the
stabilization effort may fail.

Conventional investment theories do not explain this slow response
except by the (unconvincing) arguments that firms face rapidly increasing
costs of adjustment (an assertion that does not seem realistic), or that
investors’ expectations adapt very slowly to economic changes. A more
satisfactory explanation takes into account the importance of uncertainty.

Irreversibility, uncertainty, and investment

Uncertainty plays a key role in investment decisions because they are
largely irreversible. These investments represent sunk costs, since capital,
once installed, cannot be used in a different activity (without incurring a
substantial cost). As chapter 3, “Irreversibility, Uncertainty, and Invest-
ment,” describes in detail, the decision to invest in an uncertain environ-
ment involves exercising an option—the option to wait for new informa-
tion. The loss of this option, which must be considered part of the
opportunity cost of investment, is overlooked in conventional calculations
of net present value. As recent studies show, this opportunity cost can be
substantial and is also very sensitive to the prevailing degree of uncertainty
about returns on the investment. Thus changes in uncertainty can have a
strong effect on aggregate investment.
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From a policy perspective, a stable incentive structure and
macroeconomic policy environment may be as important for investment as
the level of the tax incentives or the interest rate. In other words, if
uncertainty is high, investment incentives may have to be prohibitively
large to have any significant effect.

Theeffectof uncertainty is independentof investors’ risk preferences or
the extent to which risks may bediversifiable. Investors may be risk-neutral
(as mostof theliterature onirreversibility assumes)and their risks diversifiable,
but investment will still be hostage to the perceived degree of uncertainty.

Froma macroeconomic perspective, different forms of uncertainty may
be relevant for investment decisions. For example, in the face of uncertain
demand (see Pindyck 1988 and Bertola 1989), firms will opt for lower
capacity if the investment is irreversible than they would under conditions
of reversibility. The ex-post capacity level may, however, actually be higher
under irreversibility, because if demand is unexpectedly low, an irrevers-
ible investment cannot be undone. Pindyck and Bertola also show that
increased volatility in demand will generally lead to reduced investment.

Dixit (1987}, Krugman (1988), and Krugman and Baldwin (1987) find
that when sunk costs of entry are combined with uncertain future real
exchange rates, firms are discouraged from entering the market even
though favorable current exchange rates would seem to make entry profit-
able. Similarly, Caballero and Corbo (1988) show that uncertainty over
future real exchange rates can depress exports. Dornbusch (1988) examines
therelated issue of reversing capital flight following a real depreciation. He
argues that if a country wants to attract capital to irreversible fixed invest-
ment, an overdepreciation of the exchange rate may be needed to compen-
sate for the uncertainty faced by investors. The reason is that, unlike fixed
investment, foreign exchange or assets held abroad do not involve an
irreversible commitment and may be preferable to investors in the face of
high uncertainty, even though they offer a lower rate of retun. Likewise,
it may be difficult to stem or reverse capital flight if the perception is that it
may become more difficult to take capital out of the country than to bring it in.

Ingersoll and Ross (1988) and Tornell (1989) examine interest rate
uncertainty in the context of irreversible investment where future returns
are known with certainty. They conclude that the effect of changes in
interest rate uncertainty on the optimal timing of investment may be
sizable. Moreover, an expected decline in future interest rates may not lead
to increased investment because the change lowers the cost of waiting, so
that the effect on investment is ambiguous. Inother words, the volatility of
interest rates may have a more important effect on investment than the
actual levels of interest rates do.

The relevance of these results for macroeconomic policy in developing
countries cannot be overemphasized. Many developing countries suffer
from high, unpredictable inflation and variability of relative prices. The
findings onirreversibleinvestmentsuggestthatchanges in prices thataffect
sectoral incentives may then be ineffective in stimulating investment. It



Private Investment and Macroeconomic Adjustment: A Survey ’ 23

may take some time before investors are convinced that the changes are
permanent. The decision to implement an adjustment program may well
increase uncertainty in the short run, as private agents get mixed signals
about which incentives apply to previous policies, which to stabilization,
and which to structural reforms. Along these lines, van Wijnbergen (1985)
shows that a trade reform suspected of being only temporary can reduce
investment in both the tradable and nontradable sectors as economic agents
postpone decisions in order to receive additional information about the
extent to which the reform measures can be viewed as permanent.

The foreign debt burden faced by highly—indebted countries and the
associated income transfers to foreign creditors are another source of
instability (Sachs 1988). In a context of uncertainty the real exchange rate
and demand management policies consistent with the required income
transfer are also uncertain. Even the amount of the income transfer is
unknown, since it depends on uncontrollable factors such as future interest
rates and terms of trade. The transfer may require changes in the real
exchange rate or fiscal contraction, or both. Thus investors face the risk of
large swings in relative prices, taxes, or aggregate demand, each of which
leads to reduced investment.

This effect may be hard to identify because foreign debt may affect
investment adversely through two additional channels (Borensztein 1990):
the debt overhang, which acts as an anticipated foreign tax on current and
future income (as part of the returns on investment accrue to foreign
creditors in the form of debt service payments); and credit rationing,
because a highly—indebted country islikely to face credit constraints in the
international capital markets. Empirical studies (see Faini and de Melo
1990; Greene and Villanueva 1991; chapter 6, “Economic Adjustment and
Investment Performance in Developing Countries: The Experience of the
1980s,” in this volume) confirm that the debt burden has an adverse effect
on investment.

The role of credibility

From a policy perspective the credibility of policy reforms is an important
source of uncertainty. Unless investors view the adjustment program as
internally consistent and are convinced the government will carry it out
despite the implied social costs, the possibility of reversal will become a key
determinant of the investment response. Governments can reverse adjust-
ment policies, but investors cannot undo decisions about fixed capital. In
such conditions the value of waiting arises from the losses that investors
would incur if the policies were reversed in the future.

Any given set of policies will affect investment depending on the level
of public confidence. Stabilization may entail marked social and economic
costs if the government’s credibility is low, because the investment response
will be too low to offset the deflationary bias of demand restraint. Thus a
deep recession may develop before investors are persuaded that the gov-
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ernment will maintain the adjustment measures. This skepticismis particu-
larly relevantin economies with a history of frequent policy swings or failed
stabilization attempts—two features shared by many developing countries.

The right economic incentives are a precondition for investment and
growth but not a guarantee. Obviously, credibility would help speed the
investment response and reduce the costs of adjustment, but how can
governments improve their credibility? In this context the choice between
gradual and abrupt stabilization is important. Gradual adjustment in-
volves modest objectives that can be achieved and that are intended to
strengthen the government’s reputation. In contrast, an abruptadjustment
involves drastic measures—an overdepreciation of the exchange rate, for
instance—to stimulate the prompt reallocation of resources (although it
could also increase the social costs). The choice will largely depend on the
social distribution of the costs of adjustment.

Itis important to emphasize that a reversal of policy is an endogenous
outcome, since the private sector ultimately determines whether the adjust-
ment program can be sustained. For example, when a large real deprecia-
tion does not attract investment to the tradable sector because confidence is
low, its only visible effects will be a decline in real income and a redistribu-
tion of income from labor to capital, especially in the tradable sector.
Because the depreciation does not compensate for the lack of credibility,
however, the increased profits will be reflected in increased capital flight.
Social pressure and balance of payments problems may eventually force a
reversal of policy, a move that confirms the initial skepticism of investors.
The same policy in a situation of high confidence can, however, lead to an
investment boom that validates the adjustment program.

This indeterminacy of the final outcome is the result of the difference
between the social and private returns on investment: higher aggregate
investment helps sustain the adjustment effort and therefore results in
higher returns on investment—a mechanism individual investors will
ignore. If left to its own resources, the economy might getstuck in the “low
confidence—low investment—adjustment failure” cycle.

How can such a cycle be avoided? The answer is not simple. While
transitory investment incentives appear to be the most appropriate tool to
spur investment, in practice they run the risk of destabilizing public
finances, which often are a key element in adjustment programs. In
contrast, sufficient external support for the stabilization effort may raise
investors” confidence in the sustainability of the adjustment and set the
stage for the investment takeoff (Dombusch 1991).

Uncertainty and investment: Empirical applications

The empirical literature on the effects of uncertainty and irreversibility on
investment in developing countries is sparse. Because structural models of
irreversible investment are analytically cumbersome, empirical studies
typically test for the effects of uncertainty by adding some measures of risk
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to otherwise conventional investment equations. For example, Solimano
(1989) investigates the effects of economic instability in an empirical simul-
taneous equation model applied to Chile. He finds that the volatility of both
the real exchange rate and outputhas a significant negative effecton private
investment, and he argues that the large swings in both variables in the
1980s may have reduced private investment as compared with a scenario of
lower variability in relative prices and output. Dailami (1987) reports
similar results for Brazil. Dailami and Walton (1989) argue that
macroeconomic instability may be a major cause of low investment in
Zimbabwe. Multicountry studies of investment based on panel data (see
chapter 6, “Economic Adjustment and Investment Performance in Devel-
oping Countries: The Experience of the 1980s,” chapter 7, “Macroeconomic
Environment and Capital Formation in Latin America,” and chapter 8,
“Investment and Macroeconomic Adjustment: The Case of East Asia,” in
this volume) also find that measures of macroeconomic instability, such as
the variability of the real exchange rate or of the inflation rate, have an
adverse effect on investment.

In contrast, empirical applications of structural models of irreversible
investment in developing countries have so far been very limited. Chapter
4, “On the Dynamics of Aggregate Investment,” in this volume applies a
formal model based on the aggregation of individual firms’ irreversible
investments to data on some developing countries (Brazil, Korea, Mexico,
and Turkey), with highly promising results.

Issues for further research

This chapter reviewed the theoretical and empirical literature on
macroeconomic adjustment and private capital formation. Further re-
search should be a priority in the following areas:

¢ The specific mechanisms through which the level and composition of
public investment affect private investment.

* Therelationships between different types of investment, for instance,
between investmentinhuman capital and investment in physical capital, or
between foreign and domestic investment.

¢ The effects of macroeconomic adjustment policies on the composition
and quality of investment.

* The consequences of income distribution and redistributive policies
for private investment.

* The relationship between the political regime and private capital
accumulation.

Notes

1. The authors thank the late Bela Balassa, William Branson, Ricardo
Caballero, Vittorio Corbo, Rudiger Dornbusch, and Robert Pindyck for
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helpful comments and discussion. Raimundo Soto and Walter Novaes
provided research assistance. A version of this chapter appeared in The
World Bank Research Observer (Servén and Solimano, 1992).

2. See Chapter 3, “Irreversibility, Uncertainty, and Investment,” in this
volume, which presents a thorough analysis of the effects of uncertainty
on irreversible investment decisions.
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Irreversibility, Uncertainty, and Investment

Robert S. Pindyck

The investment behavior of firms, industries, and countries is poorly
understood, despite its importance to economic growth and market struc-
ture.! The success of econometric models in explaining and predicting
changes in investment spending has been limited, and there is no clear
explanation of why some countries or industries invest more than others.

One problem with existing models is that they ignore two important
characteristics of most investment expenditures. First, these expenditures
are largely irreversible—they involve mostly sunk costs that cannot be
recovered. Second, because the investments canbe delayed, a firm can wait
for new information about prices, costs, and other market conditions before
committing its resources.

As an emerging literature shows, the ability to delay an irreversible
investment expenditure can profoundly affect the decision to invest. Italso
undermines the theoretical foundation of standard neoclassical investment
models and invalidates the rule of net present value. In business school,
students are usually taught to “invest in a project when the present value of
its expected cash flows is at least as large as its cost.” When investments are
irreversible and decisions to invest can be postponed, this rule—and
models based on it—are incorrect.

What makes an investment expenditure a sunk cost and thus irrevers-
ible? Usually the reason is that the capital is firm- or industry-specific; it
cannot be used productively by a different firm or in a different industry.
For example, most investments in marketing and advertising are firm-
specificand hence are clearly sunk costs. A steel plantisindustry-specific—
it can only be used to produce steel. Although in principle the plant could
be sold to another steel company, its cost should be viewed as mostly sunk,
particularly if the industry is competitive. The reason is that the value of the
plant will be about the same for all firms in the industry, so that little will
likely be gained from selling it. (If the price of steel falls so thata plant turns
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out to be a bad investment, other steel companies will also view itas a bad
investment, and the ability to sell the plant will not be worth much.)

Even investments thatare not firm- or industry-specific are often partly
irreversible because of the “lemons” problem. For example, although office
equipment, cars, trucks, and computers are not industry-specific, their
resale value is well below their purchase cost, even if new. Government
regulations or institutional arrangements can also create irreversibility. For
example, capital controls may make it impossible for foreign (or domestic)
investors to sell assets and reallocate their funds. [nvestments in new
workers may be partly irreversible because of the high costs of hiring,
training, and firing.

At the same time, firms do not always have an opportunity to delay
investments. Strategic considerations may require thata firminvestquickly
to preemptinvestmentby existing or potential competitors (see Gilbert 1989
for a survey of the literature on strategic aspects of investment). In most
cases, however, delay is feasible. It may carry a cost—the risk of entry by
other firms or foregone cash flows—but this cost must be weighed against
the benefits of waiting for new information.

Anirreversible opportunity to investis muchlikea financial call option.
A call option gives the holder the right, for some specified period, to pay an
exercise priceand in return receive an asset (such as a share of stock) that has
some value. Exercising theoptionisirreversible: although investors can sell
the asset to other investors, they cannot retrieve the option or the money
paid to exercise it. A firm with an investment opportunity likewise has the
option to spend money (the “exercise price”) now or in the future in return
for anasset (an example being a project) of some value. Again, itcan sell the
asset to another firm, but it cannot reverse the investment. As with the
financial call option, this option to investis valuable because of the potential
for a growing net payoff if the value of the asset rises. If the asset falls in
value, the firm need notinvest and will lose only what it spent to obtain the
investment opportunity.

How do firms obtain investment opportunities? Sometimes they get
them from patents or the ownership of land or natural resources. More
generally, they arise from a firm’s managerial resources, technological
knowledge, reputation, market position, and possibly scale, which enable
the firm to undertake investments that individuals or other firms cannot
undertake.

The mostimportant point is that these options to invest are valuable. A
substantial part of the market value of most firms arises from their options
to invest and grow, as opposed to the capital they have in place. (For
discussions of growth options as sources of a firm’s value, see Myers 1977;
Kester 1984; Pindyck 1988.)

When a firm makes an irreversible investmentexpenditure, itexercises,
or “kills,” its option to invest. It gives up the possibility of waiting for new
information that might affect the desirability or timing of the expenditure;
it cannot disinvest should market conditions change adversely. The value
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of this lost option is an opportunity cost that must be included as part of the
cost of the investment. As a result, the rule of net present value—"invest
when the value of a unit of capital is at least as large as its purchase and
installation cost”—must be modified. The value of the unit must exceed the
cost of the purchase and installation by an amount equal to the value of
keeping the investment option alive.

Recent studies have shown that the opportunity cost of investing can be
large and that investment rules ignoring it can be grossly in error.? In
addition, this opportunity cost is highly sensitive to uncertainty over the
future value of the project, so that changing economic conditions affecting
the perceived riskiness of future cash flows can have a large impact on
investment spending, larger, say, than a change in interest rates. This point
may help explain why neoclassical theory on investment has not provided
good empirical models of investment behavior.

This chapter has several objectives. First, it reviews some basic models
of irreversible investment to illustrate the option-like characteristics of
investment opportunities and to show how optimal investment rules can be
obtained from methods of option pricing or, alternatively, from dynamic
programming. In addition to demonstrating a methodology for solving a
class of investment problems, this chapter shows how the resulting rules on
investment depend on various parameters that come from the market
environment.

A second objective is to survey briefly some recent applications of this
methodology to a variety of investment problems and to the analysis of the
behavior of firms and industries. Examples include the effects of sunk costs
of entry, exit, and temporary shutdowns and re-start-ups on decisions
relating to investment and output, the implications of construction time
(and the option to abandon construction) for the value of a project, and the
determinants of a firm’s choice of capacity. The chapter also shows how
models of irreversible investment have helped explain the prevalence of
“hysteresis,” or the tendency for an effect (such as foreign sales in the United
States) to persist well after the cause that brought it about (an appreciation
of the dollar) has disappeared.

The next section uses a simple example involving two periods to
illustrate how irreversibility can affect an investment decision and how
option pricing methods can be used to value a firm’s investment opportu-
nity and determine whether the firm should invest. The following section
works through a basic continuous time model of irreversible investment
that was first examined by McDonald and Siegel (1986). The firm must
decide when to invest in a project whose value follows a random walk. The
problem is solved first using option pricing methods and then by dynamic
programming, a procedure that reveals how the two approaches are re-
lated. This model is extended in the subsequent section such that the price
of the firm’s output follows a random walk and the firm can (temporarily)
stop producing if the price falls below the variable cost. The section shows
how to determine both the vajue of the project and the value of the firm’s
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option to invest in the project. It also derives the optimal investment rule
and examines its properties.

The above two sections use stochastic calculus. The basic techniques
and their application are described in the appendix. Readers who are less
technically inclined can skip directly to the fifth section, which surveys a
number of extensions that have appeared in the literature, as well as other
applications of the methodology, including the analysis of hysteresis.

The sixth section discusses some policy implications and suggests
future research. [tis followed by a final section of conclusions.

A simple two-period example

The implications of irreversibility and the option-like nature of an invest-
ment opportunity can be demonstrated most easily with a simple two-
period example. Considera firm’s decision toinvestirreversibly ina widget
factory. The factory can be built instantly, at cost I, and will produce one
widget per year forever, with zero operating cost. Currently the price of
widgets is US$100, but next year the price will change. With probability g,
it will rise to $150; with probability (1 - g} it will fall to $50 (figure 3-1). The
price will remain at this new level forever. It is assumed that this risk can
bediversified fully, so that the firm can discount future cash flows using the
risk-free rate, set here at 10 percent.

For the time being I = $800 and g = 0.5. (How the investment decision
depends on /and g is discussed later.) Given these values for [ and g, is this
a good investment? Should the investment be made now, or is it better to
wait a year and see whether the price goes up or down? Suppose the

Figure 3.1 Price of widgets
(US$)

P, =$150 P, =$150

P.=%$50 ————m—> P2=%50 ———m»

t=Time
P = Price
q = Probability

Source: Author’s calculations.
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investment is made now. Calculating the net present value (NPV) of this
investment in the standard way,

NPV = -800 + ¥ 100/(1.1) = -800 + 1,100 = $300.
1=0

The net present value is positive; the current value of the widget factory
(that is, the present value of its expected cash flow) is V= 1,100 > 800. It
seems correct to make the investment now.

This conclusion is incorrect, however. The above calculations ignore a
cost—the opportunity cost of investing now rather than waiting and
keeping open the possibility of not investing should the price fall. To see
this, calculate the net present value of this investment opportunity, assum-
ing a wait of one year, after which the investment is made only if the price
goes up:

NPV = (0.5)[-800/1.1 + :\: 150/(1.1)'] =425/1.1 = $386.
t=1

(Note that in year 0 there is no expenditure and no revenue. In year 1 the
$800 are spent only if the price rises to $150. The probability that it will rise
to that level is 0.5.) The net present value today is higher in the case of
waiting a year, so that it is clearly better to wait than to invest now.

Note that if the only choices were to invest today or never, the choice
would be to invest today. In that case the standard net present value rule
would apply, given that there is no opportunity cost to killing the option of
waiting since it is not an option. It would also be beneficial to invest today
ifa disinvestment were possible the next year that permitted recovery of the
$800 should the price fall. In short, two things are needed to introduce an
opportunity cost into the calculation of net present value—irreversibility
and the ability to invest in the future as an alternative to investing today.
There are situations in which a firm cannot waitatall or for very long. (One
example is the anticipated entry of a competitor into a market that is large
enough for only one firm. Another example is a patent or lease of mineral
resources that is about to expire.) The less time there is to delay and the
greater the costof delaying, theless irreversibility will affect the investment
decision. (This pointis explored again in the third section in the context of
a more general model.)

What is the value of the flexibility to make the investment decision next
year, rather than having to invest either now or never? (This flexibility has
some value, in that the best decision is to wait rather than invest now.) The
value of this “flexibility option” is easy to calculate—it is the difference
between the two net present values, or $386 - $300 = $86.

Finally, suppose there is a futures market for widgets, with the futures
price for delivery one year fromnow equal to the expected future spot price,
that is, $100." Would the ability to hedge on the futures market change the
investment decision? Specifically, would it be better to invest now rather
than after a year? The answer is no. Note that if the investment were to be
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made now, the investor would hedge by selling short futures for five
widgets; this sale would exactly offset any fluctuations in the net present
value of the project next year. However, after the sale the net present value
of the project today is $300, exactly what it is withouthedging. Hence there
is no gain from hedging, and it is still better to wait until next year to make
the investment decision.

Analogy to financial options

The above investment opportunity is analogous to a call option on a
common stock. It gives the holder the right (which need not be exercised)
to make an investment expenditure (the exercise price of the option) and
receive an asset (a share of stock) whose value fluctuates stochastically. In
the case of the above simple example, if next year the price rises to $150, the
option can be exercised by paying $800, which obtains an asset that will be
worth V, =$1,650 (= ;" 150/(1.1)"), where V| is the value of the investment
opportunity in the next year. If the price falls to $50, the asset would be
worth only $550, and it would not pay to exercise the option.

It was calculated above that the value of the investment opportunity
(assuming that the decision to invest can be made next year) is $386. It is
helpful to recalculate this value using standard option pricing methods,
because later such methods are used to analyze other investment problems.
Let F denote the value today of the investment opportunity, that is, what
an investor should be willing to pay today to have the option to invest in the
widget factory,and let F, denote its value nextyear. Note that F, isarandom
variable; it depends on what happens to the price of widgets. If the price
rises to $150, then F, will equal 3.7 150/(1.1)' - 800 = $850. If the price falls
to $50, the option to invest will go unexercised, so that F, will equal 0. Thus
all possible values for F, are known. The problem is to find F, the value of
the option foday.

To solve this problem, assume a portfolio that has two components: the
investment opportunity itself; and a certain number of widgets. The
number of widgets is set to make the portfolio risk-free—its value next year
is independent of whether the price of widgets goes up or down. Since the
portfolio is risk-free, the rate of return on the portfolio must be the risk-free
rate. By setting the portfolio’s return equal to that rate, it is possible to
calculate the current value of the investment opportunity.

Specifically, consider a portfolio that includes the investment opportu-
nity and ashort positionof nwidgets. (If widgets werea traded commaodity,
such as 0il, a short position could be obtained by borrowing from another
producer or by going shortin the futures market. For themoment, however,
actual implementation of this portfolio is not a concern.) The value of this
portfolio today is @, = F - nP = F - 100n. The value nextyear,® =F -nP,
depends on P,. If P, = $150 so that F, = $850, @, = $850 - $150n. If P = $50
sothatF =0,® =-3$50n. Now, setnata level that leaves the portfolio risk-
free, that is, so that @, is independent of what happens to price, as follows:
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$850-$150n = - $50n, or, 1 = 8.5. With n chosen this way, ® =-$425 whether
the price goes up or down.

The return from holding this portfolio is the capital gain, &, - @, minus
any payments that must be made to hold the short position. Since the
expected rate of capital gain on a widget is zero (the expected price next year
is $1(X), the same as this year’s price), no rational investor would hold a long
position unless the expected earning were at least 10 percent. Hence selling
widgets short will requirea paymentof(0.1P = $10 per widget per year.* The
portfolio has a short position of 8.5 widgets, so that it would have to pay out
a total of $85. Thus the return from holding this portfolio over the year is
D - -$85 =D -(F,-nP)-9$85=-$425-F + $850 - $85 = $340 - F .

Because this returnis risk-free, it must equal the risk-free rate, assumed
here to be 10 percent, times the initial value of the portfolio, ®,= F - nP;
$340 - F, = 0.1(F - $850). Thus F, = $386. Note that this value is the same as
that obtained before by calculating the net present value of the investment
opportunity under the assumption that the investor pursued the optimal
strategy of waiting a year before deciding whether to invest.

The value of the investment opportunity—the value of the option to
invest in this project—is $386. The payoff from investing (exercising the
option) today is $1,100- $800 = $300. Once the investment is made, however,
the option is gone. The opportunity cost of investing is therefore $386.
Hence the full cost of the investment is $800 + $386 = $1,186 > $1,100. Asa
result, the investor should wait and keep the option alive rather than
investing today. This conclusion is the same as that which resulted from
comparing net present values. This time, however, the value of the option
to invest was also calculated and was taken explicitly into account as one of
the costs of investing.

The calculation of the value of the option to invest was based on the
constructionof a risk-free portfolio, which requires that the holder can trade
(hold a long or short position in) widgets. The portfolio could just as well
have been constructed using another asset or combination of assets, whose
price is perfectly correlated with the price of widgets.

What would happen if widgets could not be traded and there were no
other assets that “spanned” the risk in a widget’s price? The value of the
option to invest could still be calculated as was done at the outset—by
computing the net present value for each investment strategy (invest today
versus wait a year and invest if the price goes up) and picking the strategy
that yields the highest net present value. That is essentially the dynamic
programming approach. In this case it gives exactly the same answer
because all price risk can be diversified. (The third section explores this
connection between option pricingand dynamic programming in more detail.)

Changing the parameters

So far the direct cost of the investment, [, has been fixed at $800. Changing
this number and other parameters, and calculating the effects on the value
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of the investment opportunity and on the investment decision, yields
further insight. For example, by going through the same steps as above, it
is easy to see that the short position needed to obtain a risk-free portfolio
depends on I as follows: # = 16.5 - 0.011. The current value of the option to
invest is then given by F, = 750 - 0.4551.

The reader can check that as long as I > $642, F exceeds the net benefit
frominvesting today (rather than waiting), whichis V - 1=$1,100- I. Hence
if I > $642, the investor should wait rather than invest today. However, if
[=$642,F =$458 = V-, so that the investor would be indifferent between
investing today and waiting until next year. (This outcome can also be seen
by comparing the net present value of investing today with that of waiting
untilnext year.) If [ <$642, it is better to invest today than to wait. The reason
is that in this case the lost revenue from waiting exceeds the opportunity
cost of closing off the option of waiting and not investing should the price
fall. This point is illustrated in figure 3.2, which shows the value of the
option, F,, and the net payoff, V-1, both as functions of I. When I > $642,
F,=$750-0.4551> V-1, so that the option should be keptalive. If, however,
I < $642, $750 - 0.4551 < V_ - I, then the option should be exercised,and its
value is just the net payoff, V - I.

The way in which the value of the investment option depends on g—the
probability that the price of widgets will rise next year—can also be
calculated. Once again set I = $800. The short position needed to obtain a
risk-free portfolio is independent of g, or n = 8.5. The payment required for

Figure 3.2 Option to invest in widget factory
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the short position does, however, depend on g, because the expected capital
gain on a widget depends on g. The expected rate of capital gainis [E(P)) -
P,1/P,=g-0.5,so that the required payment per widget in the short position
is 0.1 - (g - 0.5) = 0.6 - 4. By following the same steps as above, it is easy to
see that the value today of the option to invest is F = 773¢4. This value can
also be written as a function of the current value of the project, V. With
V,=100+ £, (1009+50)/ (1.1)' = 600 + 1,000, then F = 0.773V - 464. Finally,
note that it is better to wait rather than invest today as longas F > V -1, or
g < 0.88.

There is nothing special about the particular source of uncertainty in
this problem. There will be a value to waiting (that is, an opportunity cost
to investing today rather than waiting for information to arrive) whenever
the investment is irreversible and the net payoff from the investment
evolves stochastically over time. The example could have been constructed
so that the uncertainty arises over future exchange rates, factor input costs,
orgovernment policy. Forexample, the payoff from investing, V, might rise
or fall in the future depending on (unpredictable) changes in policy.
Alternatively, the cost of the investment, I, might rise or fall in response to
changes in the costs of materials or in policy variables, such as the granting
or taking away of an investment subsidy or tax benefit.

In the example presented here, the unrealistic assumption was made
that there is no longer any uncertainty after the second period. It is also
possible toallow the price to change unpredictably eachperiod. For example,
positthatat t = 2 the price, which is now at $150, could increase to $225 with
probability g or fall to $75 with probability (1 - g). If the price were $50, it
could rise to $75 or fall to $25. Price could rise or fall in a similar way att =
3,4, and so on. The value of the option to invest and the optimal rule for
exercising that option can be worked out. Although the algebra is messier,
the method is essentially the same as for the simple two-period exercise
carried outabove. (The binomial option pricing model is based on this. See
Cox, Ross, and Rubinstein 1979 and Cox and Rubinstein 1985 for detailed
discussions.) In the next section the widget example is extended by
allowing the payoff from the investment to fluctuate continuously over time.

The next two sections make use of continuous-time stochastic pro-
cesses, as well as 1to’s Lemma (which is essentially a rule for differentiating
and integrating functions of such processes). These tools, which are
becoming more and more widely used in economics and finance, provide
aconvenient way of analyzing problems involving the timing of investment
and the valuation of options.?

A more general problem of investment timing

McDonald and Siegel (1986) present one of the more basic models of
irreversible investment. They considered the following problem: at what
pointis it optimal to pay a sunk cost | in return for a project whose value is
V, given that V evolves according to a geometric Brownian motion:
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(3-1 dV = aVdt + cVdz

where dz is the incrementof a Wiener process, thatis, dz = g(t)(dt)'?, with g(t)
a serially uncorrelated and normally distributed random variable. Equa-
tion (3-1) implies that the current value of the project is known but that
future values are lognormally distributed with a variance that grows
linearly with the time horizon. (See the appendix for an explanation of the
Wiener process.) Thus, although information arrives over time (the firm
observes V changing), the future value of the project is always uncertain.

McDonald and Siegel (1986) point out that the investment opportunity
is equivalent to a perpetual call option and that deciding when to invest is
equivalent to deciding when to exercise such an option. Thus, the invest-
mentdecision can be viewed as a problemof option valuation (asillustrated
by the simple example presented in the previous section). The solution to
their problem is derived here again in two ways, first, using the methods of
option pricing (contingent claims) and, second, using dynamic program-
ming. These two approaches and the assumptions that each requires are
then compared and the characteristics of the solution examined.

The use of option pricing

Asnoted, a firm’soption to invest—to pay a sunk cost/and receive a project
worth V—is analogous toa call optionon astock. Unlike most financial call
options, however, it is perpetual—it has no expiration date. This option can
be valued and the optimal exercise (investment) rule determined with the
same methods used to value financial options. (For an overview of option
pricing methods and their application, see Cox and Rubinstein 1985, Hull
1989, and Mason and Merton 1985.)

Thisapproach requires one importantassumption—thatexisting assets
spanstochastic changes in V. Specifically, it mustbe possible to find an asset
or construct a dynamic portfolio of assets (a portfolio whose holdings are
adjusted continuously as the prices of assets change), the price of which is
perfectly correlated with V. In other words, the markets are sufficiently
complete that the firm’s decisions donotaffect the setof opportunitiesavailable
to investors. The assumption of spanning should hold for most commodi-
ties that are typically traded on both the spot and futures markets and for
manufactured goods to the extent that prices are correlated with the values
of shares or portfolios. There may, however, be cases in which thisassumption
will not hold; an example might be a new product unrelated to existing ones.

With the spanning assumption, the investment rule that maximizes the
firm’s market value can be determined without making any assumptions
about risk preferences or discount rates, and with the investment problem
involving only the valuation of contingent claims. (As will be seen shortly,
it is possible to use dynamic programming to maximize the present value
of the firm’s expected flow of profits, subject to an arbitrary discount rate,
even if spanning does not hold.)
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Let x be the price of an asset or dynamic portfolio of assets perfectly
correlated with V, and denote by p,, the correlation of V with the market
portfolio. Then x evolves according to dx = puxdt + oxdz. Further, according
to the capital asset pricing model (CAPM), the expected retumon Visp =
r+¢p,, S, whereris the risk-free rateand ¢ is the market price of risk. Assume
that a, the expected percentage rate of change of V, is less than its risk-
adjusted return, p. (As will become clear, the firm would never investiif this
condition were not present. No matter what the current level of V, the firm
would always be better off simply holding on to the option to invest.) The
difference between p and a is denoted by 9, thatis, d = i1 - ..

A few words about the meaning of 3 are in order, given the important
roleitplays in this model. Theanalogy with a financial call optionis helpful
here. If V were the price of a share of common stock, d would be thedividend
rate on the stock. The total expected retum on the stock wouldbep =58+ a,
or the dividend rate plus the expected rate of capital gain.

If the dividend rate 6 were zero, a call option on the stock would never
beexercised prematurely but would always be held to maturity. Thereason
is that the entire return on the stock is captured in its price movements, and
hence by the call option, so that there is no cost to keeping the option alive.
If, however, the dividend rate is positive, keeping the option alive rather
than exercising it carries an opportunity cost. That cost is the dividend
stream that is foregone by holding the option rather than the stock. Since 8
is a proportional dividend rate, the higher the price of the stock is, the
greater the flow of dividends is. At some high enough price, the opportu-
nity costof foregone dividends becomes high enough to make it worthwhile
to exercise the option.

For the present investment problem, p is the expected rate of return
from owning the completed project. Itis the equilibriumrate established by
the capital market, and itincludes an appropriate risk premium. 1§ >0, the
expected rate of capital gain on the project is less than p. Hence & is an
opportunity cost of delaying constriction of the project, and instead keeping the
option to invest alive. If 3 were zero, there would be no opportunity cost to
keeping the option alive, and the investment would never be worthwhile,
no matter how high the net present value of the project. For that reason
isassumed to be greaterthan (. Ontheotherhand, if §is very large, the value
of the option will be very small because the opportunity cost of waiting is
large. Asdapproaches infinity, the value of the option goes to zero. Ineffect,
the only choices are to invest now or never, and the standard net present
value rule will again apply.

The parameter d can be interpreted in different ways. For example, it
could reflect competitors’ entry and expansion of capacity. It could simply
reflect the cash flows from the project. If the project is infinitely lived, then
equation (3-1) can represent the evolution of V during the operation of the
project, and 8V is the rate of cash flow the project yields. Since is assumed
to be constant, this interpretation is consistent with the point that future
cash flows are a constant proportion of the project’s market value.®
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Equation (3-1) is an abstraction from most real projects. For example,
if the variable cost is positive and a project can be shut down temporarily
when price falls below the variable cost, V will not follow a lognormal
process, even if the price of the output does. Nonetheless, equation (3-1) is
a useful simplification that will help clarify the main effects of irreversibility
and uncertainty. More complicated—and hopefully more realistic—mod-
els are discussed later.

Solving the investment problem

As to the valuation of the investment opportunity and the optimal invest-
mentrule, let F = F(V)be the value of the firm’s option to invest. To find F(V)
and the optimal investment rule, consider the return on the following
portfolio: hold the option, whichis worth F(V), and go shortdF/dV (denoted
F_for brevity) units of the project {or, equivalently, of the asset or portfolio
x). Using subscripts to denote derivatives, the value of this portfolio is P’ =
F-F V. Note that this portfolio is dynamic; as V changes, F,, may change,
in which case the composition of the portfolio will be changed.

The short position in this portfolio wili require a payment of dVF,
dollars per time period; otherwise no rational investor will enter into the
long side of the transaction. (To see this assertion, note that an investor
holding a long position in the project will demand the risk-adjusted return
uV, which includes the capital gain plus the dividend stream 8V. Since the
short position includes F, units of the project, it will require paying §VF ,.)
With this point taken into account, the total return from holding the
portfolio over a short time interval dt is dF - F,dV - 8VF dt. It will be seen
shortly that this return is risk-free. Hence, to avoid arbitrage possibilities
the return must equal r(F - F V)dt:

(3-2) dF - E,dV - 8VF dt = r(F - F V)dt.

To obtain an expression for dF, use Ito’s Lemma:
(3-3) dF = F 4V + (1/2)F , (dV)".
(Ito’s Lemma is explained in the appendix. Note that higher order terms
vanish.) Now substitute equation (3-1) for dV, with o replaced by p-8 and
(dV) = c*Vdt into equation (3-3):
(3-4) dF = (u-8)VF dt + cVF dz + (1/2)0*V?F  dt.
Finally, substitute equation (3-4) into equation (3-2), rearrange the terms,
and note thatall the terms indz cancel out, 5o that the portfolio isindeed risk-

free:

(3-5) (1/290*V?F,. + (r-8VF, - rF=0.
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Equation (3-5) is a differential equation that F(V) must satisfy. In
addition, F(V) must satisfy the following boundary conditions:

(3-6) F(0)=0
(3-7) FV)y=V -1
(3-8) F(V)=1.

Condition (3-6) says that if V goes to zero, it will stay at zero (an implication
of equation [3-1}), so that the option to invest will be of no value. V" is the
price at which itis optimal to invest, and condition (3-7) just says that upon
investing the firm receives a net payoff of V" - I. Condition (3-8) is called the
“smooth pasting” condition. If F(V) were not continuous and smooth at the
critical exercise point V°, an investor could do better by exercising at a
different point.’

To find F(V), solve equation (3-5) subject to the boundary conditions
(3-6)-(3-8). In this case it is possible to guess a functional form and to
determine by substitution if it works. [t is easy to see that the solution to
equation (3-5), one that also satisfies condition (3-6), is:

(3-9) F(V)=aV*®
where a is a constant and £ is given by:*
(3-10) R=1/2-(r-8)/0* + {[(r-8)/0*-1/2) + 2r /5?2
The remaining boundary conditions, (3-7) and (3-8), can be used to
solve for the two remaining unknowns: the constanta; and the critical value

V™ at which it is optimal to invest. By substituting equation (3-9) into
conditions (3-7) and (3-8), it is easy to see that:

(3-11) V' =R1/(B-1)
and
(3-12) a= (V' -D/HV)E

Equations (3-9)-(3-12) give the value of the investment opportunity and
theoptimal investmentrule, that is, the critical value V' atwhichitisoptimal
(in the sense of maximizing the firm’s market value) to invest.

The characteristics of this solution will be examined below. The point
here is that this solution was obtained by showing that a hedged (risk-free)
portfolio could be constructed consisting of the option to investand a short
position in the project. However, F(V) must be the solution to equation
(3-5) even if the option to invest (or the project) does not exist and could not
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be included in the hedge portfolio. All thatis required is spanning—it must
be possible to find or construct an assetor dynamic portfolio of assets, x, that
replicates the stochastic dynamics of V. As Merton (1977) has shown, the
value function can be replicated with a portfolio consisting only of the asset
x and risk-free bonds. Since the value of this portfolio will have the same
dynamics as F(V), the solution to equation (3-5), F(V) must be the value
function to avoid dominance.

Dynamic programming

As discussed, spanning will not always hold. In that case, the investment
problem can still be solved using dynamic programming. To solve the
problem with this method, a rule is needed that maximizes the value of the
investment opportunity, F(V):

(3-13) F(V) = max E[(V, - e

where E, denotes the expectation at time ¢, T is the (unknown) future time at
which the investment is made, L is the discount rate, and the maximization is
subject to equation (3-1) for V. Assume, again, thatp > o, and denote = L. - ot.

Since the investment opportunity, F(V), yields no cash flows up to time
T when the investment is made, the only return from holding it is its capital
appreciation. As shown in the appendix, the Bellman equation for this
problem is therefore:

(3-14) WF = (1/dt)E dF.

Equation (3-14) says that the total instantaneous return on the investment
opportunity, WF, is equal to its expected rate of capital appreciation.

Ito’s Lemma was used to obtain equation (3-3) for dF. Now substitute
equation (3-1) for dV and (dV)? into equation (3-3) to obtain the following
expression for dF:

(3-15) dF = aVF dt + 6VF dz + (1/2)0*V3F dt.

Since E(dz) = 0, then (1/dt)E dF = aVF  +(1/2)c*V*F .. As such, equation
(3-14) can be rewritten as:

(3-16) (1/2)0*V3F,, + aVF, - uF =0
or, substituting o = p - §,
(3-17) (1/2)02V?F,, + (i - §VF, - uF = 0.

Observe that this equation is almost identical to equation (3-5); the only
difference is that the discount rate p replaces the risk-free rate, r. The
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boundary conditions (3-6)-(3-8) also apply here for the same reasons as
before. (Note that condition [3-8] follows from the fact that V" is chosen to
maximize the net payoff V" - I.) Hence the contingent claims solution to the
investment problem is equivalent to a dynamic programming solution,
under the assumption of risk neutrality.’

Again, if spanning does not hold, the investment problem can still be
solved subject to some discount rate. The solution will clearly be of the same
form, and the effects of changes in 6 or 8 will likewise be the same.

One point is worth noting, however. Without spanning, there is no
theory for determining the “correct” value of the discount rate p (unless
restrictive assumptions are made about investors’ or managers’ utility
functions). The CAPM, for example, would not hold and could not be used
to calculate a risk-adjusted discount rate.

Characteristics of the solution

Under the assumption that spanning holds, examine the optimal investment
rule given by equations (3-9)-(3-12). A few numerical solutions will help
illustrate the results and show how they depend on the values of the various
parameters. As will be seen, these results are qualitatively the same as those
that follow from standard option pricing models. Unless otherwise noted,
in what follows r = 0.04, § = 0.(4, and the cost of the investment, /, equals 1.

Figure 3-3 shows the value of the investment opportunity, F(V), for
o =0.2and 0.3. (These values are conservative for many projects; in volatile
markets, the standard deviation of the annual changes in a project’s value
can easily exceed 20 percent or 30 percent.) The tangency point of F(V) with
the line V-1 gives the critical value of V, V'; the firm should invest only if
V2V, For any positive 6, V' > . Thus the standard net present value rule,
“invest when the value of a project is at least as great as its cost,” must be
modified to include the opportunity cost of investing now rather than
waiting. Thatopportunity costis exactly F(V). When V<V", V <]+ F(V), that
is, the value of the project is less than its full cost, the direct cost [ plus the
opportunity cost of “killing” the investment option.

Note that F(V) increases when g increases, as does the critical value V.
Thus uncertainty increases the value of a firm’s investment opportunities
but decreases the amount of actual investing by a firm. Asaresult, when a
firm’s market or economic environment becomes more uncertain, the
market value of the firm can go up, even though the firm does less investing
and perhaps produces less.

This pattern should make it easier to understand the behavior of oil
companies during the mid-1980s. During this period oil prices fell, but the
perceived uncertainty over futureoil prices rose. Inresponse, oil companies
paid more than ever for offshore leases and other oil-bearing lands, even
though their development expenditures fell and they produced less.

Finally, note that the results regarding the effects of uncertainty involve
no assumptions about risk preferences or the extent to which the riskiness
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Figure 3.3 Value of investment opportunity [F(V)]
(foro =02 and 0.3)
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of Vis correlated with the market. Firms can be risk-neutral, and stochastic
changes in V can be completely diversifiable; an increase in ¢ will still
increase V" and hence tend to depress investment.

Figures 3-4 and 3-5 show how F(V}and V" depend on 8. Observe that
an increase in d from 0.04 to 0.08 results in a decrease in F(V) and therefore
a decrease in the critical value V". (In thelimitas 8§ — o, F(V) »0for V<!
and V' - |, as figure 3-5 shows.) The reason is that as § becomes larger, the
expected rate of growth of V falls, and the expected appreciation in the value
of the option to invest and acquire V falls. In effect, it becomes costlier to
wait rather than invest now. To see this conclusion, consider an investment
in an apartment building, where 8V is the net flow of rental income. The
total return on thebuilding, which must equal the risk-adjusted market rate,
has two components—this income flow plus the expected rate of capital
gain. Hence the greater the income flow is relative to the total return on the
building, the more aninvestor foregoes by holding anoption to invest in the
building rather than owning the building itself.

If the risk-free rate, r, is increased, F(V) rises, as does V". The reason is
that the present value of an investment expenditure I made at a future time
T is Ie"™. The present value of the project that is received in return for that
expenditure is, however, Ve®'. Hence, with 8 fixed, an increase in 7 reduces
the present value of the cost of the investment but does not reduceits payoff.
At the same time, note that although an increase in r raises the value of a
firm’s investment options, it also results in fewer of those options being
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Figure 3.4 Value of investient opportunity [F(V)]
(for 8 = 0.04 and 0.08)
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Figure 3.5 Threshold value of project (V*) as a function of the rental
rate (J)
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exercised. Hence higher (real) interest rates reduce investment, but for a
different reason than in the standard model.

The value of a project and the decision to invest

As mentioned, equation (3-1) is an abstraction from most real projects. A
more realistic model would treat the price of the project’s output, rather
than the value of the project, as a geometric random walk (and possibly one
or more factor input costs as well). It would also allow the project to be shut
down (permanently or temporarily) if prices fell below the variable cost.
The model developed in the previous section can easily be extended in this
way. In so doing, it can be seen that option pricing methods can be used to
find the value of the project and the optimal investment rule.
Suppose the output price, P, follows the stochastic process:

(3-18) dP = aPdt + oPiz.

Assume that a < 1, where i is the expected rate return on P, adjusted for
market risk, or an asset perfectly correlated with P, and let § = j1 - c as before.
If the output is a storable commodity (such as oil or copper), d will represent
the net marginal convenience yield from storage, or the flow of benefits (less
storage costs) that the marginal stored unit provides. Assume forsimplicity
that § is constant. (For most commodities, the marginal convenience yield
fluctuates as the total amount of storage fluctuates.) Also assume that: (a)
the marginal and average cost of production is equal to a constant, ¢; (b) the
project can be shut down with no cost if P falls below ¢ and can later be
restarted if P rises above ¢; and (c) the project produces one unit of output
per period and is infinitely lived, and the (sunk) cost of investing in the
project is L.

Thereare now two problems to solve. The firstis to find the value of this
project, V(P). To solve this problem, remember that the project itself is a set
of options.” Specifically, once the project has been built, the firm has, for
each future time ¢, an option to produce a unit of output, that is, an option
to pay ¢ and receive P. Hence the project is equivalent to a large number (in
this case, an infinite number, because the project is assumed to last indefi-
nitely) of operating options, and it can be valued accordingly.

The second problemiis to find the value of the firm’s option to invest in
the project, given the project’s value, and the optimal exercise (investment)
rule. The solution boils down to finding a critical P, at which the firm
invests only if 7> P". As shown below, the two steps of this problem can be
solved sequentially by the same methods used in the previous section."

Valuing the project

If it is assumed that existing assets span the uncertainty over P, the project
(as well as the option to invest) can be valued using contingent claim
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methods. Otherwise, a discount rate can be specified and dynamic pro-
gramming can be used. Here spanning is assumed and the first approach
used.

As before, constructarisk-free portfolio, one in which the projectis held
long and V, units of the output are held short. This portfolio has a value of
V(P)- V,Pand yields an instantaneous cash flow of j(P - c)dt - 8V Pdt, where
Jj = 1if P>c¢ so that the firm is producing, and j = 0 otherwise. (Recall that
8V, Pit is the payment required to maintain the short position.) The total
returnon the portfolio is thusdV - V dP + j(P- c)dt- 8V Pdt. Since this return
is risk-free, set it equal to (V - V,P)dt. Expanding dV using Ito’s Lemma,
substituting equation (3-18) for dP, and rearranging yield the following
differential equation for V:

(3-19) (1/2)0°PV,, + (r- 8PV, -tV + j(P-¢) = 0.

This equation must be solved subject to the following boundary condi-
tions:

(3-20) V(0)=0

(3-21) Vic)=V(c)

(3-22) Vo(e) = V(c)

(3-23) lim V =P/8-c/r.
P>

Condition (3-20) is an implication of equation (3-18): if P is ever zero, it will
remain zero, and the project has no value. Condition (3-23) says that as P
becomes very large, the probability that over any finite time period it will
fall below cost and production will cease becomes very small. Hence the
value of the project approaches the difference between two perpetuities: a
flow of revenue, P, that is discounted at the risk-adjusted rate p but is
expected to grow at rate a.and a flow of cost, ¢, which is constant and hence
is discounted at rate r. Finally, conditions (3-19) and (3-20) say that the
project’s value is a continuous and smooth function of P.

The solution to equation (3-18) has two parts, one for P < ¢ and one for
P > ¢. The reader can check by substitution that the following satisfies
equation (3-18) as well as boundary conditions (3-21) and (3-23):

(3-24) v(p) = |A, PP iP<c
AP+ P/o-c/r ;P2c

where:!?

=1/2-(r-8)/0* + {l(r- 8)/a*- 1/2 + 2r /c?)'?
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and
B,=1/2-(r-8)/0"- {[(r-8)/c- 1/2 + 2r/c*}'~.

The constants A, and A, can be found by applying boundary conditions (3-
21) and (3-22):

r-B(r-8) c P

A=
r3(B,-B,)
- - - (1,
A - r-B,(r-8) ¢ %)
ro@,-B,) -

The solution for V(P) (equation [3-24]) can be interpreted as follows.
When P <, the project is not producing. Then A P*! is the value of the firm's
options to produce in the future when P increases. When P> ¢, the project
is producing. If, irrespective of changes in P, the firm had no choice but to
continue producing throughout the future, the present value of the future
flow of profits would be given by P/5-c/r. However, should P fall, the firm
can stop producing and avoid losses. The value of its option to stop
producing is A,P*¥.

A numerical example helps illustrate this solution. Unless otherwise
noted, r=0.04, 8 = 0.04, and ¢ = 10. Figure 3-6 shows V(P) foro =0,0.2, and
0.4. When o = 0, there is no possibility that P will rise in the future, and the
firm will not produce {and has no value) unless P> 0. If P> 10, V(P) = (P -
10)/0.04 = 25P - 250. However, if 6 > (0, the firm always has some value as
long as P > 0; although the firm may not be producing today, it is likely to
produce in the future. Moreover, since the upside potential for future profit
is unlimited while the downside is limited to zero, the greater o is, the
greater the expected future flow of profits is and the higher V is.

Figure 3-7 shows V(P) for o = 0.2 and 3 = 0.02, 0.04, and 0.08. For any
fixed discount rate adjusted for risk, a higher value of 8 means a lower
expected rate of appreciation of prices and hence a lower value for the firm.

The investment decision

With the value of the project known, the next step is to find the optimal
investmentrule. Specifically, what is the value of the firm’s option to invest
as a function of price P, and at what critical price I should the firm exercise
that option by spending an amount [ to purchase the project?

In the context of the same steps as above, the value of the firm’s option
to invest, F(P), must satisfy the following differential equation:

(3-25) (1/2)0°P*F,, + (r- 8)PF, - rF = 0.

F(P) must also satisfy the following boundary conditions:
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Figure 3.6 Value of project [V(P)]
{forc =0,0.02and 04)
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Figure 3.7 Value of project [V(P)]
(for 8 = 0.02, 0.04 and 0.08)
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(3-26) F(0)=0
(3-27) F(P)y=V(P) -1
(3-28) F(P)=V(P).

These conditions can be interpreted in the same way as conditions (3-6)-(3-
8) for the model presented in the third section. The difference is that the
payoff from investment V is now a function of price P.
The solution to equation (3-25) and boundary condition (3-26) is:

(3-29) F(P) = faP* ,P<P*

V(P)-1, P>P*
where £ is given above under equation (3-24). To find the constanta and
the critical price P’, boundary conditions (3-27) and (3-28) are used. If

equation (3-29) for F(P) and equation (3-24) for V(P) (for P > ¢} are substi-
tuted into boundary conditions (3-27) and (3-28), the constanta is given by:

50 L BA PR 1 Py

1 1

and the critical price P* is the solution to

AQ(B1 B Bz) (Bl - l)

3-31) B, 5,

(P + P*-c/r-1=0

Equation (3-31), which is easily solved numerically, gives the optimal
investment rule. (Note, first, that equation [3-31] has a unique positive
solution for I that is larger than c and, second, that V() > |, so that the net
present value of the project must exceed zero before it is optimal to invest.)

This solution is shown graphically in figure 3-8 for6 = 0.2, 5 = 0.04, and
I=100. The figure plots F(P) and V(P) - I. From boundary condition (3-27)
itcan be seen that " satisfies F(P") = V(') - |, and fromboundary condition
(3-28) that F" is at a point of tangency of the two curves.

The comparativesstatics for changesincor dareofinterest. As wasseen,
an increase in 6 results in an increase in V(P) for any P. (The project is a set
of call options on future production, and the greater the volatility of prices
is, the greater the value of these optionsis.) Although anincrease ino raises
the value of the project, it also raises the critical price at which it is optimal
to invest, that is, dP" /do > 0. The reason is that for any P, the opportunity
cost of investing, F(P), increases even more than V(P). Hence, as with the
simpler model presented in the previous section, greater uncertainty re-
duces investment. This conclusion is illustrated in figure 3-9, which shows
E(P)and V(P) - Iforo = 0,0.2, and 0.4. When o = (), the critical price is 14,
which just makes the value of the project equal to its costof 100. As o rises,
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Figure 3.8 Net payoff from project [V(P)-I] and value of investment
opportunity [F(P)]
(foroc=0.2and 8 = 0.04)
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Figure 3.9 Net payoff from project [V(P)-I] and value of investment
opportunity [F(P)]
{fora=0.0,0.2, and 0.4}

700
] 600
[y

L— 500
P
S
§g 400
a9

60
€5 300
o

55

@3 200
g8
5B

o€ 100
3

S

>

-100

Note: & =0.04;r=0.04;c=10,and | = 100.
Source: Author's calculations.



54 Adjustment Theory and Investment Policies

both V(P) and F(P) increase; P is 23.8 for=0.2 and 34.9 forc = 04.

An increase in 8 also boosts the critical price P” at which the firm should
invest. There are twoopposingeffects. If §is larger, so that the expected rate
of increase of P is smaller, options on future production have a lower value,
so that V(P) is smaller. Atthe same time, the opportunity cost of waiting to
invest rises (the expected rate of growth of F[P] is smaller), so that there is
more incentive to exercise the investment option than to keep it alive. The
first effect dominates, however, so that a higher d results in a higher . This
point is illustrated in figure 3-10, which shows F(P) and V(P) - I for 8 = 0.04
and 0.08. Note that when 6 goes up, V(P) and hence F(P} fall sharply, and
the tangency at P moves to the right.

This result might at first seem to contradict what the simpler model in
the third section says. Recall that in that model an increase in d reduces the
critical value of the project, V*, at which the firm should invest. Although in
this model P’ is higher when 8 is larger, the corresponding value of the
project, V(P") is lower. This outcome can be seen from figure 3-11, which
shows P as a function of ¢ for § = 0.04 and 0.08, and in figure 3-12, which
shows V(). If o is, say, 0.2 and 3 is increased from (.04 to 0.08, " will rise
from 23.8t029.2. Evenatthe higher P’, however, Vislower. Thus V" = V(")
is declining with §, just as in the simpler model.

This model shows how uncertainty over future prices affects both the
valueofa projectand the decisionto invest. As discussed in the nextsection,
the model can easily be expanded to allow for the fixed costs of temporarily
stopping and restarting production, if such costs are important. Expanded
in this way, models such as this one can have practical application, espe-

Figure 3.10 Net payoff from project [V(P)-1] and value of investment
opportunity [F(P)]
(for 6 = 0.04 and 0.08)
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Figure 3.11 Threshold price level (P*) vs. standard deviation of value of
project (o)
(for 5 = 0.04 and 0.08)
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Figure 3.12 Threshold value of project [V(P*)] vs. standard deviation of
value of project (c)
(for & = 0.04 and 1.08)
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cially if the project is one that produces a traded commodity, for example,
copper or oil. In that case, o and 8 can be determined directly from data on
the futures and spot markets.

Alternative stochastic processes

The geometric random walk of equation (3-18) is convenient in that it
permits an analytical solution. However, the price, P, might be better
represented by a different stochastic process. For example, it could be
argued that over the long run the price of a commodity will follow a mean-
reverting process (with the mean reflecting the long-run marginal cost and
perhaps varying over time). The model can be adapted to allow for this
process or for alternative stochastic processes for P. In most cases, however,
numerical methods will be necessary to obtain a solution.
As an example, suppose P follows the mean-reverting process

(3-32) dP/P = A (P -P)dt + odz.

Here P tends to revert back to a “normal” level, P (which might be the long-
run marginal cost in the case of a commodity such as copper or coffee). With
thesamearguments as were applied earlier, itis easy to show that V(P) must
then satisfy the following differential equation:

(3-33)  (1/2)0 PV, + [(r-p-MP + APIPV, - rV + j(P-¢) =0,

together with boundary conditions (3-20)-(3-22). The value of the invest-
ment option, F(P), must satisfy:

(3-34) (1/2)6?P*F,, + [(r-n - MP + A PJPF,- rF =0

with boundary conditions (3-26)-(3-28). Equations (3-33) and (3-34) are
ordinary differential equations, so that solution by numerical methods is
relatively straightforward.

Extensions

The models presented in the previous two sections, although fairly simple,
illustrate how a project and an investment opportunity can be viewed as a
set of options and valued accordingly. These insights have been extended
to a variety of problems involving decisions related to investment and
production under uncertainty. This section reviews some of the extensions.

Sunk costs and hysteresis

The third and fourth sections examined models in which the investment
expenditure is a sunk cost. Because the future value of the project is
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uncertain, there is an opportunity cost to investing that drives a wedge
between the current value of the project and the direct cost of the investment.

In general, there may be a variety of sunk costs. For example, there may
be asunk costof exiting anindustry or abandoning a project. This costcould
includesuchitemsas severance pay for workersand land reclamation in the
case of a mine.” Because the value of the project might rise in the future, the
sunk cost in turn creates an op portunity cost of shutting down. Sunk costs
may also be associated with the operation of the project. In the fourth
section it was assumed that the firm could stop and restart production with
no cost. For most projects are, however, the sunk costs involved even in
shutting down temporarily and restarting are likely to be substantial.

Brennan and Schwartz (1985) and Dixit (1989a) have studied the
valuation of projects and the decision to invest when there are sunk costs of
this sort. Brennan and Schwartz (1985) analyze the effects of sunk costs on
the decision to open and close a mine (temporarily or permanently) when
the price of the resource follows equation (3-17). Their model accounts for
the fact that a mine is subject to cave-ins and flooding when not in use and
that a temporary shutdown requires expenditures to avoid these possibili-
ties. Likewise, re-opening a temporarily closed mine requires a substantial
expenditure. Finally, a mine can be closed permanently. This decision will
involve costs for land reclamation (but avoids the cost of a temporary
shutdown).

Brennan and Schwartz obtain an analytical solution for the case of an
infinite stock of resources. (Solutions can also be obtained for a finite stock
of resources, but they require numerical methods.) Their solution gives the
value of the mine as a function of the price of the resources and the current
state of the mine (openor closed). Italso gives the decision rule for changing
the state of the mine (opening a closed mine or temporarily or permanently
closing an open mine). Finally, given the value of the mine, Brennan and
Schwartz show how (in principle) an option to invest in the mine can be
valued and the optimal investment rule determined, using a contingent
claim approach such as that in the fourth section.'

By working through a realistic example of a copper mine, Brennan and
Schwartz show how the methods discussed in this paper can be applied in
practice. Their work also shows, however, how the sunk costs of opening
and closinga mine can explain the hysteresis (that s, effects that persist after
the causes that brought them about have disappeared) often observed in
extractive resource industries: during periods of low prices managers often
continue to operate unprofitable mines that had been opened when prices
were high;atother times managers fail to re-open seemingly profitable ones
that had been closed when prices were low.

Dixit (1989a) develops this insight further. He studies a model with
sunk costs kand /, respectively, for entry and exit. The project produces one
unit of output per period, with a variable cost of w. The output price, P,
follows equation (3-18). If 6 = 0, the standard result holds—enter (that is,
spend k) if P>w + pk,and exitif P<w- pl, wherep is the firm’s discount rate.'s
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However, if 6 > 0, there are opportunity costs to entering or exiting. These
costs raise the critical price above which it is optimal to enter and lower the
critical price below which it is optimal to exit. (Furthermore, numerical
simulations show that ¢ need not be large to induce a significant effect.)

These models help explain the prevalence of hysteresis. In Dixit’s
model, firms that entered an industry when the price was high may remain
there for an extended period even though the price has fallen below the
variable cost, so that they are losing money. (The price may rise in the
future, and to exitand later re-enter involves sunk costs.) In addition, firms
that Jeave an industry after a protracted period of low prices may hesitate
to re-enter, even after prices have risen enough to make entry seem profit-
able. Similarly, the Brennan and Schwartz model shows why many copper
mines builtduring the 1970s, when copper prices were high, werekeptopen
during the mid-1980s when copper prices had fallen to their lowest levels
(in real terms) since the Great Depression.

The fact that the movement of exchange rates during the 1980s left the
United States with a persistent trade deficit can also be seen as a result of
hysteresis. Dixit (1989b), for example, models entry by Japanese firms into
the U.S. market when the exchange rate follows a geometric Brownian
motion. Again, there are sunk costs of entry and exit. The Japanese firms
are ordered according to their variable costs, and all firms are price-takers.
As with the models discussed above, the sunk costs combined with the
uncertainty over the exchange rates create opportunity costs of entering or
exiting the U.S. market. As a result, there is an exchange rate band within
which Japanese firms neither enter nor exit, and the U.S. market price will
not vary as long as the fluctuations in the exchange rates are within this
band. Baldwin (1988) and Baldwin and Krugman (1989) develop related
models that yield similar results. These models help explain the low rate at
which changes in exchange rates are passed through, a phenomenon
observed during the 1980s, and the persistence of the U.S. trade deficiteven
after the dollar depreciated. (Baldwin 1988 also provides empirical evi-
dence that the overvaluation of the dollar during the early 1980s was indeed
a shock that induced hysteresis.)

Sunk costs of entry and exit can also have hysteretic effects on the
exchange rate itself and on prices. Baldwin and Krugman (1989), for
example, show how the entry and exit decisions described above feed back
to the exchange rate. In their model, a policy change (for example, a
reduction in the supply of money) that causes the currency to appreciate
sharply can lead to entry by foreign firms, which in turn will lead to an
equilibriumexchange rate thatis below the original one. (Krugman 1989 also
discusses these ideas.) Similar effects occur with prices. In the case of
copper, the reluctance of firms to close mines during the mid-1980s, when
demand was weak, allowed the price to fall even more than it would have
otherwise.

Finally, sunk costs may be important in explaining the dependence of
consumer spending, particularly for durable goods, on income and wealth.
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Most purchases of consumer durables are at least partly irreversible. Lam
(1989} develops a model thataccounts for this phenomenon and shows how
irreversibility results in a sluggish adjustment of the stock of durables to
changes in income. Grossman and Laroque (1990) study choices in con-
sumption and portfolios when a durable good generates the consumption
services and a transaction cost has to be paid when the good is sold. Unlike
instandard models (for example, Merton 1971), optimal consumptionis not
a smooth function of wealth; a large change in wealth has to occur before
consumers will change their holdings of durables and hence their consump-
tion. Asa result, the consumption-based CAPM fails to hold (although the
market portfolio-based CATM does hold).

Sequential investment

Many investments occurin stages that must be carried out sequentially, and
sometimes the payoffs from or costs of completing each stage are uncertain.
For example, investment in a new line of aircraft begins with engineering
and continues with the production and testing of prototypes and the final
tooling stages. Aninvestment ina new drugby a pharmaceutical company
begins with research that (with some probability) leads to a new compound,
continues with extensive testing until the approval of the U.S. Food and
Drug Administration is obtained, and concludes with the construction of a
production facility and marketing of the product.

Sequential investment programs can take substantial time to complete
(5-10 years for the above examples). Inaddition, they can be temporarily or
permanently abandoned mid-stream if the value of the end product falls or
the expected cost of completing the investment rises. Hence these invest-
ments can be viewed as compound options: each stage completed (or dollar
invested) gives the firm an option to complete the next stage (or invest the
next dollar).

The problem is finding a contingent plan for making these sequential
and irreversible expenditures. Majd and Pindyck (1987) solve this problem
inamodel in which a firminvests continuously {each dollar spent brings an
option to spend the next dollar) until the project is completed, investment
can be stopped and later restarted at no cost, and there is a maximum rate
at which outlays and construction can proceed {(in other words, the project
takes “time to build”). The payoff to the firm upon completion (that is, the
value of the operating project) is V, which follows the geometric Brownian
motion of equation (3-1). With K, the total remaining expenditure required
to complete the project, the optimal ruleis to keep investing at the maximum
rate as long as V exceeds a critical value V'(K), with 4V /dK < (). Based on
the methods presented in the third and fourth sections, deriving a partial
differential equation for F(V,K), the value of the investment opportunity, is
straightforward. Solutions to this equation and its associated boundary
conditions, which are obtained by numerical methods, yield the optimal
investment rule V'(K)."
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These solutions show how time to build magnifies the effects of irre-
versibility and uncertainty. The fower the maximum rate of investment is
(the longer it takes to complete the project), the higher the critical V'(K)
required for construction to proceed is. The reasons are that the project’s
value upon completion is more uncertain, and the expected rate of growth
of V over the construction period is less than p, the risk-adjusted rate of
return (§ is positive). Further, unlike the model in the third section where
thecritical value V" declines monotonically with 8, with time tobuild, V' will
increase with  when dis large. The reason is that while a higher & increases
the opportunity cost of waiting to begin construction, it also reduces the
expected rate of growth of V during the construction period, so that the
(risk-adjusted) expected payoff from completing construction is reduced.
Finally, by computing F(V,K) for different maximum rates of investment,
the value of flexibility in the construction time can be determined, that is,
what an investor would be willing to pay to be able to build the project faster.”

In the Majd-Pindyck model investment occurs as a continuous flow—
each dollar spent gives the firm an option to spend another dollar, up to the
last dollar that gives the firm a completed project. Often, however, sequen-
tial investments occur in discrete stages, as with the aircraftand pharmaceu-
tical examples. In these cases the optimal investment rule can be found by
working backwards from the completed project, as was done with the
model in the fourth section.

To see how to carry out this calculation, consider a two-stage invest-
ment in new capacity to produce oil. First, reserves of oil must be obtained
through exploration or outright purchase at a cost of I .. Second, develop-
ment wells (and possibly pipelines) must be builtata costof I,. Let P be the
price of oil and assume it follows the geometric Brownian motion of
equation (3-18). The firm thus begins with an option, worth F (P), to invest
in reserves. Doing so buys an option, worth F(P), to investindevelopment
wells. Making this investment yields a production capacity worth V(P).

Working backwards to find the optimal investment rules, first note that,
as in the model of the fourth section, V(P) is the value of the firm’s operating
options and can be calculated accordingly. Next, F.(P’) can be found; it is
easy to show that it must satisty equation (3-25) and boundary conditions
(3-26)-(3-28), with [, replacing I, and P the critical price at which the firm
should invest in development wells. Finally, F (P) can be found. It also
satisfies equation (3-25) and conditions (3-26)-(3-28), but with F.(P) replac-
ing V(P) in conditions (3-27) and (3-28), |, replacing I, and I replacing I
(P is the critical price at which the firm should invest in reserves.) If the
marginal cost of production is constant and there is no cost to stopping or
restarting production, an analytical solution can be obtained.'

In this example there is no time to build; each stage (obtaining reserves
and building development wells) can be completed instantly. For many
projects each stage of the investment takes time, and the firm can stop
investing in the middle of a stage. Then the problem must be solved
numerically with a method such as the one in Majd and Pindyck (1987)."
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In all the models discussed so far, no learning takes place, in the sense
that future prices (or project values, V}arealways uncertain, and the degree
of uncertainty depends only on the time horizon. For some sequential
investments, however, early stages provide information about costs or net
payoffs in later stages. Synthetic fuels was a much debated example of this
pattern; oil companies argued that demonstration plants were needed (and
deserved funding by government) to determine production costs. The
aircraft and pharmaceutical investments mentioned above also have these
characteristics. The engineering, prototype production, and testing stages
in the development of a new aircraft all provide information about the
ultimate cost of production (as well as the aircraft’s flight characteristics,
which will help determine its market value). Likewise, the research and
development and testing stages of the development of a new drug deter-
mine its efficacy and side effects, and hence its value.

Roberts and Weitzman (1981) develop a model of sequential invest-
ment that stresses this role of information-gathering. In their model each
stage of investment yields information that reduces the uncertainty over the
valueof thecompleted project. Since the project can be stopped mid-stream,
it may pay to go ahead with the early stages of the investment even though
ex ante the net present value of the entire project is negative. Henceasimple
net present value rule can lead to the rejection of projects that should be
undertaken. This is just the opposite of the finding noted earlier that the
simple net present value rule canaccept projects that should be rejected. The
crucial assumption in the Roberts-Weitzman model is that prices and costs
do notevolve stochastically. The value of the completed project may notbe
known (at least until the early stages are completed), but that value does not
change over time, so that there is no gain from waiting and no opportunity
cost to investing now. Instead, information-gathering adds a shadow value
to the early stages ofthe investment.”

This result applies whenever information-gathering rather than wait-
ing yields information. The basic principle is easily seen by modifying the
simple two-period example presented in the second section. Suppose the
widget factory can only be built this year, at a cost of $1,200. By first
spending $50 to research the widget market, however, it is possible to
determine whether widget prices will rise or fall next year. Clearly it is
worth spending the $50, even though the net present value of the entire
project (the research plus the construction of the factory) is negative. The
factory will be built only if the research shows that widget prices will rise.

Incremental investiment and choice of capacity

So far this chapter has examined decisions to invest in single, discrete
projects, such as building a new factory or developing a new aircraft. Much
of the economics literature on investment, however, focuses on incremental
investment: firms invest to the point at which the cost of the marginal unit
of capital just equals the present value of the revenues it is expected to
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generate. The cost of the unit can include adjustment costs (related to the
time and expense of installing and learning to use new capital) in addition
to purchase cost. In most models adjustment costs are a convex function of
the rate of investment and are thus a crucial determinant of that rate. (For
an overview, see Nickell 1978 or the more recent survey by Abel 1990.)

Except for work by Arrow (1968) and Nickell (1974), which is in a
deterministic context, the literature generally ignores the effects of irrevers-
ibility. As with discrete projects, irreversibility and the ability to delay
investment decisions change the fundamental rule for investing. The firm
must include as part of the total cost of an incremental unit of capital the
opportunity cost of investing in that unit now rather than waiting.

Bertola (1989) and Pindyck (1988) developed models of incremental
investmentand capacity choice thataccount forirreversibility. InPindyck’s
model, the firm faces a linear inverse demand function, P = 8(t) - YQ, where
6 follows a geometric Brownian motion and has a Leontief production
technology. The firm can invest at any time at a cost of k per unit of capital,
and each unit of capital gives it the capacity to produce up to one unit of
output per period. The investment problem is solved first by determining
the value of an incremental unit of capital, given § and an existing capital
stock, K, and then finding the value of the option to invest in this unit and
the optimal exercise rule. This rule is a function K'(8) (invest whenever
K<K'[8]), which determines the firm’s optimal capital stock. Pindyck shows
that an increase in the variance of 8 increases the value of an incremental
unitof capital (that unit represents a set of call options on future production)
but raises the value of the option to invest in the unit even more, so that
investment requires a higher value of 8. Hence a more volatile demand
implies thata firm should hold less capital but have a higher market value.*

In Bertola’s model the firm’s net revenue function is of the form AK' 82,
with 0<f<1. (This form would follow from a Cobb-Douglas production
function and an isoelastic demand curve.) The demand shift variable Z and
the purchase price of capital follow correlated geometric Brownian mo-
tions. Bertola solves for the optimal investment rule and shows that the
marginal profitability of capital that triggers investment is higher than the
user cost of capital as conventionally measured. The capital stock, K, is
nonstationary, but Bertola finds the steady-state distribution for the ratio of
the marginal profitability of capital to its price. Irreversibility and uncer-
tainty reduce the mean of this ratio—on average capital intensity is higher.
Although the firm has a higher threshold for investment, this situation is
outweighed on average by low outcomes for Z.

The finding that uncertainty over future demand can increase the value
of a marginal unit of capital is not new. The only requirement is that the
marginal revenue product of capital be convex in price. This situation holds
when the unit of capital can go unutilized (so that it represents a set of
operating options). As Hartman (1972) points out, however, it is also the
case for a competitive firm that combines capital and labor with a linear
homogeneous production function. Hartman shows that, as a result, price
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uncertainty increases the firm’s investment and capital stock.

Abel (1983) extends Hartman's result to a dynamic model in which
price follows a geometric Brownian motion and there are convex costs of
adjusting the capital stock. Again the resultis that uncertainty increases the
firm’s rate of investment. Finally, Caballero (1990) introduces asymmetric
costs of adjustment to allow for irreversibility (it can be costlier to reduce K
than to increase it). Heshows again that price uncertainty increases the rate
of investment. However, the Abel and Caballero results hinge on assump-
tions of constant returns and perfect competition, which make the marginal
revenue product of capital independent of the capital stock. Then the firm
could ignore its future capital stock (and hence irreversibility) when decid-
ing how much to invest today. As Caballero shows, decreasing returns or
imperfect competition link the marginal revenue products of capital across
time, so that the basic result in Pindyck (1988) and Bertola (1989) holds.*

The assumption thatafirm can investincrementally is extreme. In most
industries expansion of capacity is lumpy, and there are economies of scale
{2 400-room hotel usually costs less to build and operate than two 200-room
hotels). Hence firms must decide when to add capacity and how large an
addition to make.

This problem was first studied in a stochastic setting by Manne (1961).
He considers a firm that must always have enough capacity to satisfy
demand; that demand grows according to a simple Brownian motion with
drift. The costof adding anamountof capacity xis ka*, with 0<a<1; the firm
must choose x to minimize the present value of the expected capital costs.
Manne shows that, with economies of scale, uncertainty over the growth of
demand leads a firm to add capacity in larger increments, and increases the
present value of expected costs.

In Manne’s model (which might apply to an electric utility that must
always satisfy demand) the firm does not choose when to invest, only how
much. Most firms must choose both. Pindyck (1988) determines the effects
of uncertainty on these decisions when there are no scale economies in
construction by extending his model to a firm that must decide when to
build a single plant and how large it should be.” As with Manne’s model,
uncertainty increases the optimal plant size. However, it also raises the
critical demand threshold at which the plantis built. Thus uncertainty over
demand should lead firms to delay additions to capacity but to make those
additions larger when they occur.

Sometimes a choice of technology accompanies a choice of capacity.
Consider a firm that produces two products, A and B, with interdependent
demands that vary stochastically. It can produce these products by (irre-
versibly)installing and utilizing product-specific capital or by (irreversibly)
installing a more costly flexible type of capital that can be used to produce
either or both products. The problem s to decide which type and how much
capital toinstall. Heand Pindyck (1992) solve this problem for a model with
linear demands by first valuing incremental units of capital (output-specific
and flexible) and then finding the optimal investment rule and hence the
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optimal amounts of capacity. By integrating the value of incremental units
of specific and flexible capital, the preferred type of capital, as well as the
value (if any) of flexibility, can be determined.

In all of the studies cited so far, the stochastic state variable (the value
of the project, the price of the firm’s output, or a demand or cost shift
variable) is specified exogenously. In a competitive equilibrium, firms’
decisions aboutinvestmentand outputdepend on the price process butalso
collectively generate that process. It is desirable to know whether firms’
decisions are consistent with the price processes specified.

At least two studies address this issue. Lippman and Rumelt (1985)
model a competitive industry where firms face sunk costs of entry and exit
and the market demand curve fluctuates stochastically. They find an
equilibrium consisting of optimal investment and production rules for
firms (with uncertainty they hold less capacity) and a corresponding
process for the market price. Leahy (1989) extends Dixit’s (1989a) model of
entry and exit to an industry setting in which price is endogenous. He
shows that price will be driven by demand shocks until an entry or exit
barrier is reached, at which point entry or exit prevent it from moving
further. Hence price follows a regulated Brownian motion. Surprisingly,
it makes no difference whether firms take entry and exit into account or
simply assume that price will follow a geometric Brownian motion; the
same entry and exit barriers result. This finding suggests that models in
which price is exogenous may provide a reasonable description of invest-
ment and capacity for an industry.

Investment behavior and economic policy

Nondiversifiablerisk plays arole in even the simplest models of investment
by affecting the cost of capital. The findings summarized in this paper
suggest, however, that risk may be a truly crucial determinant of invest-
ment. This conclusion is likely to have implications for the explanation and
prediction of investment behavior at the industry- or economy-wide level
and for the design of policy.

As detailed in chapter 2, “Private Investment and Macroeconomic
Adjustment: A Survey,” investment spending on an aggregate level may be
highly sensitive to risk in various forms: uncertainties over the future prices
of products and costs of inputs that directly determine cash flows; uncer-
tainty over exchange rates; and uncertainty over future tax and regulatory
policies. It is therefore important to understand how investment might
depend on risk factors that are at least partly under government control,
such as price, wage, and exchange rate stability, the threat of price controls
or expropriation, and changes in trade regimes.

Irreversibility is also likely to have policy implications for specific
industries. The energy industry is an example. Stability and credibility
arise as issues because of the possibility of price controls, “windfall” profit
taxes, or related policies that might be imposed should prices rise substan-
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tially. Investment decisions must take into account that price is evolving
stochastically, but must also consider the probability that prices may be
capped at some level or otherwise regulated.

A more fundamental problem is the volatility of market prices them-
selves. For many raw commodities (0il is an example) the volatility of prices
rose substantially in the early 1970s and has remained high. Other things
being equal, this greater volatility should increase the value of the land and
other resources needed to produce the commodity, and have a depressing
effect on expenditures for construction and on production capacity. Most
studies of the gains from price stabilization focus on adjustment costs and
the curvature of demand and (static) supply curves. (See Newbery and
Stiglitz 1981 for an overview.) The irreversibility of investment creates an
additional gain that must be accounted for.

The literature on these effects of uncertainty and instability is largely
theoretical. The reason may be that models of irreversible investment under
uncertainty are relatively complicated and are therefore difficult to translate
into well-specified empirical models. In any case the gap between theory and
empiricism is disturbing. While itis clear from the theory that increases in
the volatility of, say, interest rates or exchange rates should depress invest-
ment, it is not at all clear how large these effects should be. Nor is it clear
how important these factors have been in explaining investment across
countries and over time. Most econometric models of aggregate economic
activity ignore the role of risk or deal with it only implicitly. A more explicit
treatment of risk may help explain economic fluctuations, especially invest-
ment spending, better.* Substantial empirical work is needed to determine
whether the theoretical modelsdiscussed in this paper have predictive power.”

One step in this direction is the paper by Bertola and Caballero (1990).
They solve the problem of optimal irreversible accumulation of capital for
an individual firm with a Cobb-Douglas production function and then
characterize the behavior of aggregnte investment when there are both firm-
specific and aggregate sources of uncertainty. Their model does well in
replicating the behavior of postwar U.S. investment.

Simulation models may provide another vehicle for testing the impli-
cations of irreversibility and uncertainty. The structure of such a model
mightbesimilar to the model presented in the fourth section, parameterized
to “fit” a particular industry. The predicted effects of observed changes in,
say, price volatility could be determined and compared with the predicted
effects of changes in interest or tax rates. Models of this sort could likewise
be used to predict the effect of such factors as a perceived possible shift in
the tax regime or the imposition of price controls. Such models may also be
a good way to study the uncertainty of the “peso problem” sort.

Conclusions

The focus of this chapter was largely on investment in capital goods. The
principles, however, apply to a broad variety of problems involving irre-
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versibility. For example, as Dornbusch (1987) points out, the same issues
arise in labor markets, where firms face high (sunk) costs of hiring, training,
and sometimes firing workers. (Bentolila and Bertola 1990 developed a
formal model that explains how hiring and firing costs affect employment
decisions.)

Another important sét of applications arises in the context of natural
resources and the environment. If the future values of wilderness areas and
parkinglots are uncertain, itmay be better to waitbeforeirreversibly paving
over a wilderness area. Here the option value of waiting creates an
opportunity cost, which mustbe added to the currentdirect cost of destroy-
ing the wilderness area when doinga cost-benefitanalysis of the parking lot.
Arrow and Fisher (1974) and Henry (1974) first made this point, one that has
been elaborated upon in the environmental economics literature.®® It has
become especially germane in recent years because of concern over possible
irreversible long-term environmental changes such as ozone depletion and
global warming,.

While this insight is important, actually measuring these opportunity
costs can be difficult. In the case of a well-defined project (a widget factory),
itis possible to construct a model like the one in the fourth section. Itis not
always clear, however, what the correct stochastic process is for, say, the
price of outputs. Even ifequation (3-18) is accepted, the opportunity cost of
investing now (and the investment rule) will depend on parameters such as
oand 6 that may not be easy to measure. The problemis much greater when
applying these methods to investment decisions involving resources and
theenvironment. Then the model must address, for example, the stochastic
evolution of society’s valuation of wilderness areas.

Onthe other hand, models such as the ones discussed in this chapter can
be solved (by numerical methods) with aiternative stochastic processes for
the relevant state variables, and it is easy to determine the sensitivity of the
solution toalternative parameter values, as was done in the third and fourth
sections. These models at least provide some insight into the importance of
irreversibility and the ranges of opportunity costs that might be implied.
Obtaining such insight is clearty better than ignoring irreversibility.
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Appendix 3A

This appendix provides a brief introduction to the tools of stochastic
calculus and dynamic programming that are used in the third and fourth
sections. (For more detailed introductory discussions see Dreyfus 1965,
Merton 1971, Chow 1979, Malliaris and Brock 1982, or Hull 1989. For more
rigorous treatments see Kushner 1967 or Fleming and Rishel 1975.) This
discussion begins with the Wiener process, then covers 1to’s Lemma, and
finally reviews stochastic dynamic programming,.

Wiener processes

A Wiener process (also called a Brownian motion) is a continuous-time
Markov stochastic process whose increments are independent no matter
how small the timeinterval. Specifically, if z(t) is a Wiener process, thenany
change in z, Az, corresponding to a time interval, A, satisfies the following
conditions:

(a) The relationship between Az and At is given by Az = ¢ At where g,
is a normally distributed random variable with a mean of zero and a
standard deviation of 1.

(b) g isserially uncorrelated, thatis, E(e g ) = 0 for t 5. Thus the values
of Az for any two different intervals of time are independent (so that z{t]
follows a Markov process).

Examine what these two conditions imply for the change inz over some
finiteintervaloftime, T. Thisinterval can bebroken upinton unitsof length,
At, each, with n = T/At. Then the change in z over this interval is given by:

(s +T)-z2(s) = )3 (A2
i-1

Since the €s are independent of each other, the change z(s + T) - z(s) is
normally distributed with a mean of 0 and a variance of nAt = T. This last
point, which follows from the fact that Az depends on JAt and not on At, is
particularly important: the variance of the change in n Wiener process grows
linearly with the timme interval.

Letting the At’'s become infinitesimally small, the increment of the
Wiener process can be written asdz = g(t)(df)'/2. Since £(t) has zero mean and
unit standard deviation, E(dz) = 0 and E[(dz)’] = dt. Finally, consider two
Wiener processes, z (t)and z,(¢). Itis possible towrite E(dz dz,) = p,,dt, where
p,, is the coefficient of correlation between the two processes.

The following greneralization of the Wiener process is often employed:

(3-A-1) dx = a(x,)dt + blx,t)dz.

The continuous-time stochastic process x(t) represented by equation (3-A-
1)is called an ltoprocess. Consider the mean and variance of the increments
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of this process. Since E(dz) = 0, E(dx) = a(x,t)dt. The variance of dx is equal
to E{[dx - E{dx)J?} = (*(x,t)dt. Hence a(x,t) is referred to as the expected rate
of drift of the Ito process, and {*(x,) as the rate of variance.

An important special case of equation (3-A-1) is the geometric Brownian
motion withdrift. Herea(x,t)= ax,and i(x,t) = ox, where c.and s are constants.
In this case equation (3-A-1) becomes:

(3-A-2) dx = owedt + oxdz.

(This expression is identical to equation [3-1] in the third section but with V
replaced by x.) From the above discussion of the Wiener process, it follows
that over any finite interval of time percentage changes in x, Av/x, are
normally distributed. Hence absolute changes in x, Ax, are lognormally
distributed. The expected value of Ax will be derived shortly.

Animportant property of the Ito process (equation [3-A-1]) is that while
itis continuousin time, itis notdifferentiable. To see this characteristic, note
thatdx/dtincludes a term with dz/it = e(t)(dt) /?, which becomes infinitely
large as dt becomes infinitesimally small. However, itis often desirable to
work with functions of x (or z), and it is necessary to find the differentials of
such functions. Doing so requires using [to’s Lemma.

1to’s Lemmma

Ito's Lemma is most easily understood as a Taylor series expansion.
Suppose x follows the Ito process (equation [3-A-1]), and consider a func-
tion F(x,t) thatis atleast twice differentiable. The objectiveis to find the total
differential of this function, dF. The usual rules of calculus define this
differential in terms of first-order changes inx and t: dF = F dx + F dt, where
subscripts denote partial derivatives, that is, F = dF/dx, and so on.
Suppose, however, that higher order terms for changes in x are also
included:

(3-A-3) dF = F dx + Fdt + (1/2)F _(dx) + (1/6)F,_(dx)’ + ...

Inordinary calculus, these higher order terms all vanish in the limit. To
see whether that outcome pertains here, expand the third and fourth terms
on the right-hand side of equation (3-A-3). First, substitute equation (3-A-
1) for dx to determine (dx)%

(3-A-4) (dx)? = a(x, (At + 2a(x,)blx, 10dt)7? + Px,b)dk.

Terms in (d1)*? and (dt)? vanish as dt becomes infinitesimal and can
therefore be ignored. Now write (dx)* = 12b%x,t)dt. As for the fourth term
on the right-hand side of equation (3-A-3), every term in the expansion of
(dx) will include dt raised to a power greater than 1 and will vanish in the
limit. This condition holds for any higher order terms in equation (3-A-3).
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Hence Ito’s Lemma gives the differential dF as:

(3-A-5) dF = F dx + Fdt + (1/2)F_(dx),

or, substituting from equation (3-1-1) for dx,

(3-A-6) dF = [F +a(x,)F +1/20(x,t)F_Jdt + b(x,t)F dz.

This procedure can easily be extended to functions of several Ito
processes. Suppose that F = F(x ,...,x_,t} is a function of time and the i Ito

processes, x,, ..., x_, where

(3-A-7) dx,=a(x,.x tdt +b(x,..x Hdz,i=1,..m

and E( dz,dzl.) = p”.dt. Then, letting F denote oF /dx, and F ; denote 9*F/ ax,.ax],
[to’s Lemma gives the differential dF as:

(3-A-8) dF = Fdt + XFdx, + 1/2ZXF dxdx,
i i
or, substituting for dx;:
(3-A-9) dF = [F,+ Za(x,,.. h)F + 1/25b}x,,...})F,

+ 39 b, Db (X, AVF ) + Tb(,,... HF i,
l’} H

i

Example: Geometric Brownian motion. Return to the process givenby
equation (3-A-2). Ito’s Lemma can be used to find the process followed by
F(x)=logx. SinceF,=0,F_=1/x,and F_ = -1/x% from equation (3-1-5):

(3-A-10) dF = (1/x)dx - (1/2x*)(dx)*
= adt + odz - 1/26%dt = (0.- 1/26%)dt + 6dz.

Hence, over any finite time interval T, the change in log x is normally
distributed with mean (c. - 1/26)T and variance o°T.

The geometric Brownian motion is often used to model the prices of
stocks and other assets. It says retums are normally distributed, with a
standard deviation that grows with the square root of the holding period.

Example: Correlated Brownian motions. As a second example of the
useof Ito’s Lemma, consider a function F(x,y) = xy, where x and y eachfollow

geometric Brownian motions:

(3-A-11) dx = a xdt + o xdz,
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(3-A-12) dy = o ydt + o ydz

with E(dz dz ) = p. The objectiveis to find the process followed by F(x,y)and
the process followed byGC=logF.
Since F  =F_=0andF_ =1, fromequation (3-A-8):

(3-A-13) dF = xdy + ydx + (dx)(dy).
Now substitute for dx and dy and rearrange:
(3-A-14) dF = (o, + o+ po,o )Fdt + (6,dz, + 6 dz )F.

Hence F also follows a geometric Brownian motion. Whatabout G = log F?
With the same steps as in the previous example,

(3-A-15) aG = (o, + o, - 1/26° - 1/20° )dt + 6 dz_ + cvdzy.

From equation (3-A-15) it can be seen see that over any time interval T the
changeinlog Fis normally distributed with mean(a, +a, -1/26° -1 /26%)T
and variance (o°, + ¢°, +2po, + o )T. )

Stochastic dynamic programming

Ito’s Lemma also allows dynamic programming to be applied to optimiza-
tion problems in which one or more of the state variables follow Ito
processes. Consider the following problem of choosing u(t) over time to
maximize the value of an asset that yields a flow of income, [1:

(3-A-16) max E, Tl,ﬂ[x(t)u(t)h’ Hdt,
where x(t) follows the Ito process given by:
(3-A-17) dx = alx,u)dt + b(x,u)dz.

Let ] be the value of the asset, assuming u(t) is chosen optimally, that is,
(3-A-18) )(x) = max E, J Ix(tu(z)le*dx.
Since time appears in the maximand only through the discount factor, the
Bellman equation (the fundamental equation of optimality) for this problem
can be written as:

(3-A-19) uf = max[T1(x10) + (1/dHEd]].

Equation (3-A-19) says that the total return on this asset, pj, has two
components, the income flow, [1(x,u1), and the expected rate of capital gain,
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(1/dHEd]. (Note that in writing the expected capital gain the expectation
operator E isapplied, astep thateliminates terms indz, before taking the time
derivative.) The optimal u(t) balances current income against expected
capital gains to maximize the sum of the two components.

To solve this problem, it is necessary to take the differential d/. Since |
is a function of the Ito process x(t), Ito’s Lemma is applied. From equation
(3-A-5),

(3-A-20) df =] dx +1/2] (dxP.
Now substitute equation (3-A-17) for dx into equation (3-A-20):
(3-A-21) df = [alx,u)], + 1/203(x,0)] Ydt + b(x,u)] dz.

Given this expression for df and with E(dz) = 0, it is possible to rewrite the
Beliman equation (3-A-19) as:

(3-A-22) p/ = max [ + alx 0] +1/20(x)] ).

In principle, a solution can be obtained by going through the following
steps. First, maximize the expression in curly brackets with respect to 1 to
obtain an optimal 1" = i'(x,] ] ). Second, substitute this u” back into
equation (3-A-22) to eliminate u. The resuiting differential equation can
then be solved for the value function [(x), from which the optimal feedback
rule UI'(x) can be found.

Example: Beliman equation for investment problems. The third
section examined an investment timing problem in which a firm had to
decide when it should pay a sunk cost, I, to receive a project worth, V, given
that V follows the geometric Brownian motion of equation (3-1). To apply
dynamic programming, the maximization problem was writtenas equation
(3-13), in which F(V) is the value function, or the value of the investment
opportunity, based on the assumption that it is optimally exercised.

It should now be clear why the Beliman equation for this problem is
given by equation (3-14). Since the investment opportunity yields no cash
flow, the only return from holding it is its expected capital appreciation, (1/
dt)EdF, which must equal the total return uF, from which equation (3-14)
follows. Expanding dF using lto’s Lemma results in equation (3-17), a
differential equation for F(V). This equation is quite general and could
apply to a variety of different problems. To get a solution F(V) and
investment rule V" for the problem presented here, boundary conditions (3-
6)-(3-8) are also applied.

Example: Value of a project. The fourth section examined a model of
investment in which the value of the project had first to be calculated as a
function of the output price, . Differential equation (3-19) was derived for
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V(P) by treating the project as a contingent claim. Here this equation is
rederived using dynamic programming.

The dynamic programming problem is to choose an operating policy (f
=0 or 1) to maximize the expected sum of discounted profits. If the firm is
risk-neutral, the problem is:

(3-A-23) max EJJ[P(t) - cle™dt,

i=01
given that P follows the geometric Brownian motion of equation (3-18). The
Bellman equation for the value function V(P) is then:

(3-A-24) rV =max [j(P-¢) + (1/dHEdV].

j=01
By Ito’s Lemma, (1/dt)EdV =1/26°P*V , + aPV,. Maximizing with respect
to j gives the optimal operating policy, j = 1 (that is, do operate) if P>c, and
j=0(thatis, do notoperate) otherwise. Substituting o= - 8and rearranging
gives equation (3-19).

Notes

1. This chapter is a slightly modified version of the article originally
published in the Journal of Economic Literature, September 1991. The
author thanks Prabhat Mehta for his research assistance and to Ben
Bernanke, Vittorio Corbo, Nalin Kulatilaka, Robert McDonald, John
Pencavel, Luis Servén, Andrés Solimano, and two anonymous referees
for helpful comments and suggestions. Financial support was pro-
vided by the Center for Energy Policy Research of the Massachusetts
Institute of Technology, the World Bank, and the National Science
Foundation under Grant No. SES-8318990. Any errors are the author’s.

2. See, for example, McDonald and Siegel (1986), Brennan and Schwartz
(1985), Majd and Pindyck (1987), and Pindyck (1988). Bernanke (1983)
and Cukierman (1980) have developed related models in which firms
have an incentive to postpone irreversible investments so that they can
wait for new information. However, in their models this information
makes the future value of an investment less uncertain. In this chapter
the focus is on situations in which the future is always uncertain even
though information arrives over time.
In this example, the futures price equals the expected future price given
the assumption that the risk can be fully diversified. (If the price of
widgets were positively correlated with the market portfolio, the
futures price would be less than the expected future spot price.) Note
that if widgets were storable and aggregate storage was positive, the
marginal convenience yield from holding inventory would be 10 per-
cent. The reason is that since the futures price equals the current spot
price, the net holding cost (the interest cost of 10 percent less the
marginal convenience yield) must be zero.

w
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4,

N

This transaction is analogous to selling a dividend-paying stock short.
The short position requires payment of the dividend, because no
rational investor would hold the offsetting long position without
receiving that dividend.

The appendix describes the use of these tools for readers unfamiliar
with them. Those readers might want to review the appendix before
proceeding. Introductory treatments can also be found in Merton
(1971), Chow (1979), Hull (1989), and Malliaris and Brock (1982).)
Readers who prefer to avoid this technical material altogether can skip
directly to the fifth section, although they will miss some insights by
doing so.

A constant payout rate, 3, and required return, y, imply an infinite
project life. With CF denoting the cash flow from the project,

V, = JTCFerdt = T8V g Pewdt.

The implication is that T = co. If the project has a finite life, equation
(3-1) cannot represent the evolution of V during the operating period.
However, it can represent its evolution prior to construction of the
project, the only information that matters for the investment decision.
See Majd and Pindyck (1987, 11-13) for a detailed discussion of this
point.

Dixit (1988) provides a heuristic derivation of this condition.

The general solution to equation (3-5) is

F(V)=a V& +a,V®,

where

B, =1/2-(r-8)/c+{l(r-8)/0*- 1/21 + 2r/c}"/2 > 1
and

8,=1/2-(r-8)/c- {[{(r-8)/c* - 1/2F + 2r/c*}"/* <.
Boundary condition (3-6) implies thata, = 0, so that the solution can be
written as in equation (3-9).
This result was first demonstrated by Cox and Ross (1976). Note also
that equation (3-5) is the Bellman equation for maximization of the net

payoff to the hedge portfolio. Since the portfolio is risk-free, the
Bellman equation for that problem is:

PP = - 8VF, + (1/dDEAP,

that is, the return on the portfolio, rP, equals the per period cash flow
that it pays out (which is negative, since 8VF, must be paid in to
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10.

11.

12.

13.

14.

15.

16.

maintain the short position) plus the expected rate of capital gain. By
substituting P = F - F V and expanding dF as before, it can be seen that
equation (3-5) follows from the above equation.

This pointand its implications are discussed in detail in McDonald and
Siegel (1985).

Note that the option to invest is an option to purchase a package of call
options (because the project is just a set of options to pay ¢ and receive
P at each future time t). Hence the valuation involves a compound
option. For examples of the valuation of compound financial options,
see Geske (1979) and Carr (1988). The present problem can be treated
in a simpler manner.

By substituting equation (3-24) for V(P) into (3-19), the reader can check
that R and £, are the solutions to the following quadratic equation:

(1/2)R(R - 1) + (r- )R, - = 0.

Since V(0) = 0, the positive solution (8 > 1) must apply when I’ <¢,and
the negative solution (£, < 0) must apply when P> ¢. Note that 3 is the
same as £ in equation (3-10).

The scrap value of the project could exceed these costs. In this case the
owner of the project holds a put option (an option to “sell” the project for
the net scrap value), which raises the project’s value. This situation has
been analyzed by Myers and Majd (1985).

MacKie-Mason (1990) developed a related model of a mine that shows
how nonlinear tax rules (such as a percentage depletion allowance)
affect the value of operating options as well as the decision whether to
invest.

As Dixit points out, hysteresis would occur if, for example, the price
began at a level between w and w + pk, rose above w + pk so that entry
occurred, but then fell to its original level, which is too high to induce
exit. The firm’s price expectations would then, however, be irrational
(since the price is in fact varying stochastically).

With k denoting the maximum rate of investment, this equation is:

1/26°V?F ,, + (r-8)VF, - rF - x(kF, + k) =0

where x =1when the firmisinvestingand 0 otherwise. F(V,K) mustalso
satisfy the following boundary conditions:

Fv,0)=V,
lim,_ F(V.K)=e¢™* and
F(0,K) = 0,

with F(V,K) and F (V,K) continuous at the boundary V(K). For an
overview of the numerical methods for solving partial differential
equations of this kind, see Geske and Shastri (1985).
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17.

18.

19.

20.

21.

22.

23.

The production decision of a firm facing a learning curve and stochas-
tically shifting demand is another example of this kind of sequential
investment. Here, part of the firm’s cost of production is actually an
(irreversible) investment that yields a reduction in future costs. Be-
cause demand fluctuates, the future payoffs from this investment are
uncertain. Majd and Pindyck (1989) introduce stochastic demand into
a learning curve model and derive the optimal production rule. They
show how uncertainty over future demand reduces the shadow value
of cumulative production generated by learning and thus raises the
critical price at which it is optimal for the firm to produce.

Paddock, Siegel, and Smith (1988) value oil reserves as options to
produce oil but ignore the development stage. Tourinho (1979) first
suggested that reserves of natural resources can be valued as options.
In a related paper, Baldwin (1982) analyzes sequential investment
decisions when investmentopportunities arrive randomly and the firm
has limited resources to invest. She values the sequence of opportuni-
ties and shows that a simple net present value rule will lead to
overinvestment.

Weitzman, Newey, and Rabin (1981) use this model to evaluate the case
for building demonstration plants for synthetic fuel production. They
find that learning about costs could justify these early investments.
Much of the debate over synthetic fuels has had to do with the role of
government, and in particular whether subsidies (for demonstration
plants or for actual production) can be justified. These issues are
discussed in Joskow and Pindyck (1979) and Schmalensee (1980).
The ratio of a firm’s market value to the value of its capital in place
should always exceed one (because part of its market value is the value
of its growth options), and this ratio should be higher for firms selling
in more volatile markets. Kester’s (1984) study suggests that this rule
is indeed the case.

Even if firms are perfectly competitive and have constant returns,
stochastic fluctuations in demand will depress irreversible investment
if new firms can enter in response to increases in prices (see Pindyck
1990b for a discussion of this point). Abel, Bertola, Caballero, and
Pindyck also examine the effects that increased demand or price uncer-
tainty have on holding the discount rate fixed. As Craine (1989) points
out, an increase in the uncertainty of demand is likely to be accompa-
nied by an increase in the systematic riskiness of the firm’s capital and
hence in an increase in its risk-adjusted discount rate.

The firm has an option, worth G(K,8), to build a plant of arbitrary size
K. Once built, the plant has a value V(K,8) (the value of the firm’s
operating options), which can be found using the methods presented in
the fourth section. G(K,9) will satisfy equation (3-25), but with bound-
ary conditions G(K',0") = V(K ,8') - kK and G (K',8") = V (K',6), where &’
is the critical 8 at which the plant should be built, and K is its optimal
size. See Pindyck (1988, appendix).
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24. The sharp jumps in energy prices in 1974 and 1979-80 clearly contrib-
uted to the 1975 and 1980-82 recessions. They reduced the real incomes
of oil-importing countries and caused adjustment problems—inflation
and further drops in income that resulted from the rigidities that
prevented wages and non-energy prices from quickly equilibrating.
However, energy shocks also raised uncertainty over future economic
conditions. For example, it was unclear whether energy prices would
fall or keep rising, whatimpact higher energy prices would have on the
marginal products of various types of capital, and how long-lived the
inflationary impact of the shocks would be. Much more volatile ex-
change rates and interest rates also made the economic environment
more uncertain, especially in 1979-82. This uncertainty may have
contributed to the decline in investment spending thatoccurred, a point
made by Bernanke (1983) with respect to changes in oil prices. See also
Evans (1984) and Tatom (1984) for discussions of the effects of the
increased volatility of interest rates.

25. See Pindyck (1990) for a more detailed discussion of this issue.

26. Recent examples are Fisher and Hanemann (1987) and Hanemann
(1989). This concept of an option value should be distinguished from
that of Schmalensee (1972), which is more like a risk premium that is
needed to compensate risk-averse consumers because of uncertainty
over future valuations of an environmental amenity. For a recent
discussion of this latter concept see Plummer and Hartman (1986).
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On the Dynamics of Aggregate Investment

Ricardo ]. Caballero

Few economists question the crucial role of capital accumulation in deter-
mining countries” economic performance.! Unfortunately, fewer econo-
mists (perhaps none?) would be confident in explaining the behavior of
actual aggregate investment. It has been known for some time that the
simple neoclassical specification of Jorgenson (1963) has little to do with
actual investment at the firm level—firms do not adjust continuously to
satisfy some frictionless static first-order condition—and even less to do
with aggregate investment, since the cost of capital fluctuates too much to
be consistent with the behavior of actual investment. Adding intertemporal
considerations together with simple forms of adjustment costs has not
improved things much; the empirical success of the renown dynamic g-
theory model (see Tobin 1969, Hayashi 1982, and Abel 1983 for the different
stages of this theory) has been at least as bad, if not worse, than that of the
simple frictionless model (Abel and Blanchard 1986). Moreover, up to now
the best-fitting specification seems to have been the ad hoc accelerator model.

Itisnotentirely surprising that these theories fail to explaininvestment,
since their microeconomic foundation is clearly unrealistic.> The neoclassi-
cal model assumes no adjustment cost at all, while the g-theory implicitly
assumes that adjustment costs are such’ that firms adjust continuously—
although only partially—by small amounts. Even casual empiricism,
however, suggests that actual microeconomic investment decisions are
infrequent and many times far from infinitesimal (from the firm’s perspec-
tive). Furthermore, researchers have noticed that investments at the firm
level are close to irreversible and that this characteristic conveys distinctive
implications for microeconomic investment (Arrow 1968; Nickell 1974),
especially in an uncertain environment (Bernanke 1983; McDonald and
Siegel 1986; Ingersoll and Ross 1987; Majd and Pindyck 1987; Pindyck 1988;
chapter 3, “Irreversibility, Uncertainty, and Investment,” in this volume;
Bertola 1988; and Bertola and Caballero 1990a).
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One of the implications of the irreversibility of investment decisions is
that firms alternate between periods of inaction in which gross investment
is nil and their capital stock is eroded by depreciation, and periods of
positive grossinvestment. Aggregate investmentdoes not, however, match
this description of action-inaction, so that it is necessary to abandon the
representative agent framework and face a difficult aggregation problem.
Ateach pointin time the question is notonly how muchindividual firms are
investing but also how many firms are doing it. Answering that question
requires some understanding of the dynamic behavior of the cross-sectional
distribution of firms’ marginal profitability of capital. Caballero and Engel
(1991, 1993) provide the basic principles and methodology to track a cross-
sectional distribution when firms face both idiosyncratic and aggregate
shocks. Bertolaand Caballero (1990b) and Caballero (1992,1993) generalize
these results to include models with implications similar to those of the
irreversible investment model, and develop procedures toimplement these
models empirically. Bertola and Caballero (1990a) study precisely the
problem of aggregate investment in the presence of constraints of micro-
economic irreversibility. This chapter borrows heavily from the latter paper.

Three sections follow. The next one presents the theory of aggregate
investment in the presence of irreversibility constraints and other forms of
realistic adjustment costs. In so doing, it discusses several fallacies arising
from both the use of conditional statements to explain long-run average
results and the direct extrapolation of microeconomic arguments to the
aggregate. The subsequentsection outlines an econometric methodology to
estimate these new models and presents examples based on the recent
investment experiences of several developing countries. The chapter ends
with some concluding remarks and directions for future research.

The theory

Frictionless investment: The firm

If capital could be rented in a perfect spot market and there were no costs
for installing and removing equipment and structures, investment by firm

i €[0,1] would be determined at each point in time by the simple static
condition:

@) N/ 0, =c,
where [1(.,) = thefirm’s flow profit function
K = the firm’s “frictionless” stock of capital
© = exogenous stochastic component summarizing such
things as wages and productivity, and
¢, = rental costof capital (real interest rate plus the physical

rate of depreciation minus the expected appreciationofa
unit of capital times the price of capital).
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For expository simplicity assume thatc, = ¢, and for tractability that the
firm’s profit function takes a simple isoelastic form:*

(4-2) Mx,0)=x0, 0<ax<l

where K is the firm’s actual stock of capital.
With equations (4-1) and (4-2), it is easy to obtain a simple expression
for the frictionless stock of capital at the firm level:

(4-3) K.,fl = [-9:9;] 11«

C

Investment is entirely determined by this equation. Investment (net)or
disinvestment occurs only when the conditions the firm faces (as relates, for
example, to productivity, wages, and demand) change. The rate of growth
of a firm’s capital stock—the ratio of investment to capital—is given by:

(4-4) N/={1/1-0) d8,,

where N [ is the frictionless ratio of net investment to capital and 9 is the
logarithm of ©.

Figure 4-1(A)illustrates a sample path of the log of the stock of capital—
hence investment—for a given path of 8. Positive changes in 8, perhaps as
aresultof increases in productivity ordemand or a reductionin wages, lead
to positive net investment, while negative changes in 6 yield negative net
investment. The expression for the firm’s frictionless stock of capital is
obtained from the first-order condition given in equation (4-1), which says
thatat all points in time the marginal profitability of capital must equal the
cost of capital, in this case a constant, as shown in figure 4-1(B).

Irreversible investment: the firm

In reality, especially that of developing countries, rental and secondary
markets are far from perfect, and there are many types of adjustment costs.
In particular, once installed, capital has alternative uses only ata substantial
discount. At the extreme, when there is no alternative use for capital,
investment is said to be irreversible. This case is the base one studied in this
chapter. To make things simple, assume that adjustment in the opposite
direction, that is, positive gross investment, is costless and that there are no
indivisibilities or advantages to bunching adjustments. This case permits
the most important aspects of aggregation to be highlighted in the context
of realistic nonconvex adjustment cost functions, while keeping the model
as simple as possible. (Other forms of nonconvexities and their distinctive
implications are discussed later.)

Suppose for a moment that the firm chooses to disregard the irrevers-
ibility constraint, so that condition (4-3) in which gross investment is
positive is met at all times. There will be times, however, in which the firm
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Figure 4.1 Frictionless behavior
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would like todisinvestat a rate faster than depreciation but cannot. Atthose
times, [T,(K ,@ ) < c. In these situations the firm “gets stuck” with too much
capital. Figure 4-2 depicts this situation: the dashed line in figure 4-2(A)
denotes the path of frictionless (log of) capital, which is identical to that of
figure 4-1. The solid line depicts the corresponding path of actual (log of)
capital. All those periods in which the dashed line is below the solid line
represent times in which there is “too much” capital. Since in this case the
firm never has “too little” capital, it ends up holding, on average, too much
capital. The dual of this situation can be seen in figure 4-2(B}), where the
dashed line represents the cost of capital and the marginal profitability of
frictionless capital and the solid line illustrates the path of the marginal
profitability of actual capital. It is apparent that in this case the marginal
profitability of capital is, on average, below its cost. Thus the firm is
overinvesting.

An optimizing firm will try to remedy the excessive accumulation of
capital, at least in part. This tendency leads, under assumptions standard
to this literature, to a modification of condition (4-1) for good times. If K*
denotes the desired stock of capital at each point in time when there is a
positive probability of facing binding irreversibility constraints in the
future, then:

(4-5) M (K4L,0)=c+h

where his a positive constant that depends on the parameters of the profit
function as well as on the characteristics of the stochastic process that
generates 8. In particular, it is increasing on the variance of shock 8.

Comparing equations (4-1) and (4-5) yields the relation K¥ < K/ . This
relation does not say that investment—and therefore capital—is less in the
(partialequilibrium) firm facing irreversibility constraints than inan equiva-
lent firm that does not face them; it just says that the firm will be more
reluctant to invest in good times. What is often forgotten, however, is that
the reason for this reluctance is those occasions when the firm gets stuck
with too much capital.

This situation is portrayed in figure 4-3(A), where the dashed, dotted,
and solid lines represent one possible sample path of the (log of) the
frictionless, the desired, and the actual stock of capital, respectively. Three
types of situations can be observed. The firstone corresponds to periods in
which gross investment is positive, so that desired and actual capital are the
same and below the frictionless level. The second one occurs when gross
investment is zero, so that the actual stock is above the desired stock but the
actual stock is still below the frictionless level. Finally, there are periods in
which not only is gross investment zero, but actual stock exceeds the
frictionless level. These regimes have a counterpart in the marginal profit-
ability of capital, as revealed in figure 4-3(B). The marginal profitability of
capital never exceeds the modified cost of capital, ¢ + A, that is, the cost of
capital that determines the desired stock of capital. Regime 1 corresponds
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Figure 4.2
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Figure 4.3
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to the times in which the marginal profitability of capital (I1,) equals ¢ + ; reg-
ime 2 occurs when I, is between ¢ + hand ¢, and regime 3 when IT, is below ¢.

When investment is irreversible, the firm will adjust its behavior in
good times. It will try to limit both the number of periods when it has too
much capital and the magnitude of theexcesses. Itcan do so only by holding
less capital in good periods than at times when investment is fully reversible.
Whether the firm holds more or less capital on average than in a frictionless
framework is ambiguous. The outcome depends on the specific parametric
assumptions made (see, for example, Bertola and Caballero 1990b).*

Similarly, an implication of the irreversible investment literature is
often said to be that an increase in uncertainty about 8 lowers the capital
stock. Once more, there is more reluctance to invest in good times, but the
reasons are an increase in the frequency of bad times, that is, of periods in
which the stock of capital is excessive, and an increase in their magnitude.
Asbefore, whathappens to average capital accumulation when uncertainty
is larger is ambiguous.

The main purpose of the chapter, however, is to explain the implica-
tions of these results for the dynamic behavior of aggregate investment, as
discussed below.

Frictionless and desired investment: The aggregate

With the net frictionless investmentof firm fattime t denoted by I/, and with
the identity [/ = N/K/ it is possible to construct a measure of aggregate net
frictionless investment, ¥, by integrating equation (4-5) over the continuum
of firms’ i g[0,1):

(4-6) I{=(1/1-a]{K/d0 di.
Assuming that therate of change in shocks 8, is approximately independent

of the initial stock of (frictionless) capital held by firms yields a simple
expression for the frictionless (net) aggregate investment/capital ratio,

(8-7) N/=[1/1- o]} e di.,
or simply
(4-8) N/ =[1/1- adl6y,

where d6, = [ 'd0 di is the “aggregate” shock. This terminology seems
particularly appropriate in the context of this chapter—the existence of a
large number of firms—since d0 is different from zero only because of the
nondissipating correlation of shocks across sectors. The result is an equa-
tion similar to thatofasingle firm, with the sole exception that theaggregate
shock replaces firm-specific shocks and therefore may have important
stochastic differences with any particular firm.*
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An expression for the desired (in the presence of future irreversibility
constraints) aggregate investment/capital ratio can be obtained from an
identical derivation:

(4-9) N ={1/1- oldby.

Hence, the dynamic behavior of N is indistinguishable from that of N/.
Alternatively, I¢ is at all times proportional to If, with a constant of
proportionality that is less than one and monotonic with respecttoc/(c + h).

Irreversible investment: The aggregate

Unfortunately, the representative agent framework does not carry over to
the case where firms face irreversibility constraints. As seen in figure 4-3,
individual firms alternate between periods in which they invest and peri-
ods in which they let depreciation erode their stock of capital. This
description of aggregate investment is clearly not a good one. Most likely,
aggregate gross investment is almost never equal to zero, not even when
high frequency observations are available.

In general, regardless of the realization of the aggregate shock, there
will be active (that is, investing) and inactive (that is, depreciating) firms at
all times. The problem of aggregation is that of determining the fraction of
firms doing one or the other, and the dynamic problem is that of tracking
down the endogenous change in these fractions.

Recall that K, = K ? whenever the firm is investing, while at all other
times K, > K ?. Itis therefore convenientto defineavariable Z thatcaptures
the gap between actual and desired capital:

(4-10) Z,=InK,-InK 2

Rearranging equation (4-10) shows that the dynamic behavior of the actual
stock of capital at the firm level can be described in terms of the dynamic
behavior of its desired stock of capital and that of the gap variable, Z .

The equivalent statement at the aggregate level is that the dynamic
behavior of the aggregate stock of capital—when the firms face irreversibil-
ity constraints—can be described in terms of the dynamic behavior of the
aggregate desired stock of capital, N, and the evolution of the mean of the
cross-sectional distribution of gaps (measured by the log-distance of actual
desired capital), Z, The implication is that the aggregate investment/
capital ratio, N, is approximately described by

(4-11) N,=N%+dZ, .

Since the dynamic behavior of N7 is identical to that of N/, the above
equation can be rewritten as



90 Adjustment Theory and Investment Policies

@-12) N=N/+dz

At each point in time there exist given values of Z ; thus, at each point
in time, a histogram of these quantities can be constructed. This histogram,
or cross-sectional density, denoted by f(z,t), depends on the history of the
realizationsof 8.'s up to time tand on the nature of the depreciation affecting
the stocks of capital held by firms. The importance of this density is that it
permits the dynamic behavior of Z, to be tracked down and, with it, the
dynamic behavior of N, provided that N/, which typically can be con-
structed from simple economic principles, as seen earlier, is known.

Under fairly reasonable assumptions, this density will, at any pointin
time, take the shape shown in figure 4-4. The exponential-like form of this
density, with large concentrations of firms near point Z , = 0 (the investment
point), is the result of the positive depreciation rate and drift in the driving
forces of capital formation (for example, growth in productivity). If these
parameters are large, firms will often invest, and f(z,t) will on average have
a high concentration of units with small disequilibria. If, on the other hand,
idiosyncratic uncertainty is large, f(z,t) will look flatter, since atany point in
time there will be a significant number of firms whose negative shocks more
than offset the depreciation of their capital.

Figure 44 Cross-sectional density
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Aggregate shocks, on the other hand, are the main reason for the index
t in the cross-sectional density. If they were not present, f(z,t) would
eventually converge to a stable density, where dZ =0; hence N,= N/. The
presence of aggregate shocks, however, prevents the cross-sectional den-
sity from ever converging and therefore introduces a breach in the dynamic
behavior of the investment/capital ratios in economies where individual
firms face and do not face irreversibility constraints.

When firms are affected by positive aggregate shocks (that is, on
average the firm-level shocks are positive), the disequilibrium gaps tend to
shrink, and more firms actually invest. The result s illustrated in figure 4-
5 by the gradual shift in the cross-sectional density from the solid to the
outermostdashed curve. In contrast, if a sequence of bad aggregate shocks
hits the economy, the cross-sectional density gradually moves from the
solid to the inmost dotted line, as the average gap increases and the fraction
of firms actually investing falls.

Figure 4-5and equation (4-12) permit the main impact of microeconomic
irreversibility constraints on the dynamic behavior of aggregate investment
to be isolated. In good times N/ rises while the mean of the cross-sectional
density falls, a pattern that smooths the responsiveness of investment to
exogenous positive shocks. Put differently, the cross-sectional density

Figure 4.5 Cross-sectional density
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siphons off part of the energy of the exogenous shocks. This energy,
however, is not lost but is released slowly over time when good times cease.
Exactly the opposite happens in bad times.

Interestingly, contrary to what the literature typically argues, nothing
in the previous paragraph suggests an asymmetric response of aggregate
investment to aggregate shocks. [t can be shown (see Caballero 1992) that
this pattern is not an accident but the work of very powerful underlying
laws of probability: properly aggregated systems have a natural tendency
not only to dampen but also to erase microeconomic asymmetries. The
condition does not mean that a model of this nature cannot generate
aggregate asymmetries; itonly means that the sources of these asymmetries
are quite different from what direct microeconomic extrapolations suggest.

Figure 4-6 shows the response of the actual investment/capital ratio
(y axis) to shocks leading to changes in the frictionless investment/ capital
ratio (x axis). The different lines correspond to different initial conditions
(before the current shock). The solid line starts from a situation in which the
stock of capital has been growing ata rate of 9 percenta year for along time,
so that the initial cross-sectional density is very concentrated near the
investment barrier. Conversely, the line of short dashes corresponds to a
case in which the net investment/capital ratio has been a negative 9 percent

Figure 4.6 Smoothness-fully irreversibility case
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for a long time, 50 that gross investment has been very low for a long time,
and the cross-sectional density is still exponential but very spread out. The
line of long dashes corresponds to an intermediate case. The distribution of
shocks has been assumed to lead to a standard deviation of the frictionless
stock at the microeconomic level of 40 percent a year, and the depreciation
rate is 10 percent a year.

This figure confirms several of the issues discussed above. First, and
most important, the irreversibility constraints at the microeconomic level
lead to pronounced “excess smoothness” in the way capital responds to
aggregate shocks. Second, even though there is an extreme form of
asymmetry in the adjustment cost at the microeconomic level, there is no
evidence of first-order asymmetry at the aggregate level. (The slight
asymmetry observed for large [although continuous] shocks in good times
is discussed extensively below.}) Third, the first-order serial correlation
(approximately measured by the distance of each of the lines from the zero
line when N/= 0) is larger when the economy is in a bad state (this
“asymmetry” is the result of the positive rate of depreciation).

The irreversible investment case, as stated, is an extreme form of
adjustment cost. It may be more realistic to assume that it is very costly to
reduce the stock of capital but not infinitely costly. Figure 4-7 repeats the

Figure 4.7 Smoothness-partial irreversibility
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experiment in figure 4-6 under this new structure for the cost of adjustment.
For this purpose a large proportional cost for downgrading the capital stock
is used that leads firms to wait until their capital stocks are twice as large as
their desired stocks before implementing marginal sales of stocks. The
conclusions of figure 4-6 hold, although now the degree of excess smooth-
ness is much milder. The reason is complex and lies in the large amount of
uncertainty (mostly idiosyncratic) individual firms face (see Caballero 1993
and Bertola and Caballero 1990b). When the support of Z is bounded, a
substantial increase in uncertainty reduces the ability of aggregate shocks
to alter the shape of the cross-sectional density and therefore to alter Z, the
reason for the “smoothing” effect.

Figure4-8 corresponds to the same case as in figure4-7 but with the total
uncertainty firms face reduced to 10 percenta year (given that the size of the
aggregate shocks has been kept constant, this level corresponds to an
increase in the relative importance of aggregate uncertainty), and the initial
conditions even more spread out than before.

This figure shows interesting asymmetries. The direction of the asym-
metries depends not on whether the shocks are positive or negative buton
initial conditions. If the initial conditions are good—in the sense that the
mean cross-sectional distribution is very low—there is little smoothness

Figure 4.8 Smoothness-partial irreversibility
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with respect to further positive shocks, since there is very little space for
downward movements in Zt, the reason for the smoothing of positive
shocks. Conversely, there is plenty of space for upward shifts in Z, so that
in good times negative changes produce substantial smoothness.

Upto this pointthe asymmetry goes in the direction of the microeconomic
asymmetry. In contrast, the “bad” initial conditions case yields exactly the
opposite type of asymmetry, since there is more room for Z to move down-
ward than upward.

It is also interesting to note that the intermediate case shows the former
typeof asymmetry; this shift in the center of gravity is caused by the positive
depreciation rate. A strong positive drift in the economy would play a
similar role. Thus, the presence and type of macroeconomic asymmetries
depend on things far more complex than theasymmetry of adjustment costs
at the microeconomic level (Caballero 1990).

These conclusions, including the impulse responses, extend to more
general models of realistic nonconvex adjustment costs. For example,
figure 4-9 depicts the cross-sectional density that is typical when there are
fixed (as opposed to proportional) costs of both upgrading and downgrad-
ing capital stock at the firm level, a situation that yields inaction and
investment of a finite size.

Figure 4.9 Cross-sectional densities, fixed costs
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Econometrics

This section outlines a procedure for implementing the new theoretical
developments described above. The method involves the use of examples
constructed from private investment data for four developing countries:
Brazil, Korea, Mexico, and Turkey. The results presented below are only
illustrative of the procedures suggested and should by no means be taken
as careful descriptions of the investment behavior of these countries.

The long-run determinants (frictionless capital)

Estimating these models requires—at least conceptually—two distinct
steps. First, the path of the frictionless (or desired) series must be estimated,
and from this calculation (see equation 4-3) the path of aggregate shocks
must be recovered. The latter are the impulses that feed the cross-sectional
density in the second step, where the dynamic behavior of the model is
estimated. The first step is addressed here first.?

Economic theory typically provides clearinsights into the determinants
of the frictionless aggregate stock of capital. Let this stock be

(4-13) nK/=pX,

where f3 is the vector of coefficients and X, is the setof observable variables.’
The task of this section is to find values for B. This task is not easy, since in
the presence of adjustment costs the left-hand side variable is a non-
observable theoretical construct. With the definition of Z, however, equa-
tion (4-13) can be rewritten in terms of the actual stock of capital:

(4-14) InK, =B, +BX, +2Z,

where B = InK? - InK /.

Z, is—by construction—a stationary variable. It reveals that if the
variables in X, are integrated (and not co-integrated among them), § can be
estimated from a conventional co-integrating regression.

Although theoretically correct, the previous procedure is likely to yield
misleading results because of severe small-sample problems. Recall that

(4-15) InK =B, +inK,’ +Z,

and that, because of the adjustment costs, InK is a smoothed version of InK/.
The implication is that [nK, / and Z, must be negatively correlated. The
normal equations of the simple co-integrating regression (ordinary least
squares, or OLS) disregard this negative correlation; thus, the only way OLS
can match the smooth behavior of /1K, is by biasing the coefficients in
toward zero (Caballero 1993).

The small-sample problem can be reduced by using a Stock and Watson
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(1989)-type correction. This correction involves expanding the regression
in equation (4-14) by adding a set of auxiliary variables:

(4-16) InK, = BX, +fAX] +e,

where [AX ] is the vector of lags (and possibly leads) of the first difference
of X, and g is the stationary disturbance that is ideally orthogonal to X,. Put
differently, [AX ] is included to “clean” the correlation between X, and Z,.
One problem with this correction is that it requires significant degrees of
freedom (40 or 50) to work properly, a potentially serious limitation when
using data on developing countries. On the other hand, an advantage of
concentrating on small-sample issues is that it does not really matter
whether X is integrated or not. All that matters is the variance of X, relative
to its covariance with Z . This point is important when estimating invest-
ment equations, since the cost of capital is typically a stationary variable.
To illustrate some of these issues, a neoclassical model is used where X,
is formed by the logarithm of gross national product (GNP), a proxy for the
cost of capital, and a linear time trend. The proxy for the cost of capital is
formed by the projection of a measure of the ex-post real interest rate (plus
depreciation) on its own lag and the output measure lagged once. The
coefficient of outputis fixed so as to be equal to one, and the response of the
frictionless capital/output ratio to changes in the cost of capital is estimated.
The data were obtained from the World Bank Macroeconomic Adjust-
ment and Growth Division’s CECMG data base. They contain annual
observations from 1970 to 1985. Table 4-1 shows that despite the extremely
small sample size and the consequent large standard errors, the correction
does play an important role in yielding more reasonable point estimates of
the parameter of primary concern. When no correction is implemented, the
cost of capital elasticities not only is small but also has the wrong sign in
three of the four countries considered. On the other hand, when a Stock and

Table 4.1 Long-run cost of capital elasticity—Stock and Watson correction

Brazil Korea Mexico Turkey
Br 0.089 0.329 0.118 £.022
OLS (0.056) (0.307) (0.110) (0.021)
B, .722 -3.770 -0.565 0.102
SW (0.445) (2.052) (0.253) (0.022)

Note: The standard errors are in parentheses; the OLS standard errors are incorrect (as in most
co-integrating regressions). OLS corresponds to the standard co-integrating regression, while
SW is OLS on a system expanded with three lags of the first difference of the cost of capital
measure. All equations include a linear time trend and a constant (not reported).

Seurce: Author’s calculations.
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Figure 4.10 Actual and frictionless investment to capital stock ratios for
Brazil, Korea, Mexico, and Turkey
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Watson-type correction is implemented by including three lags of the first
difference of the cost of capital measure, the coefficients become large and
negative, as expected for the long-run relation between capital and its cost.
The different panels of figure 4-10 depict the estimated paths of N/and
the observed pathsof N, for the different countries. Itisapparent from these
figures that the actual series are considerably smoother than a frictionless
model implies. It is important to note, nonetheless, that adjustment costs
affect both good and bad times; it is true that the response of investment to
positive stimuliseems to be slow, consistent with conventional wisdom, but
it is also true that investment falls more slowly than it does in an economy
without irreversibility or other adjustment costs during bad times.

Distributional dynamics

The dynamic part of the model—that is, estimation of the evolution of the
cross-sectional density—is addressed next. Caballero (1993) shows that if
the behavior of each N/ can be approximated by a Brownian motion with a
standard deviation g, then the cross-sectional density of Z—when indi-
vidual units are subject to nonconvex adjustment costs—can be character-
ized by the following stochastic partial differential equation:

(4-17) dfz,t) = (3dt + N/ 5’%‘3 +%2 —a—% dt,

where & is the rate of depreciation of the capital stock and the boundary
conditions are to be determined once the particular type of prevalent
adjustment cost is specified.

With the estimates of N/ from the previous section, a discrete time
approximation of the path of the cross-sectional density can be computed.
Bertola and Caballero (1990a) show that in the case of irreversible invest-
ment being discussed here, the following system results:

(4-18) fiz, j) = é}e Kk foj‘A(B; J) e MBre e [cos (Bz) - -%ssin(ﬁz)]dﬁ
(@-19) ABy) = =2 [ =z, j - 1) [cos (B2) - 5 sin(Bz)]dz

s Tt(l + &}2/4'32) [ 4 zﬁ
where j is the discrete time index (measured in years), K}(B) =(-p*+ §2/4) 6/@1..,
and

Starting this system from an arbitrary density (chosen to match the
ergodic probability density of an individual Z), and feeding the output of
this system into a squared errors objective function, allows the only param-
eter that is left free at this stage, o, to be estimated, and an estimated path
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Table 4.2: General statistics and second stage results

Brazil Korea Mexico Turkey
o, 0.203 0.310 0.100 0.045
y 0.600 0.800 0.600 0.600
o 0.033 0.089 0.017 0.011
o, 0.030 0.033 0.018 0.020
c 0.203 0.310 0.101 0.045

Note: All values are annual percents. 0, =0 is the standard deviation of the frictionless
aggregate. O, is the standard deviation of the fitted investment/capital ratio. G_ is the

standard deviation of the actua) investment/capital ratio.
Source: Author’s calculations.

of the mean of the cross-sectional density to be recovered. The unbounded
support nature of the irreversible investment case presents numerical
problems, however, that yield an extremely flat objective function after a
certain level of o; for this reason a grid search approach is used in which the
search is stopped at the minimum value of ¢ within the flat region of the
objective function. Table 4.2 presents the basic results. The first row shows
that aggregate uncertainty—the standard deviation of Nf—ranges from a
low of 5 percent a year for Turkey (about the same as that for the United
States) to a high of 31 percent for Korea. The second row, on the other hand,
shows that total uncertainty at the microeconomic level—as seen by the
econometrician—is in the range of 60-80 percent a year. This combination
of parameters yields a standard deviation of the fitted values of NI, as
indicated in the third row, that is not far from the observed standard
deviation shown in the fourth row and that is considerably lower than the
standard deviation of the frictionless series, shown in the bottom row. The
model is therefore very successful in smoothing out aggregate shocks to
approximate the behavior of actual investment.

The panels of figure 4-11 are more revealing than this table. They are
identical to the panels of figure 4-10 but with the addition of the path of the
investment/capital ratio implied by the model (dashed line). The results
are fairly good, especially for Mexico.'"® Although far from perfect, these
results are promising, particularly when taking into account all the short-
comings of the data and the substantial scope for improvement, especially
in the modelling of frictionless investment.

Final remarks

This chapter surveyed new developments in the theory and implementa-
tion of models of aggregate investment in the presence of irreversibility
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Figure 4.11 Actual, frictionless, and predicted investment to capital
stock ratios for Brazil, Korea, Mexico, and Turkey
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constraints at the microeconomic level. From the aggregate point of view,
other nonconvexities in adjustment cost technology behave quite similarly
exceptforvery largeshocks. Indevelopingcountries, however, largeevents
may be more common than rare, and the researcher should be particularly
concerned with the main sources of adjustment costs at the microeconomic
level.

The discussion omitted many realistic elements, two of which seem
salient: changes in the level of uncertainty (either aggregate or idiosyn-
cratic); and general equilibrium considerations. The reason for the omis-
sions is technical, but at least partial remedy for the problems is close at
hand.

As mentioned, the empirical evidence was used only to illustrate the
basic procedures involved in theempirical implementation of these models.
Nevertheless, the fit is surprisingly good for some of the countries. Al-
though much work remains to be done, this result is encouraging.

One of the priorities of the empirical agenda should be a detailed
description of the target model (that is, the model without adjustment
costs). In particular, much effort should be put into the construction of
measures of the cost of capital, particularly because of the significant
imperfections in the capital markets in most developing countries. The
likely complementarity between private and public capital should also be
modelled at this stage. Efforts on these fronts should prove useful even if
the adjustment cost models discussed here are not empirically relevant
since, as shown, it is possible to recover medium- and long-run responses
of capital to changes in its cost that are robust to the type of adjustment
frictions firms face.

The theory reviewed here also suggests that microeconomic data may
help in understanding aggregate dynamics to a degree beyond that of
conventional representative agent theory. Any clue to the shape of the
cross-sectional density at any point in time may considerably improve
forecasting. Census data may soon become a more direct need for modern
macroeconomists.

Notes

1. lam grateful to Luis Servén, Andrés Solimano, and especially Sweder
van Wijnbergen for their very useful comments.

2. However, this point holds true for most representative agent-type

models.

Convex and differentiable at zero.

4. See Caballero (1991) and Bertola and Caballero (1990a) for a derivation
of a profit function of this nature. Relaxing the log-linearity (on capital)
assumption on the profit function makes the aggregation part of the
problem much harder.

5. Whatis unambiguous, however, is that, relative to the frictionless case,
the firm has too little capital in good times and too much in bad times.

(9]
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Not surprisingly, the value of the firm is reduced by the presence of an
irreversibility constraint.

6. Itis important to note, however, that this similarity does not mean the
higher moments of the shocks affecting firms can be recovered from the
aggregate frictionless equation. These moments are important in
assessing the effect of irreversibility constraints on firms’ investment
decisions.

7. The argument that aggregate gross investment is never equal to zero
has been used on occasion to discredit the relevance of irreversibility
constraints for macroeconomic phenomena. This criticism is, however,
mostly the result of a misapplication of the representative agent frame-
work.

8. Thisdiscussionisgermane toany model in which adjustment costs play
a role, convex or nonconvex.

9. The presence of non-observables adds all the problems of signal extrac-
tion; these issues are omitted here.

10. Note that the model does not have much chance of fitting well in the
early periods, since the initial cross-sectional density (the ergodic one)
is arbitrarily chosen. With larger sample sizes it is convenient to drop
the first 10 percent or 15 percent of the observations from the likelihood
(but not from the dynamic generation of the cross-sectional density).
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Empirical Investment Equations for
Developing Countries

Martin Rama

Since the debt crisis, there has been increasing interest in the determinants
of private investment in developing countries.! For industrialized coun-
tries, the literature on this topic is plentiful for both theoretical models (see
the surveys by Nickell 1978 or Artus and Muet 1986) and empirical results
with different specifications (see Abel 1980 or Artus and Muet 1984, among
others). In contrast, studies on developing countries are partial and scat-
tered.

Two main questions about private investment decisions in developing
countries need to be addressed. The first, a theoretical one, concerns the
variables on which decisions depend: are they the same as in industrialized
countries, or should specific factors, arising from the different macroeconomic
settings, be considered? The second questionis empirical, havingtodowith
available estimates: what can be learned from the applied research on the
determinants of private investment in developing countries?

This paper provides a preliminary answer to both questions. The next
section revisits the theoretical debate on the specific factors that should be
taken into account in developing countries. The subsequent section intro-
duces the main outcomes of that debate into a single analytical framework,
which gives rise to different empirical equations depending on the assump-
tions made concerning some key features of the economy (such as market
structure and credit rationing). The following section presents a classifica-
tion of 31 empirical studies on investment in developing countries accord-
ing to their chosen specification, and compares their estimates. A method-
ological proposal for further research, particularly as regards the impact
that the economic instability characterizing most developing countries has
on private investment, is discussed in the final section.
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Some specific issues

The literature on investment decisions in industrialized countries puts
forward basically two arguments. The first one, which relates to changes in
aggregate demand, gives rise to the “income accelerator.” The second one
concerns the relative prices of capital and labor (or more generally, variable
inputs) and therefore profitability. The literature on private investment in
developing countries considers notonly these two arguments, but ty pically
four others that arise from the specific features of these countries.

Financial repression

Since the work of McKinnon (1973) and Shaw (1973), it has been widely
accepted that a significant share of the firms in developing countries face
credit rationing. This kind of quantity constraint may be relevant in
industrialized countries also, as a result of the different information avail-
able to creditors and debtors. However, in addition to the information
problem, developing countries are often characterized by administered
interest rates thatare setat “low” levels and by direct allocation of credit for
the benefit of some firms. The impact of these policy choices on private
investment is amplified by the weakness of the capital markets in develop-
ing countries, a situation that restrains the access of firms to additional
equity capital.

According to this approach, in developing countries ceilings are more
relevant than spreads for credit allocation. For this reason the individual
firm does not face unlimited supplies of credit at a given interest rate, as
would be the case in a Modigliani-Miller world. Moreover, unlimited
supplies of credit with interest rates increasing in line with the firm’s debt-
to-equity ratio do not seem likely either. Instead, a firm has access (at best)
toa given credit ceiling, but the interest rate does not depend on theamount
borrowed.?

At the macroeconomic level, this possible constraint on the level of
investment had been already considered by the two-gap model, developed
in the 1960s by McKinnon (1964) and Chenery and Strout (1966), among
others. This model assumes that domestic saving, the world demand for
exports, and foreign financing are given. The sum of domestic saving and
foreign financing puts an upper bound on total investment (thus giving rise
to a saving gap), whereas the sum of exports and foreign financing sets up
the maximumalevel of imports (leading to a foreign exchange gap). Since the
firstof these two gaps is related to interest rates that do not clear the market,
its effects are quite similar to those arising from credit rationing,.

Financial repression has an important consequence from the viewpoint
of research. Despite the existence of an investment function, in some
periods the observed capital accumulation could be determined by the
amount of saving forthcoming at the prevailing interest rate. Therefore, the
microeconomic foundations of investment decisions should be analyzed by
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means of an equilibrium-with-rationing approach, such as the one that
characterizes disequilibrium models (see Malinvaud 1977).}

Foreign exchange shortage

Since developing countries must import most capital goods, the kind of
foreign exchange shortage considered by the two-gap model can be an
additional constraint on private investment. This outcome would apply if
balance-of-payment difficulties (associated, for instance, with the debt
crisis) lead to the use of direct exchange allocation or to the establishment
of import quotas. Such policy devices would introduce an upper bound on
purchases of machinery and equipment, which are usually made abroad
and cannot easily be replaced by domestic substitutes.*

The discussion on the determinants of private investment in develop-
ing countries would not be complete if such a potential constraint were not
explicitly taken into account. From the point of view of empirical research,
its consequences are similar to those of credit rationing. In both cases, the
investment equation to be used must arise from an optimization problem
that explicitly includes the possibility of quantity rationing.

Lack of infrastructure

It is usually accepted that private investment can fall as a result of higher
public investment when the latter rests on scarce financial resources. In
industrialized countries, this crowding-out effect is induced by higher
interest rates. In developing countries in which financial repression pre-
vails, itcan arise froma tight credit rationing at the prevailing administered
interest rate. However, public investment could also impose a positive
externality on private investment in countries characterized by a lack of
infrastructure or by weaknesses in the provision of public goods. In this
case, theaccumulation of public capital would be complementary to private
investment.

This ambiguous relationship between public and private investment
presents a challenge to applied research. On the one hand, empirical
estimates should provide an answer on whether ornot the lack of infrastruc-
ture is important enough to give rise to a significant externality. On the
other hand, these estimates should help decide whether the crowding-out
effect dominates the positive externality, or the opposite.

Economic instability

Some of the variables relevant for investment decisions fluctuate more in
developing countries than in industrialized ones. [n part the reason is their
different economic structures, particularly as regards sectoral diversifica-
tion. For instance, there may be important variations in the real exchange
rate in countries whose exports are concentrated in a few raw materials or
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agricultural products. However, most of the instability that characterizes
developing countries results from political and institutional factors. In fact,
thelarger changes in the real exchange rate often result from policy-induced
over- or undervaluation of the domestic currency. The same holds true for
the availability of credit, aggregate demand, and other variables whose
level depends on sudden (and sometimes dramatic) changes in economic
policy.

If firm owners are risk-averse, that instability will resultin lower levels
of investment because of the larger variance in expected profits. This
outcome would also hold if investment were irreversible (at least partly), so
as to give rise to sunk costs whenever capacity utilization fell (Pindyck
1988). Even if firm owners were risk-neutral and capital goods could be
resold, however, there would be important consequences for empirical
research. Dramatic changes in economic policy (such as the adoption of
adjustment programs) put forward the Lucas critique. As such, different
specifications should be used for the investment function, depending on
prevailing macroeconomic conditions.

An integrative framework

Three of the issues discussed—financial repression, shortage of foreign
exchange, and lack of infrastructure—can be introduced in a rigorous
manner into the investment equations usually considered for empirical
research. Here a singleanalytical model from which differentspecifications
can be drawn is used for this purpose. As regards economic instability, the
fourth issue, its consequences on the specification of empirical investment
equations are discussed in the next to last section.

Objective function and constraints

Consider the investment decisions of a single representative firm that
seeks to maximize the sum of its discounted dividends, or, tantamount, to
maximize the rise in its market value, AV, over a finite horizon. This
dynamic feature of the investment decision can be taken into account by
considering just two periods: present (t) and future (¢t + 1):

(5-1) AV =@pQ,-w.lL)+[v.KP -v, .(1+r).KP,]

-0, KP,(u, + g )

1
+ 1+ r' '(pul'in - u’t‘l'Lnx)

v .KP
+ —'1*’+r” -v,.KP,

the market value of the firm
output

where V

Q
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KP = capital stock

L =employment level

p  =nominal price of output

v =nominal market price of capital goods

w = nominal wage

r = discount rate (or nominal interest rate), which
is treated as given,® and

U =investment rate.

Thefirst term on the right-hand side of equation (5-1) represents current
profits in period t. The second one measures capital gains or losses during
the first period that arise from changes in the market price of the firm’s
machinery and equipment. Since neither of these two terms depends on the
level of investment, they are hereafter replaced by Z, and treated as given.
The third term is a convex function of the investment rate, 1, which is the
ratio between gross investment, IP, and the capital stock, KP. The whole
third termis equal to (larger than) IP, when the parameter I' is null (strictly
positive).® The fourth term stands for the discounted value of future current
profits, whereas the last one corresponds to capital gains or losses in the
second period.

The firm’s optimization problem includes a set of technological and
economic constraints. Among the former is the motion law of capital stock,
which depends on the investment level and the depreciation rate, d:

KP, +1P, 1+ 1,

(,]————m—:KP,. 1—1'8 ,0S8<1.

The production function is the second technological constraint on

investment decisions. Assume, for simplicity’s sake, that

(5-2) KpP

(5-3) Q,.,=fKG, ,KP_, L )=KG' .KP* .LP.

t+17 " 1

120,0<a<1, 0<p<1

where KG is the public sector’s capital stock. KG measures the level of
development reached by the country’s infrastructure. A larger KG imposes
apositiveexternality on private production whenevert>0. To thecontrary,
where 1 = 0, equation (5-3) is just a standard Cobb-Douglas production
function. Note, further, that £ = 0 corresponds to the fixed coefficients case,
with private capital stock as the scarce production factor.

Economic constraints arise from the structure of the markets in which
the firm operates. A quite general specification of the demand curve faced
by the firm is the following:

(5-4) 0 = (e Py
tel ] ‘ PHl
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where Y is aggregate demand, | is the number of firms in the whole
economy, p is the nominal price of output and P is the general price index.
Therefore, p/P is the relative price of the firm’s output.®

Depending on the value of o, different market structures are obtained.
The firm operates in monopolistic competition when o > 1, inwhichcasep, |
is one of its control variables. Besides, it operates in a perfectly competitive
market when 6 — + o, whereas it faces a sales constraint such as those
considered by disequilibrium models when ¢ = 0. In these two cases, the
priceis given at the level p, | = P, |, so that it does not represent a control
variable of the firm anymore.

Concerning the other markets, the discussion in the second section
points out that credit and foreign exchange shortages are likely in develop-
ing countries. If the firm is unable to borrow beyond a certain limit,
investment expenditures are bounded by:

(5-5) v, KD (1, + 2L w2 <P.F

where F is the financial resources available to the firm (the sum, meas-
ured in real terms, of internal financing, net credit, and additional equity
capital).

The second possible quantity constraint relates to using the direct
allocation of foreign exchange as a way to reduce purchases abroad.
Assuming that a given share @ of total investment must be imported, the
rationing scheme implies:

XA,
(5-6) QP € — -, 0< <]
t
where x is the nominal exchange rate and A is the foreign currency available
to the firm.® If quantity restrictions were used instead of an administered
allocation of foreign exchange, x,. A /v, would directly measure the allowed
import quota.

Monopolistic competition

Assume that monopolistic competition prevails in the goods market (o > 1)
and that there are no investment costs (I" = (). By replacing equation (5-2)
in (5-1), the firm’s objective function can be rewritten as:

t+]

(5-7) AV =7+ ol Q. -, KP, -0, L)

with: ¢, ,=v.(®+r -(v, -v)/v)sinced.r = 0.

Here, ¢, , is the standard analytical expression for the user cost of
capital, that is, for the flow price of capital services. Indeed, 8 is the
depreciation charge per unit of capital, whereas r,- (v, | -v)/v, can be seen

as a real interest rate evaluated with respect to the market price of capital
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goods. Thec, , variable allows the intertemporal optimization problem to
be transformed into a traditional static one.

The firm maximizes AV with respecttoits future pricep, , and its future
capital stock KP,,. Taking into account equations (5-3) and (5-4), the
objective function becomes:

t+1

(5-8) AV=Z+ o fpl (Y P e, KP

w, (Y, /D PGP, Y

1+]° tel

The first-order condition with respect to p, , gives rise to a standard
mark-up equation on labor costs:

ph . 16 /0 u’u
: i 6-?057 )5 (Y, /]° KG. 'Kpfq (}__L )ﬂ/a

t+1 t+1

(5-9)

with ©=f + (1-B)o. The mark-up ratio rises in line with aggregate demand
and declines in line with both capital stock and (assuming t > 0) the
country’s infrastructure.

The firm’s optimal capital stock is obtained by replacing this result in
the first-order condition associated with KP, _ :

R P N ] o ,Y_“_l_ ey Ef_L -0 & -(0-8)
(5-10) KP, ., =g (TG ) KGR G
For KP, | to correspond to the maximum AV, the second-order condition
must also be fulfilled. Intuitively, where 6 > 1, it is necessary to verify a +
< o/(c-1). Otherwise, the exponentof KP, | in equation (5-10) would be
negative, so that the optimal capital stock would increase with the user cost
of capital, decrease with aggregate demand, and so forth.

The optimal investment rule under monopolistic competition is ob-
tained by rewriting equation (5-10) in growth rates, hereafter indicated by
a hat, . Provided that

IP,

(5-11) KP, = P -5

(see equation 5-2), and replacing © by its analytical expression,

S

”), Yn] - fm
(5-12) EPT =3+, . ( i )+ Opr - KG, | + Oy - ( -TJ:r)
w,,
* 0 (-
t-1
with: ¢ = L 50, ¢,= "o sy,
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B+(1-B)o <0, ¢ Blc-1)
(a+P)+(1-0-B)o "R (@+B)+(1-0-P)o

The subscript R indicates that the coefficients correspond to the monopolis-
tic competition model.

Equation (5-12) is the kind of analytical expression developed for
industrialized countries by Blanchard (1988) or, in a more elaborate frame-
work, by Sneessens (1987). Its main aim s to provide a microfoundation for
the arguments usually considered when dealing with data. Indeed, the first
term on the right-hand side of equation (5-12) can be seen as an income
accelerator. Concerning the last two terms, they capture the effects of
changes in relative factor prices.

What is added by equation (5-12) is the effect of a larger infrastructure
on private investment (the second term). Thus, the equation captures one
of the arguments of the literature on investment in developing countries
discussed above. Such an effect arises from the specification of the produc-
tion function and is embodied in coefficienta,,, which is positive whenever
>0

Finally, notice that the structural parameters o, 8, T, and 6 can be drawn
from the ¢ coefficients in equation (5-12):

Opy =

1
(5-13) o z__+¢“_ , B= __%‘__
' Opy + Oy Oy Gy + Oz * Ore
_ Or o= Opst Pry
Ou + Ocs + Oy O

Concerning 8, no additional calculations are required.
The “true” neoclassical case

Deriving the optimal investment rule under perfect competition from
equation (5-12) is straightforward. In this case, the firm faces an infinitely
elastic demand curve (¢ — + =) ata given price (p, , =P, ). By using limits,
equation (5-12) yields:

~ ~

l ! ~ CHI wn]
-14) Kp~ =8+ 04 KG + 0y (5 )0, (5)
! 1+1 tel
. T 1-B
th  Gu= — =20, 0y=- —— "= <0, by, =- —F— <0,
Wil ¢N~ 1'(1'B ¢NJ 1-(1-[3 ¢N4 1_0'-[3
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The subscript N indicates that the coefficients correspond to the “true”
neoclassical model.

Therestriction required on the production function parameters to fulfill
the second-order condition is now a + 8 < 1. These parameters verify:

(5-15) A= , B, =T

Investment rules such as the one represented by equation (5-14) have
seldom been used in industrialized countries (an exception is the paper by
Schramm 1972). One possible explanation is that the omission of an income
accelerator effectleads to disappointing empirical results. Inaddition, what
has usually been identified as the “neoclassical” investment function is a
specification quite different from equation (5-14).

Effective demand (the so-called “neoclassical model”)

At the opposite of perfect competition, it can be assumed that the firm faces
quantity rationing in the goods market. This situation is likely to occur
when prices are set by the government or when they result from prior
contracts. In terms of equation (5-4), demand is fully inelastic with respect
to relative prices (o = 0) so that sales have to be taken as given at the level
Y, ,/]. Replacing o = 0 in the ¢ coefficients of equation (5-12) yields the
following investment rule:

i Y. . ¢,
(5-16) [sz =3+ by, - (’77_7 ) + 0, KG,, + 0. ( }U:l')
m: G - T > OI A =" T S 0/ 3 =- T < 0
wi ¢j\1 o+ B ¢|\_— o+ B ¢|\; o+ B
and structural parameters a, £, and 1 given by:
o= *Lff%—f , B = - ’¢AKE , T=- 7*¢’K‘1 A
P ¢K1 ¢K,

The subscript K indicates that the coefficients correspond to the effective
demand model. In this case, no restrictions are required on the returns to
scale a + fs.

According to equation (5-16), if the firm faces a sales constraint, its
investment rate is a decreasing function of the growth of the country’s
infrastructure (¢, < 0). This Keynesian feature is in sharp contrast with the
results arising from the market structures analyzed above. Therefore, it can
be used to check whether the sales constraint is binding (a significantly
positive estimate for ¢,, would suggest that actual ¢ is not null).
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Except for the role of the public sector’s capital stock, equation (5-16) is
quite similar to Jorgenson’s (1963) investment rule. The latter, which has
been widely used for empirical research in industrialized countries, is
known as the “neoclassical model.” The reason is that, unlike the “naive”
income accelerator, it takes relative factor prices into account. However,
equation (5-16) is also close to the investment rules arising from
disequilibrium models (see, particularly, the analysis developed by
Grossman 1972).

The implicit approach (Tobin's gq)

Now assume there are significant investment costs, so that I" > 0. Since the
expected user cost of capital cannot be calculated anymore, the optimal

investment rule will not depend on ¢, . Instead, consider the following

Lagrangian:
1 r 5
(G-17) L=Z 4 Py Quy W - L) -0, KP L ( + -l )
v, .KP
o DTy KP, eyt (KD, kp Y
1+r, 1+

where v, is the multiplier associated with the motion law of capital stock.
Thecontrol variablesarenow u, KP, ,and L, , whichleads to the following
first-order conditions:

*

\4

5-18 1+T.u= ——
(5-18) ‘ v, . (1+9)

1 r
(5-19) VI* =TT [pl~] f KP(KGNI’ Kpnl’ Lul) + de]

T+r,

. u)hl

(5-20) f(KG, ,KP L )= -

pz«)

where ‘is the first derivative with respect to the variable indicated in the
subscript.

According to equation (5-19), the multiplier v* gathers the discounted
effects of alarger capital stock onfuture current profits, butalso on the resale
price of the firm. Therefore, v* must be seen as the shadow price of
additional capital. The right-hand side of equation (5-18) in turn is nothing
but the marginal value of the g variable defined by Tobin (1969), since it
measures the ratio between the shadow price of additional capital, v,* (here,
adjusted for depreciation), and its market price, v,.
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Replacing equation (5-19) into (5-18) leads to the following investment
rule:

pm 'f’KP(KGM’ KPM' Lul) +v

5-21) 1+T.u=9g= — " —
( g v, . (1+8).(1+r)

t+l

where g is the marginal Tobin’s ratio. The problem with equation (5-21) is
that only average q is statistically observable. Indeed, the value of the firm
on the stock market provides information on the shadow price of existing
capital goods, that is, on the sum of total discounted profits plus the resale
price of total capital. It does not, however, necessarily provide information
on the shadow price of investments to be made. This point can be seen by
replacing the analytical expression of the demand curve (equation [5-4])
and the last first-order condition (equation [5-20]) into the right-hand side
of equation (5-21), which yields, for marginal g:

1
(5-22) = e [ Ble- O K fes - Probe
1 v, . (1+8).(1+r) P :

Y 146 o - 1¥e 00 ]

S —H-)UKG,, P w o+,

tel 141 1+1

Marginal g is equal to the statistically observable g only if the exponent
of KP in equation (5-22) is zero. This condition occurs when o +8=6/(c -
1), that is, when increasing returns to scale are exactly offset by the price
decrease resulting from more output. This situation is, of course, very
unlikely. However, the assumption & + 8 = 6/(0 - 1) has been widely used
in the literature in the hypothesis of perfect competition in the goods market
(6 — + =), In this case, the required restriction on the production function
parameters is a + £ = 1 (Hayashi 1982).1°

For a given capital stock, KP, the average Tobin’s ratio can be written,
by definition, as:

. IV |
(5-23) %mm=g(zp.wmnk

where 7 is the average Tobin’s ratio. Replacing the analytical expression of
marginal g, in equation (5-23) yields:

G28)  jog+ @rBrd-a-Poo P-Qu

©-1).(1+8)  ©v.(1+r).KP,

Itis worth noting that this result does nothold when 6 =0, thatis, when
the firm faces quantity rationing in the goods market. Indeed, for any given
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pricep,, =P, thereexists a capital stock KP,_ such that the firm would no
longer face a sales constraint if KP were lower than KP_. Hence, to discuss
the case o = 0, a more complicated relationship between average and
marginal g must be considered, in which the relevant demand curve is
different depending on whether KP is lower or higher than KP_ (Precious
1985).

In equilibrium, all firms set the same price, since they all face the same
optimization problem. Hence,p, =P ,and Q, =Y, /]. By replacing
these two equalities into the analytical expression of average g, equation
(5-21) leads to the following investment rule:

P _
(5-25) 707: =05 4,) + 0y Yoy
P.,.(Y,., /] (a+B)y+(1-a-PB).o
ith: = 2 e =10, =
W Y= ey ke, T YT T )

where y is the discounted average productivity of capital. The subscript T
indicates that the coefficients correspond to the implicit approach model.

Coefficient ¢, is positive when o + 8> 6 /(6 - 1), that is, when increasing
returns to scale more than offset the decrease in prices resulting from more
output. Unfortunately, I" is the only structural parameter of the model that
can be drawn from the ¢ coefficients in equation (5-25).

The investment rule represented by equation (5-25) is similar to theone
discussed by Schiantarelli and Georgoutsos (1990). In both cases, the
empirical equation bridges the gap between the statistically observable
average g and the relevant marginal g by means of a variable or set of
variables related to the business cycle. Indeed, the ratio y, , can be seen as
an indicator of the discounted average productivity of capital. In the case
of a fixed coefficients technology (& = 0), it represents a proxy for capacity
utilization (Licandro 1992). Thus, the inclusion ofyl " intheinvestmentrule
provides a rationale for a current practice in empirical Tobin’s g studies for
industrialized countries (see, for instance, von Furstenberg 1977; Malkiel,
von Furstenberg, and Watson 1979; and Chan-Lee and Torres 1987).

Credit rationing
When a firm faces credit rationing, the constraint represented by equation
(5-5) is binding. This equation can be rewritten as a polynomial of degree

twoinu:

r P .F,
(5-26) —. 4y - ———==0
2 v
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with the only positive root given by:

Taking a second-order Taylor expansion around F, = 0, the following
investment rule is obtained:

(5-27) RIS +o. _,l,kf) 15

with: ¢, = - T'. The subscript F indicates that the coefficients correspond to
the financial repression model.

The second term on the right-hand side of equation (5-27) is approxi-
mately zero when investment costs are not large, but strictly negative
otherwise. Notice that no restriction is required on the parameters of the
model. However, as in the implicit approach, the latter cannot be directly
drawn from the coefficients of the reduced form.

Equations such as (5-27) are used in industrialized countries to account
for the adjustment toward the optimal capital stock. The idea is that the
fundamentals of investment decisions are aggregate demand and factor
prices, whereas financial conditions affect the speed at which investment
can be undertaken (see, for example, Gardner and Sheldon 1975). Conse-
quently, there should be a positive coefficient for contemporary F, values
butnegative coefficients forlagged F values, and credit rationing would not
modify the investment level in the long run. This outcome would not
necessarily hold in developing countries, if financial repression actually
were a long-lasting obstacle to capital accumulation.

Foreign exchange shortage

Finally, the firm can be rationed by the availability of foreign exchange.
Provided that a given share @ of total investment must be imported, this
rationing sets the upper limit for purchases of machinery and equipment.
Hence, equation (5-7) is binding and gives rise to the following investment
rule:

(5-28) e =0 e

with: ¢,, = 1/®. The subscript X indicates that the coefficients correspond
to the foreign exchange shortage model.

Once again, the main structural parameters of the model cannot be
drawn from this equation.
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Main empirical findings

The discussion above shows that there are many competing specifications
for the investment function depending on the values of some key param-
eters of the economy and on whether some quantity constraints are binding.
Now the empirical performance of such equations must be considered.

From theory to estimation

Table 5-1 summarizes the relationship between the theoretical models
discussed above and the restrictions on the optimization problem of the
representative firm. Each of the models is identified with a capital letter: R
for monopolistic competition without investment costs; N for the “true”
neoclassical case; K for quantity rationing in the goods market; T for the
Tobin’s g approach; F for credit rationing; and X for a foreign exchange
shortage. These letters are the same as in the ¢ coefficients of the corre-
sponding investment rules, represented by equations (5-12), (5-14), (5-16),
(5-25), (5-27), and (5-28).

The six theoretical models combine in different ways nine exogenous
variables. Each of them is identified by a number, ranging from 1 (for the
growth rate of demand) to 9 (for the availability of foreign exchange).
Notice that these are the numbers associated with the ¢ coefficients in the six
investment rules. For instance, the coefficient multiplying the growth rate
of infrastructure is ¢, in the monopolistic competition model, ¢, in the
neoclassical model, and ¢,, in the Keynesian model.

The theoretical investment rules are not used in their pure form for the
empirical task. A firstsetofadjustments concerns timelags." Forinstance,
“time to build” has to be taken into account. Indeed, the theoretical models
explain the decision to invest, whereas the data measure actual investment.
The lag between both, which may be different from one investment project
to another, arises because of delays required to choose, buy, receive, and
install new capital goods. Therefore, aggregate IP /KP, should berelated not
only to the current values of the exogenous variables butalso to their lagged
values. An additional “timing” problem with the investment rules dis-
cussed above concerns expectations, which are not statistically observable.
For this reason, variables suchas Y, ,KG, ,andw, /P,  arereplaced by
distributed-lag functions relating their future level to their currentand past
values.

When time lags are considered, the six investment equations can be
rewritten as in table 5-1.2 In the latter, each of the ¢ coefficients is replaced
by ¢(L), with L being an operator such that Lx, = x, | and ¢(L) representing a
polynomial expression of degree kin L. 1t follows that ¢(L).x, is equal to a,.x, +
a,x, , +..+a.x, . The long-term coefficient of x, in turn is the sum of the
effectsarising fromx, x, ..., x, , thatis:a +a, + ... +a,, or,ina morecompact
notation, $(1). Sucha long-term coefficient should be equal to the ¢ coefficient
of the theoretical model. This point is stated in the last column of table 5-1.
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A second type of adjustment arises from aggregation. Each of the six
investment equations is derived from the optimization problem of a single
firm. However, it is intuitively clear that they can be combined to get mixed
investment equations at the macroeconomic level. For instance, it could be
assumed thata fraction pLof the firms does not face quantity rationing, either
in the financial market or in the foreign exchange market. The investment
rate, 1, of these firms would therefore result from the theoretical models R,
N, K, or T depending on the values of parameters I"and o (say, u, = 1, with
i =R,N,K,orT). Itcould also be assumed that for a fraction Q of the firms,
theinvestment rate is bounded by the availability of credit (1, = 1,,). Finally,
in the remaining firms, the foreign exchange shortage would be the binding
constraint (, = u,,). Hence, the macroeconomic investment equation would
be:

(5-29) Hy=wou, + Q. o, +(1-p-Q) .1y,

with the analytical expressions of u , 1., and u,, given by table 5-1 and with
pand Q possibly set equal to either 0 or 1 based on prior information, where
u, u,, and u, are investment rates.

The coefficients in equation (5-29) can be written as ¢, (withi = R, N,
K, orT),Q.¢,, and (1 - p - Q).9,, with the same analytical expression for ¢,
9., and ¢, as in table 5-1. In models R, N, and K, the structural parameters
a, £, 1, and 6 could be drawn from the ¢ coefficients. This possibility is also
true for parameter I' in both the T and F models and for parameter @ in the
X model. Inequation (5-29), however, the number of structural parameters
is higher than the number of coefficients. Therefore, this second type of
adjustment to the theoretical rules implies a significant loss of information
on the key features of the economy.

Finally, the third type of adjustment is an ad-hoc attempt to take into
account the economic instability characterizing most developing countries.
Often, an additional variable is included in the chosen specification to
measure the variance of some relevant macroeconomic aggregate, such as
total output or returns on financial assets. Since increased economic
instability should depress private investment, the expected sign of the ¢
coefficient associated with this tenth variable would be negative whatever
the chosen specification.

An overview of applied research

The empirical studies on private investmentin developing countries are not
very numerous. [t must be granted that standard macroeconometric
models have been estimated in many countries to produce short-run
forecasts. However, their investment equations are often specified in a
rather ad-hoc way. For this reason the approach used in this study was to
survey a setof 31 recent studies that deal specifically with the determinants
of private investmentin developing countries."” Their results are presented
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int table 5A.1 (at the end of the chapter), whose first column identifies the
correspondingauthors and dates. While this setof studies is notexhaustive,
itincludes a large variety of specifications, countries, and data sources and
therefore provides a rather accurate picture of the state of the art.

As regards the countries, they are indicated in the second column of
table 5A.1.* A look at the list suggests that the sample has some regional
bias: the share of Latin American countries seems excessively high, whereas
justa few African countries are considered. Such a bias could arise from the
unavailability of data. Lack of data could also account for the fact thatonly
two estimates are based on microeconomic information (see the third
column). Nevertheless, the level of disaggregation in the remaining studies
is sometimes significant. For instance, one of them uses information at the
three-digit level, whereas two others distinguish between small and large
firms. Concerning the frequency of the series, only three of the studies
employ quarterly information; the others are based on annual data.

The fifth column indicates the specification of the investment equation.
Although the theoretical grounds provided by the authors may be different
from those presented in the third section of this paper, in comparing the
results table 5A.1 is only concerned with the exogenous variables consid-
ered in each case (1 to 9 in terms of the ¢ coefficients)."® Depending on the
studies, these variables are sometimes lagged one period. More frequently,
the investment equation includes a partial adjustment process (this is true
in 11 cases).

[n eight of the studies, the chosen specification corresponds to a “pure”
model (R, N, K, T, F, or X in terms of table 5-1), the “pure” effective demand
specification being the only one not represented in the sample. In the
remaining cases, instead of a single model, linear combinations of two or
more specifications are used, as in equation (5-29). Most of them include
credit as an argument, a fact that shows the wide acceptance of the F model
for developing countries.

The fit of the estimated equations, measured by the adjusted coefficient
of determination, can be found in the last column of table 5A.1."* Whereas
the average coefficient is quite low (about 0.7), there are large differences
between studies, ranging from 0.08 to (0.99. However, care is needed when
assessing these results, On the one hand, low coefficients are quite common
when using panel data, the case with the lowest reported value. On the
other hand, some of the best fits correspond to estimates in which the
endogenous variable (fourth column) is not scaled, so that a high coefficient
of determination could just reflect a spurious correlation between trending
variables.”

Estimated coefficients
The columns numbered 1 through 10 in table 5A.1 embody the exogenous

variables that may affect private investment decisions in developing coun-
tries. The estimated sign of the corresponding ¢ coefficients in each of the
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studies is indicated by “+” or “-” when they are not statistically significant,
and by “++" or ”--” when they are significant at the 5 percent level.”® Since
23 of the studies are based on mixed investment rules (such as equation
[5-29]), there is almost no information on the structural parameters of the
model. An attempt was made to draw their values from the ¢ coefficients
of the remaining seven studies, but the results were rather discouraging and
are not discussed here. Instead, some regularities in the sign and signifi-
cance of the estimated coefficients are noteworthy.

Aggregate demand appears as an important variable in explaining
private investment. Included in all but eight of the studies, its coefficient is
always positive and almost always statistically significant. Theimplication
is that the pure neoclassical model (in which there is no income accelerator)
may not be appropriate for developing countries. However, these results
need to be treated with care because of the spurious correlation problem
mentioned above: if investment is not scaled (by the capital stock, for
instance), aggregate output could just be acting as a trend.

Concerning public investment, aithough most of the studies discuss its
crowding-outeffects, only 11 account for the possibility of an externality on
private investment."” The corresponding coefficient has the “right” sign in
seven cases, a reflection of a positive value of parameter t. In the study by
Gupta (1984), the coefficient is negative even though the model is not based
on the K specification (it does not consider the rental/wage ratio as an
argument). The opposite is true for the study by Sundararajan and Thakur
(1980), in which the empirical investment equation includes model K but
leads to a positive coefficient for publicinvestment. In both cases, this point
would mean that the development of infrastructure gives rise to a negative
externality (1 < 0), a rather surprising outcome.® In fact, the results could
reflect a wrong appraisal of the structure of the goods market.

As regards relative factor prices, table 5A.1 depicts a more disappoint-
ing panorama. Very often, they are not even taken into account in the
empirical investment equations. Besides, in most cases they are not mea-
sured as required. In particular, this problem occurs with the user cost of
capital, which is defined in the proper way only in five cases. In the
remaining studies, itis replaced by a large variety of proxies, such as the ex-
postreal interest rate, the actual or expected inflation rate, the relative price
of capital goods, and the ratio of assets to liabilities. The corresponding
coefficients generally have the “right” sign, although they are not always
statistically significant.

Four studies avoid taking factor prices explicitly into account, choosing
instead the implicit approach, either in its pure form or combined with the
F model. In all the cases, the coefficient of the q variable is positive and
highly significant. Two of the studies also include a business-cycle indica-
tor, which “corrects” the observable average ¢ and leads to the (relevant)
marginal g. The corresponding coefficients are positive and statistically
significant, evidence that increasing returns to scale more than offset the
effect of a downward-sloping demand curve. These results suggest that the
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implicit approach may be a useful device in developing countries, in spite
of the weakness of their capital markets.

The availability of credit also emerges from table 5A.1 as one of the
decisive arguments for private investment in many developing countries.
Indeed, financial variables are included in 21 of the studies, and the
corresponding coefficients almost always have the right sign and are
generally significant. However, as was the case with relative factor prices,
financial variables are sometimes measured in quite misleading ways. In
particular, instead of creditavailability (whichis related to savings, banking
system regulations, and other factors), most of the studies consider actual
credit, which represents just the “short side” of the financial market. In this
case, the estimated coefficients do not convey information on whether
investment decisions are determined by actual credit or the opposite.
Therefore, care is needed when assessing the financial repression hypoth-
esis from the results reported in table 5A.1.

Eight of the studies take the availability of foreign exchange into
account by means of a large variety of statistical indicators, among them
exports, international reserves, and the real exchange rate. The correspond-
ing coefficients always have the right sign and are almost always signifi-
cantly positive. However, a rise in the chosen statistical indicators could
reflect sound and sustainable domestic economic policies. Expected prof-
itability should therefore increase, even though aggregate demand, current
factor prices, and other factors remain unchanged in the short run. If this
situation pertained, the chosenbalance-of-payment variables could account
for the “investment climate,” but not necessarily for quantity rationing.

Finally, seven studies include additional indicators for economic insta-
bility. In some cases, these are dummy variables that reflect economic
policy changes or uncertainties. Other studies measure instability through
the standard deviations of either relative prices, aggregate output, or stock
market yields. In all the cases, the corresponding coefficients have the
expected sign and are statistically significant.

Dealing with economic instability

The results reported in table 5A.1 provide some support to the theoretical
arguments discussed in the second and third sections concerning the
determinants of private investment in developing countries. In particular,
the estimated coefficients often have the right sign and are generally
significant. The fit of the equations is not, however, fully satisfactory. One
of the reasons could be the aggregration criteria used to get a single equation
from many different investment rules. Aggregation raises specific prob-
lems in the context of economic instability, such as that characterizing most
developing countries.

The most general specification (equation [5-29]) was obtained by as-
suming thata share, i, of the firms did not face quantity rationing, whereas
forshares Qand 1 -1 - Q, investment was determined by the availability of
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credit and foreign exchange, respectively. Parameters p and Q could
possibly be setequal to zero or one based on prior information, but they had
to be constant for the whole period studied. However, itis intuitively clear
that p and € could rise or fall significantly if economic policy were sharply
modified. For example, monetary tightness could increase the share of
firms that face credit rationing, while the adoption of exchange rate controls
could increase the share of firms constrained by available foreign currency.
In this section, a rigorous aggregation procedure is used to deal with these
changes.

The theoretical analys‘is presented in the third section holds at the level
of any single firmj, withj=1,2,..., . Thus, the firm’s investment rate is 1
=(u), withi=R, N, K, orTif no quantity constraint is binding. If, to the
contrary firm j is rationed in the credit market, its investment rate is 1,
(up),. Finally,u =(u,) iffirmjfacesa foreign exchange shortage.* This can
be written as:

(5-30) u, = Min [(u,)“, (uy),, () ]

where Min is the minimum operator.

The investment rates (u,)ﬂ, (ur)ﬂ, and (ux)ﬂ will generally differ from one
firmtoanother, dependingon their capital stock and their access to financial
resources and foreign currency. This heterogeneity is captured by the
following multiplicative model:

(5-31) (u,)“ = (1), S, (ur)“ =H,,.8,, (ux)” =Uy, - Sy

where s is firm-specific stochastic disturbances. In equation (5-31), 1, 1,,,
and u,, areaggregate investment functions such as those considered in table
5-1. Hence, they only depend on macroeconomic variables, such as aggre-
gate demand and average factor prices (the reason that the “j” index is set
aside). Concernings s, and s, they represent positive disturbances that
differ from one firm to another but that do not change over time (therefore,
the “t” index can be omitted). Depending on their specific disturbances,
some firms will be able to attain their desired investment rates, whereas
others will be constrained either by credit or by foreign exchange.

Assume that s, 5, and s, can be treated as independent stochastic
variables, and let h(s), h(s), and I (s) be their corresponding density
functions. In this case, the aggregate investment rate is given by the
following mean of equation (5-30):

400

(532 = | F1 Min s, s, 1,5, ) - (s h(s, (s Jsds,ds,
) 0 0 :

1y HSF/’
where hare the density functions. If, inaddition, h(s), h(s),and h,(s) can be
approximated by the same Weibull law with unitmean, itcan be shown that
equation (5-32) becomes:
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(6-33) u,= [0, +ue, ™+ oy TPV

{see Gouriéroux, Laffont, and Monfort 1984, p. 28).

In equation (5-33), the & parameter (x > 0) arises from the Weibull law
and is higher the lower the variance of disturbances s, s, and s,. Notice that
for m — + oo, the right-hand side of equation (5-33) becomes a minimum
condition. In economic terms, the variance of the s, 5, and s, disturbances
is zero, so that for given levels of u , ., and u, , all the firms are in the same
situation. Consequently, there are no aggregation problems, and the
investment rate for the whole economy is just the lowest of three different
rates arising from competing specifications, which can all be expressed in
the same way as for a single representative firm.”

Equation (5-33) is close to the investment rule developed by Lambert
(1986). In his model, the optimal capital stock can be explained by two
competing specifications, while an error correction mechanism leads to the
investment equation to be estimated. However, the Lambert model is only
concerned with shortages in the goods market (in terms of the third section,
the competing specifications would be models K and N). Equation (5-33),
to the contrary, allows for a wider range of constraints on the optimization
problem of firms.

Equation (5-33) is also close to the kind of weighted average repre-
sented by equation (5-29), on which stands most of the applied research
discussed in the fourth section. However, there are two important differ-
ences between these two specifications. First, in equation (5-33) parameter
nis estimated simultaneously with the ¢ coefficientsin 1, 1,,,and u . Since
the values of the structural parameters of the model are to be drawn from
these coefficients, equation (5-33) avoids the loss of information that char-
acterized equation (5-29).

The second difference concerns the u share of nonconstrained firms and
the Q share of firms facing credit rationing. In equation (5-29) these shares
are constant. In equation (5-33), in contrast, they both change over time,
their optimal estimates for period t being;:

u, u,
(5-34) m={—1Q=[0—1
u u

] t

where 1, and u, are investment rates and u,* is the forecast of the aggregate
investment rate (see Sneessens and Dreze 1986). Once the parameter n
and the ¢ coefficients inu , 1, and 11,, have been estimated, these shares can
be easily calculated. Therefore, equation (5-33) allows a more accurate
analysis of the determinants of private investment. For example, there
could be a depressed investment rate in some periods because of general-
ized credit rationing (that is, because of a low u,,), while in other periods
the same outcome could arise because of low profitability (low u,).
Such shifts are not observable when equation (5-29) is used for empirical
research.
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As a result, equation (5-33) allows an analysis of the changing effects of
economic policy measures depending on the current situation. For in-
stance, when an important share of the firms face credit rationing (Q, is
large), higher public investment could lead to a significant crowding-out of
private investment. On the contrary, when private investment is low
because of depressed profitability (u, is large), development of the country’s
infrastructure would have a positive impact because itimposes an external-
ity on private profits.

Concluding remarks

The determinants of decisions on private investment in developing coun-
tries are not necessarily the same as in industrialized countries. The
discussion above points out issues specific to developing countries that
arise from their different macroeconomic and institutional setting, such as
financial repression, shortages of foreign exchange, lack of infrastructure,
and a significant economic instability. The empirical studies provide some
support for these arguments. Hence, their careful introduction into the
theoretical models from which investment equations are drawn deserves
further research. This conclusion pertains in particular to the intertemporal
dimension of the analysis, restrained in this paper to a simple two-period
framework.

With a few exceptions, the empirical studies are not fully satisfactory.
The endogenous variable is seldom scaled, as the theoretical models re-
quire, so that it probably contains a time trend. Moreover, some key
exogenous variables, such as the user cost of capital, are measured in
misleading ways. The same holds true for the upper bounds on the
availability of credit and foreign exchange, which define two quantity
constraints particularly relevant in developing countries. This measure-
ment issue also deserves further research.

Finally, the paper stresses the importance of the aggregation procedure
in the context of significant economic instability. Sudden and dramatic
policy changes give relevance to the Lucas critique, since they modify the
investment rule. By raising or decreasing the share of firms that face a
rationing of credit or foreign exchange, these changes preclude the repre-
sentative firm approach. The paper includes a methodological proposal to
deal with this problem. Applied research would help decide whether the
suggested procedure improves the econometric performance of empirical
investment equations in developing countries.

Appendix 5A.

The following table compares results of empirical studies on investment in
developing countries.
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Table 5A.1 Empirical studies on investment in developing countries

Endo- Model Aggregate Public capital Relative factor
Study Countries Data genous specifi- demand atock
variable cation
(1} (2) (3), (41, (3)
Macro d(c/P)
(6 sec- R . t
Behrman tors) VAR.: YP /YP VAR.: YP .
Chi e one t t Omitted t at
(1972) Annual t equation
tor each (Omitted for
1945-65 sector manufacturing COEF.: =~
sector)
Micro : Minus the
(22 manut. R,F,X - ~to-llabi~
Rilsborrow firns} - VAR.: YP ratio in
Col XP t-1 omitted Estimates
[(1977) Annual t Variables
are means COEF.: ++ firms only.
1950-64 across tha
I 22 firms COEF.: =~
Arg Bar Bol r
Blejer Bra chl col Macro K. F
Cos Dom Ecu VAR.: Y VAR.: IG
& Xhan Gua Hai Hon Annual P With a t-1 t Onmitted
Ins Kor Mal t lagged IP
{1984) Max Pan Par 1971-79 + a dummy COEF.: ++ COEF.: =--
Sin Sri T&T for each
Tha Tur Ven country
Chhibber Macro VAR.: r - P
R,X VAR.: ¥ t t
& Shafik Ins Annual IP t-1 omittad COEF.: -~
t wWith a
{1992) 1974-87 lagged COEF.1 ++
KP
Chhibbar : Share of
Macro tructure
& van VAR.: Y investment in VAR.: r -~
Tur Annual IP R,F t-1 public invast- T t
Wijnbergen t ment in t-3
1970-86 COEF.: «++ COEF,: -~
(1992} COEF.: +
Macro R VAR.: d(c/P) /4t
Dallami VAR.: dY /dt t
Bra Annual dIP /dat t omitted COEF.: =~
(1987m) t with a
1958-84 lagged VAR.: d(w/P) /at
endogencus COEF.: ++
variable COEF.: +
Macro P
Dajilami t
Kor Annual — T.,F omitted Omitted Omitted
(1987b) kP
1963-83 t
Macro R, F -
Dailami VAR.: Y
col Annual IP t Omitted Ouwitted
(1992) t
1971-86 COEF.: ++

variable
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Average_ Business-cycls Credit Foreign exchange Economic
Tobin‘s q indicators availability availability instability Source, fit
and tschnique
(61 (7} (8} (%) Qo)
Reported
Standard cosfficlents are
daviatjon of for the manufac-
relative output turing tor
omitted omitted omitted omitted price over (equation Man 3)
three years _
R = 0,59
COEF.: -- (ML + Hall &
Sutch for lags).
VAR.: A From
VAR: (P.F/v.KP) t eguation (7):
t~1 With A = time-saries.
omitted Omitted intarnational Omitted
With F = firms’ T rves in t-1 2
internal funds + sxports in t R = 0.50
COEF.: ++ COEP.: ++ (OLS)
VAR.: dF /dt . From
t VAR.: Y - ¥ squatien (21).
Change in actual t t
omitted omitted credit + net Omjtted (Intended to cap- _
capital inflows ture cyclical R =0.93
to private sector fluctuations}
(OLS; grid search
COEF.: ++ COEF.: -- for AR paraaeter)
From table (2).
VAR.: Real 2
e)xchange rate R not reported.
Omittea Omitted omitted in t-1 Omltted
(OLS)
COEF.: ++ Cosfficients from
the colntaegrating
vectar.,
VAR.: F /Y From
t t squation (2.2)
in Table 2.
Omitted Omitted With F = credit Omittad Oomitted
to private sector 2
R = 0.68
COEF.: ++
{25Ls)
From aquat. (20)
VAR.: Risk {unconstr. es-
remium timates, Table 2)
Onmitted omittaed Omitted Omitted (stock market _
volatility) R = a.3%
COEF.: -- (ML; grid rch
for AR parameter)
From
VAR.: Estimated equation (15).
shadow price
Omittad of additional Omitted Oomitted _2
creadit R not raported.
COEF.: ++ {ML)
VAR.: F From eguation
t (4) in Table 2.
omitted Omitted With F = total Omitted onitted
loans from finan- 2
cial instituticns R = 0.49%
COEF.: ++ {OLS§)
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Table 5A.1 Empirical studies on investment in developing countries

(continued)
Endo- Model Aggregate Public capital | Relative factor
Study Countries Data genous speclfi- derand atock
variabla cation
1) (2] (3),(4).,(5)
VAR.: v /P
Oailami Macro - t t
VAR.: Y COEF.: —=
& Walton Zim Annual Ip R t omittad
€ -
(1992) 1970-87 COEF.: ++ VAR.: r - P
t t
CQEF.: =--
VAR.: Y
de Melo & Macro R,F, X t i
Iip COEF.: + VAR.: ¥ =P
Tybout uru Anrual t omitted t t
—_— with a b
(1986) 1962-83 ¥ lagged VAR.: ¥ CQOEF.: -
t andogenous
variable COEF.: ++
R,F, X
51 Macro - L
Fry IP + 1IG A lagged VAR.: Y VAR.: - P /P
developing Annual t t |endogenous t Omltted t ot
(1580) variable
countriss 1964-76 Y + a dumay COEF.: ++ COEF.: =--
t for each
country
Arg Bol Macro N -
Galbis Bra Col Cos P VAR.: IG /Y VAR.: - P
Dom Ecu Gua Annual t one Omitted t ot t
(1979) Hon Mex Nic _— equation
Pan Par Par 1961-73 Y for each COEF.: + COEF.: =
Sal Uru t country
Macre R, F -
Garcla Bra VAR.: Y /Y
Uru Annual IP one £t Omitted Omitted
{1987) Ven t aquation
1970-85 for each COEF.: ++
country
Arg Becl Bra
Green & Chi Col Cas Macro Ip R,X - -
Ecu Gua Ind t VAR.: ¥ VAR.: IG /Y VAR.: r - P
villanueva Ken Kor Mex Annual —_— With a t-1 t t T+l
Pak Per Phi Y dummy in-
(1990} Sin sri Tha 1975-87 t tercept COEF.: ++ COEF.: ++ COEF.: --
Tun Tur Uru for aach
Ven zin country
Arg Bol
Col Cos Dom VAR.! r
ECu Gua Hon Macro R,F t
Gupta Ind Ina Kor VAR.: Y VAR.: IG COEF.: —--
Mal Mex Fak Annual P Estimated t t
{1984) Pan Par Per t for full e
Phi Sal Sin 1967-77 sample and COEF.: ++ COEF.: -- VAR.: - P
5ri Tai Tha 3 country t
Uru Ven groups COEF.: --
Arg Pol Bra
chi col Cos Macro R,F “e
Leff & Dom Gua Guy VAR.: dY /dt VAR.: - P
Hai Hon Jam Annual P+ IG ona t omitted
Sato (1988) | Mex Nic Pan t squation
Par Per Sal 1955-83 for each COEF.: ++ COEF.: ==
TLT Uru Ven country
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of real credit.

COEF.: ++

Average Business-cycle Credit Foreign exchange Econonic
Tobin‘s q indicators availability availability inscability Source, fit
and technigue
(6} (&) (8) (9) (10)
From
eguation (1)
Omitted Omitted Quiiztad Omitted Omitted
2
R = o.82
(oLs)
Includes a signi-|
ficant dummy for
VAR.: Real financial libe-
money growth VAR.: Real ralization. From
omitted Omitted axchange rats Omitted Table 7, column 4
CORF.: + (t) =2
COEF.: + R = 0.82
COEF.: ++ (t-1)
(1v)
VAR.: F /Y VAR.: A /Y
t ot t t From squation
COEF.: + With A = foreign {4) in Table 3.
- axchange receipts
Omltted omitted VAR.: F /Y COEF.: ++ Omitted 2
t ot R = 0.88
COEF.! ++ VAR.: purchasing
With F = domes- | power of exports (25Ls)
tic credlt COEF.: ++
Fron squation (2)
Reported 221~
clents are ave-
omitted Omitted Omitted omitted Omittad rages for the 16
countries.
2
R =0.23
(oLS8}
VAR.: F From squation
t-1 (7) (reported
cosfficients
Oaitted omltted With F = real omitted Onitted correspond to
non wage incoma. Brazil).
2
COEF.: ++ R = 0.94
{oLs)
VAR.: Forelgn
debt/output From squation
VAR.: Forelgn (1} in Table 4.
debt servica/ COEF.: -=
Omitted Omitted Omitted axports. ]
- R = 4.81
COEF.: -~ VAR.: P
t (1v)
COEF.: --
VAR.: F Coefticients
t
Omittad Onitted With F = private Omitted Omitted
2
R not reported.
COEF.: ++ (25LS})
VAR.: dF /dt From equation (5)
t Reported coeffi-
clents are
Omittad omitted With F = stock Omitted Omitted averages for the

23 countries.
2
R not reported.
(35L8)




134

Adjustment Theory and Investment Policies

Table 5A.1 Empirical studies on investment in developing countries
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(continued)
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Notes

1. The comments by the late Bela Balassa, Eduardo Borensztein, Luis
Servén, and Andrés Solimano, and by participants at the 6th World
Congress of the Econometric Society (Barcelona), are gratefully ac-
knowledged.

2. However, if there was a spillover of the credit demand to the curb

markets, the average interest rate would rise in line with the amount

borrowed by the firm.

Other disequilibria considered by these models do not seem relevant

to explaining private investment in developing countries. This is the

case with manpower shortages in particular.

4. Note, however, that in many developing countries such devices aimat
restraining purchases of sumptuary consumption, rather than at input
and investment imports.

5. Steigum (1983) and Chirinko {1987) analyze the case in which the
interest rate, r (and therefore investment decisions themselves), de-
pends on the debt-to-equity ratio of the firm.

6. Notethatthe priceof capital, v, is thesamein this termas inthe previous
one, a reflection of the assumption that capital goods can be resold.

7. Athird technological constraint would be IP, > 0. However, through-
outthe paperitisassumed that the determinants of investment are such
as to avoid the corner solution IP, = 0.

8. The microfoundation for this kind of demand function is provided by
Dixit and Stiglitz (1977).

9. Equation (5-6) is written as if the price of capital goods were the same
no matter what their origin (imported or domestically produced).

10. Ifo=0,tothecontrary, verifying that marginal qis adecreasing function
of KP is straightforward (Blanchard and Sachs 1982).

11. Although the model considered just two periods (present and future),
it is possible to proceed as if both of them included many years or
quarters (say, t,t-1,t-2,...and t + 1, t + 2, ... respectively).

12. For simplicity’s sake, in table 5-1 the number of firms (/} is treated as
given.

13. An additional study by Lim (1987) was not used because it is only
incidentally concerned with investment and the corresponding empiri-
cal equation does not lead to significant coefficients.

14. The meaning of all the abbreviations used in table 5A.1 (for countries,
variables, and econometric technique) can be found in the appendix.

15. For instance, a specification including the income accelerator and
relative factor prices is seen as arising from model R, unless it takes into
account the rental/wage ratio (model K) or omits aggregate demand
(model N).

16. Note that in some cases the endogenous variable is the overall invest-
ment, so thatitincludes theaccumulation of capital by the government.
Studies dealing with public sector investment only (such as those by

w
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Heller 1975 and Chow 1985) were not considered.

17. In fact, only two of the studies (Chhibber and Shafik 1992 and Shafik
1992) test for co-integration of the regressions in levels.

18. In table 5A.1 the exogenous variables are multiplied by -1 whenever
necessary to obtain coefficients whose expected signs are the same as in
table 5-1.

19. The study by Tun Wai and Wong (1982) is not included among these
because the accumulation of government capital replaces aggregate
output, so that it probably captures an income accelerator effect.

20. Here crowding-out is not the issue, since the empirical investment
equations used by both Gupta and by Sundararajan and Thakur take
financial repression into account by including the availability of sav-
ings among their arguments.

21. Models F and X do not entail restrictions on the structural parameters
of the model (see table 5-1). Therefore, they are both compatible with
any of the four other specifications (R, N, K, or T).

22. This point leads to a specific econometric problem, since there is no
information on whether an observation u, arises from the u, model,
from the u, model, or from the 1, model. Quandt (1988) provides
useful tools to deal with such a problem.
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Economic Adjustment and Investment
Performance in Developing Countries:
The Experience of the 1980s

Luis Servén
and
Andrés Solimano

Developing countries experienced a significant decline in investment rates
and a parallel slowdown in growth in the eighties.! Investment fell
following the decline in the availability of external financing after the debt
crisis, a decline that was not compensated for by an adequate increase in
domestic savings. However, the drop in external financing was not the only
factor behind the slowdown in investment. In some instances, the adjust-
ment measures themselves were a factor. For example, the required fiscal
adjustment, which was oriented to cut domestic absorption, correcting
external imbalances and reducing inflation, often took the form of a de-
crease in public investment—in particular, in public projects complemen-
tary to private investment. The large resource transfer required to service
the foreign debt of most developing countries also discouraged private
investment, as part of the future returns on new investment projects would
effectively accrue to creditors in the form of debt repayments (see chapter
2 “Private Investment and Macroeconomic Adjustment: A Survey”, in this
volume).

In many countries adjustment policies involved changes in economic
incentives. However, very often they did not produce a sizable investment
response, thus preventing an effective transition from adjustment to re-
sumed growth. The recovery of private investment probably was slowed
by a lack of confidence in the permanence of the policy measures and a high
leve] of uncertainty about the future macroeconomic environment.
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This chapter investigates the role domestic and external factors played
in the investment performance of developing countries in the eighties,
drawing on the experience of selected countries and on an econometric
analysis of investment using panel data for a group of 15 developing
countries. The chapter draws some lessons that can be applied to the design
of growth—enhancing adjustment policies so as to bridge the gap between
adjustment and growth.

The chapter is organized as follows. The next section presents the
empirical record of investment in developing countries in the 1970s and
1980s. Itexplores the response of private and public investment to external
shocks, macroeconomic adjustment, and structural reform by comparing
three groups of selected countries: Latin American ones that pursued
structural reform and liberalization (Chile, Mexico, and Bolivia); countries
that did not pursue such ambitious reforms and that suffered severe
macroeconomic instability (Argentina and Brazil); and the outward-ori-
ented East Asian countries that adjusted to the adverse external shocks of
the 1980s while maintaining high growth, low inflation, and, in general, a
remarkable degree of macroeconomic stability (Korea, Singapore, and
Thailand).

An econometric analysis of the determinants of private investment in
developing countries using cross-country data for the period 1975-87 for a
selected group of developing countries is presented next. The empirical
estimates are used to evaluate the contribution of different factors to the
slowdown in investment after 1982.

The conclusions appear in the final section.

Investment in developing countries, 1970-88

Between 1970 and 1988 investment rates in developing countries exhibited
two distinct stages, with the turning point in 1981-82 (figure 6-1). For 78
developing countries, the average share of investment in gross domestic
product (GDP})in constant prices increased from about 22 percent in 1970 to
25 percent in 1981, and for most of this period the investment rates were
historically high. With theriseininternational real interest rates in 1981 and
the onset of the debt crisis in 1982, however, the rate of investment fell
sharply. The decline started earlier in the highly indebted countries than it
did in other developing countries, and in the former the decline was larger.
For mostdeveloping countries, with theexceptionof those in Asia, aslowdown
in growth accompanied the decline in investment (tables 6-1 and 6-2).
The fall in investment was so severe that some countries may not even
have been able fully to replace depreciating capital. For example, in Africa
the minimum investment needed to replace depreciated capital was esti-
mated atroughly 13 percentof GDP; in 1987, seven countries in sub-Saharan
Africa had investment rates below that level. Similarly, the minimum rate
of investment needed to replace capital in Latin America was estimated at
14 percent; in 1987, three countries were below that level (Easterly 1989).
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Figure 6.1 Share of investment in GDP for developing countries
(unweighted averages)
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The deficit in the resource balance (that is, the difference between
domestic investment and domestic savings) in developing countries was
considerably smaller after the 1982 debt crisis as a result of the decline in
external financing (table 6-1). However, the decrease in the external deficit
was not matched by an offsetting increase in domestic savings, so that it was
reflected almost entirely in reduced investment.

The empirical evidence from data for a set of 29 developing countries
for which a breakdown between public and private investment was avail-
able shows that the share of private investmentin GDP in current prices was
relatively stable until 1980 and then declined, followed by a modest recov-
ery after 1985 (figure 6-2). The decline was larger in the highly indebted
countries than in other countries (figure 6-3). Public investment as a share
of GDP rose until 1982 and then fell after 1982, two years later than private
investment (figure 6-1 and table 6-3). Unlike private investment, the rates
of public investment declined steadily until 1988.

Private investment and macroeconomic adjustment:
Selected country experiences

The discussion in this section is organized around the behavior of private
investmentduring adjustment in three stylized groups of countries in Latin
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Table 6.1 Investment, saving, and growth in developing countries,
1970-88

Indicator Group 1970-80 1981-82 1983-84 1985-88
Gross domestic investment All 224 240 202 196
(percentage of GDP Highly-indebted =~ 22.8 230 180 184
at current prices) Middie-income 255 286 244 219
Low-income 197 20.3 17.0 174
Gross domestic saving All 16.1 13.7 139 14.9
(percentage of GDP Highly-indebted 203 201 198 202
at current prices) Middle-income 18.3 175 17.7 17.8
Low-income 125 76 8.0 99
Resource balance deficit All 6.4 103 6.2 4.6
(percentage of GDP Highly-indebted 25 29 47 48
at current prices) Middle-income 7.2 11.1 6.7 48
Low-income 7.2 127 8.9 75
Gross domestic investment All 234 241 20.6 19.6
(percentage of GDP Highly-indebted 231 223 17.1 16.8
at constant prices) Midd]le-income 257 28.6 24.9 221
Low-income 215 20.7 17.8 18.0
Rate of growth of real GDP All 47 27 18 33
(percentage per year) Highly-indebted 5.0 0.3 0.4 27
Middle-income 6.1 45 39 32
Low-income 35 2.5 0.5 35

Source: World Bank data base.

Table 6.2 Growth and investment

Real GDP growth Investment ratio
Region 1965-88 1980-88 1965-88 1980-88
Sub-Saharan Africa 33 0.5 176 159
Asia 6.3 74 277 311
Europe/Middle East/
North Africa 46 2.8 284 27.3
Latin America
and Caribbean 45 16 197 179

Source: International Monetary Fund (1989, table 15).
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Figure 6.2 Public and private investment for 29 countries
(unweighted average, percent of GDP)
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Figure 6.3 Public and private investment for 13 highly-indebted
countries

(unweighted average, percent of GDP)
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Table 6.3 Public and private investment for a group of 29 developing
countries, 1970-88
(percentage of GDP at current prices)

Group 1970-80 1981-82 1983-84 1985-88
29 countries

Total 203 222 18.8 17.6
Private 122 117 97 9.6
Public 8.2 105 9.0 8.0
13 highly-indebted countries

Total 20.1 20.2 15.1 15.2
Private 123 109 8.1 8.7
Public 78 9.2 7.0 6.5

Note:  Sample includes Argentina®, Bangladesh, Bolivia*, Brazil*, Chile*, Colombia*, Costa
Rica*, Ecuador*, Guatemala, Hungary, India, Indonesia, Kenya, Korea, Malaysia, Mexico*,
Nigeria*, Pakistan, Peru®, Philippines®, Portugal, Sri Lanka, Thailand, Tunisia, Turkey, Uru-
guay*, Venezuela*, Zambia, Zimbabwe. Countries marked with an (*) are highly-indebted.
Source: World Bank (1992).

America and East Asia. The first group, composed of Chile, Mexico, and
Bolivia, adopted decisive stabilization policies oriented toward elimination
of the basic macroeconomic imbalances, together with policies of structural
reform, including the liberalization of foreign trade and deregulation of the
credit and labor markets along free-market lines. The second group was
made up of Argentina and Brazil, two countries that in the 1980s were
unable to stabilize their economies and correct the basic macroeconomic
imbalances in a sustainable way. They did not attempt comprehensive
structural reforms and liberalization of the type adopted by the countries in
the first group. The third group, consisting of three East Asian economies—
Korea, Singapore, and Thailand—adjusted primarily through macro poli-
cies and managed to deal with the external shocks and debt crisis of the
eighties without sacrificing growth and domestic macroeconomic stability.

Adjusting ctum liberalizing countries in Latin America

Chile, Mexico, and Bolivia. These Latin American countries had
several features of their macroeconomic policies and structural reforms in
common. Their macroeconomic policies entailed both real depreciation of
the exchange rate and restrictive fiscal and monetary policies to reduce the
large current account deficits and high rates of inflation existing at the time
the reforms started to be applied.’

The structural reforms the three countries implemented were trade
liberalization, financial deregulation, privatization, and development of
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greater flexibility in the labor market. The degree, timing, and results of
these policy reforms varied in each country, although all three shared a
general free-market orientation.

Following the swings in the world economy in the 1980s, the three
countries suffered the cycle of overborrowing, a sharp cutoff in foreign
lending, and the onset of the debtcrisis. The pattern of investment followed
the “debt cycle” (figure 6-4). Tublic investment in Mexico and private
investment in Chile increased sharply during the boom of the late seventies
and early eighties that was led by external borrowing. In 1982, when access
toexternal lending was abruptly cutoff and countries were forced to reduce
their current account deficit rapidly, investment fell sharply. Thus, basi-
cally the adjustment was carried out by cutting the demand for investment
rather than by increasing domestic savings.

Investment in Chile: The “mature” reformer. The experience of Chile
is particularly interesting in several respects. First, it started its reforms
earlier—in the mid-1970s—than the countries in the other two groups did,
and it therefore provides a better “laboratory experiment” for assessing the
impact of liberalization on private investment. Second, at the time the
reforms started to be applied, the Chilean economy exhibited large
macroeconomic imbalances in the form of high rates of inflation (over three
digits by the mid-1970s) and a large fiscal deficit. Achievement and
maintenance of low and stable inflation remained a top priority in economic
policy. In addition, the commitment to structural reforms along free-
market lines remained quite strong,* and the democratic administration
that took office in early 1990 reiterated a commitment to reform.

The response of private investment to the stabilization cum liberaliza-
tion program of the mid-1970s was strong. The share of private investment
in GDP rose from 5.3 percent in 1971-75 to 11.2 percent in 1976-81. In
contrast, public investment fell from 10.6 percent in 1971-75 to 5.8 percent
in 1976-81.

Several hypotheses (and some puzzles) can be offered to explain the
response of private investment. One is the importance of political economy
factors. The country went from the “Chilean Road to Socialism” program
of President Salvador Allende in 1970-73, which involved large-scale na-
tionalization and deeper land reform, to a radical free-market experiment
launched in 1975 under the military regime. The new economic program
assured full respect for private property, deregulation of the markets, and
tight political control of the defeated leftand of a militant working class very
active under Allende. The private sector responded forcefully to the new
program. The reduction in public investment apparently crowded-in
private investment because a large part of the increase in public investment
in the period 1971-75 corresponded to enterprises that had just been
nationalized.

One of the puzzles in the strong response of private investment is that
it coincided with a period of very high real interest rates—over 25 percent
per year in the second half of the 1970s. Ex-post, however, given the massive
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Figure 6.4 Public and private investment rates in Chile, Mexico,
and Bolivia
(unweighted average, percent of GDP)
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rescue operation the government undertook in 1982-83 with respect to the
internal and external debt the private sectorhad acquired, the private sector
ended up paying an effective real interest rate that was much lower.

In the 1980s private investment followed closely the cycles of economic
activity. It boomed in the early eighties, although its composition tilted
heavily toward the nontraded sectors—housing, structures, and commer-
cial buildings—following the real appreciation of the peso that developed
at the time. During the crisis of 1982-83, investment fell by more than 10
percentage points of GDP with respect to 1980-81. The subsequent recovery
was relatively forceful,and by 1989 private investment had reached its 1980
level. Given the strong performance of the export sector and the very large
real depreciation of the exchange rate after 1982 (on the order of 70 percent),
it seems that private investment shifted toward the traded goods sector in
contrast with the trend in the early 1980s.

Investment in Mexico and Bolivia. Total investment in Mexico fell by
8 percentage points of GDP in the period 1982-89 compared with 1978-81.
However, the bulk of the cut involved publicinvestment: the ratio of public
investment to GDP fell by nearly 5 percentage points in 1982-89 over 1978-
81. Nevertheless, it is important to recognize that the level of public
investment during the period 1978-81 had reached a high—and probably
unsustainable—level following the oil boom.* Private investment fell
moderately between 1982-85 and then, despite the high real interest rates,
started to recover, a shift that coincided with the implementation of the
main structural reforms.’

In Bolivia, investment declined steadily during the 1980s. The first half
of the decade was characterized by macroeconomic turbulence that ended
in the hyperinflation of 1984-85. Then, in August 1985 the government
introduced a sharp and successful program to stabilize inflation, which
went from the five-digit level of hyperinflation to an average of about 20
percent in the second half of the 1980s. The main problem Bolivia experi-
enced in its stabilization cum liberalization effort was a lack of per capita
growthand any significant response by private investment in the aftermath
of the stabilization (table 6-4).2

Lessons from the three experiences. What can be concluded about the
effects of adjustment and the implementation of the reforms on the perfor-
mance of private investment in these economies? The first point is that of
diversity. InChile, private investment reacted forcefully to the reforms in
the mid-1970s and recovered relatively fast in the second half of the 1980s
after the restoration of macroeconomic stability and the government’s
reassurance that it was committed to the reforms. In Mexico, the response
of private investment to the reforms Jaunched in the mid- to late 1980s was
moderate. In Bolivia, private investment remained stagnant, and so did
growth in the aftermath of the stabilization and reform.

Second, the experience of these countries in the 1980s shows clearly that
reforms may enhance private investment if they are accompanied by a
stable macro environment. Chile in the second half of the 1980s is a good
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Table 6.4 Public and private investment and macroeconomic indicators
(annual averages, percent)

A. Chile

Variable 1978-81 1982-84 1985-88 1989
Total investment 193 105 143 19.2
(percent of GDP), real
Public investment 53 48 6.2 4.7
(percent of GDP), real
Private investment 14.0 27 8.1 145
(percent of GDP), real
Real GDP growth 7.5 29 53 9.9
(percent)
Inflation 36.0 181 236 12.6
(GDP deflator)
Current account balance -8.6 -8.1 5.0 -3.6
(percent of GDP)
Foreign debt 462 88.2 1139 723
(percent of GDP)
Real exchange rate 102.8 107.6 172.8 193.7
(1980=100)

B. Mexico
Variable 1978-81 1982-84 1985-88 1989
Total investment 243 17.2 154 17.2
(percent of GDP), real
Public investment 105 69 47 36
(percent of GDP), real
Private investment 133 103 10.7 136
(percent of GDP), real
Real GDP growth 8.7 0.4 05 29
(percent)

(continued)
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Table 6.4 (continuation)

Inflation 223 70.2 927 17.2
(GDP deflator)
Current account balance -4.7 08 0.1 28
(percent of GDP)
Foreign debt 308 55.0 66.3 439
{percent of GDP)
Real exchange rate 103.4 126.5 1477 135.6
(1980=100)

C. Bolivia
Variable 1978-81 1982-84 1985-88 1989
Total investment 157 9.6 45 6.7

{percent of GDP), real

Public investment 94 49 25 2.4
(percent of GDP), real
Private investment 6.3 47 19 42

(percent of GDP), real

Real GDP growth 0.8 3.7 0.4 28
(percent)

Inflation 24.1 561.7 2,938.8 14.5
(GDP deflator)

Current account balance -108 55 9.2 5.9
(percent of GDP)

Foreign debt 93.0 1336 147.1 97.4
(percent of GDP)

Real exchange rate 98.8 70.7 779 138.9
(1980 =100)

Source: Investment—elaboration based on Pfeffermann and Madarassy (1991); other vari-
ables—World Bank data.
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example of how fiscal balance, moderately positive real interest rates, and
competitive real exchange rates provide a suitable framework for private
investment to respond to the incentives generated by the structural reforms.’
To the contrary, in the case of Bolivia, where disinflation was consolidated
but the fiscal deficit was still high (near 5 percent in 1986-90) and the
economy highly dollarized (Morales 1991), the macroeconomic environ-
ment was notentirely supportiveofa strongrecovery of private investment.

A third point is that a favorable private investment response is associ-
ated with adequate external financing. All three countries experienced a
debt overhang, and they carried out a sizable resource transfer abroad.
From simple savings—investment identities it can be concluded that with-
outa corresponding increase indomestic savings, a high level of investment
can hardly be achieved. In addition, the foreign debt service acts like an
implicit tax on investment.

A fourth point, generally downplayed in the academic literature but
one that investors in the real world seem to pay a lot of attention to, is the
favorable “business climate” generated by the liberalization.”” In fact, the
privatization measures as well as other liberalizing policies adopted in
these countries reflected a renewed faith in free markets and private
initiative. The distinctive feature is that governments had come to perceive
these principles as the “new engine to growth.”

Two non-adjusting cases in Latin America: Argentina and Brazil

Brazil and Argentina stood out in Latin America in the eighties'" as clearcut
examples of countries that were unable to stabilize their high inflation,
which in several cases slid into outright hyperinflation. Brazil managed to
grow at an impressive 7 percent a year between 1940 and 1980, and its
development strategy at the time was that of a dirigiste state, supported, in
the sixties and seventies, by foreign direct investment and abundant exter-
nal credits. Brazil used the external borrowing of the seventies largely to
finance its ambitious development plans, which required high rates of
investment to speed growth. In contrast, Argentina started to experience a
noticeable economic decline after the early seventies, a reflection of the
slowdown in growth and mounting economic and political instability.

The adverse external shocks of the early eighties and the onset of the
debt crisis hit Argentina and Brazil severely. Correction of the external and
fiscal imbalances took the form of anacceleration ininflation and slowdown
in growth. In contrast with Mexico and Bolivia (Chile had undertaken its
structural reforms in the mid-1970s), domestic authorities in Argentina and
Brazil did not seize the opportunity of the crisis to attempt comprehensive
structural reforms in the public sector, the trade regime, or other areas. The
governments devoted the bulk of their energy to fighting inflation and
managing their large external debt.”

It is not surprising to find that the investment record of countries such
as Argentina and Brazil was poor in the 1980s. However, there are some
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Table 6.5 Public and private investment and macroeconomic indicators
(annual averages, percent)

A. Argentina

Variable 1978-81 1982-84 1985-88 1989
Total investment 20.3 149 129 69
(percent of GDP), real
Public investment 80 6.0 53 3.2
(percent of GDP), real
Private investment 123 89 76 37
(percent of GDP), real
Real GDP growth -0.3 0.0 0.2 -3.1
(percent)
Inflation 1289 396.6 319.6 3,449.9
(GDP deflator)
Current account balance -3.3 3.7 -3.0 2.4
(percent of GDP)
Foreign debt 454 70.0 69.8 76.3
(percent of GDP)
Real exchange rate 1241 210.0 239.8 296.3
(1980=100)

B. Brazil
Variable 1978-81 1982-84 1985-88 1989
Total investment 231 18.7 176 18.0

(percent of GDP), real

Public investment 89 70 58 n.a.
(percent of GDP), real

Private investment 14.2 11.7 11.8 n.a.
{percent of GDP), real

Real CDP growth 37 0.8 48 53
{percent)
(continued)
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Table 6.5 (continuation)

Inflation 73.0 154.1 317.6 2,629.7
(GDP deflator)

Current account balance -4.5 -3.1 0.8 22
{percent of GDP)

Foreign debt 285 435 39.7 232
(percent of GDP)

Real exchange rate 87.6 89.1 101.9 787
(1980=100)

n.a. Not available.
Source: Investment—elaboration based on Pfeffermann and Madarassy (1991); other vari-
ables—World Bank data.

differences in their experiences. As table 6-5 illustrates, investment rates
dropped far more in Argentina than in Brazil. In fact, total investment in
Argentina in the period 1985-89 was 8.6 percentage points of GDP lower
than in 1978-81; this drop in total investment decomposes into a reduction
in private investment of 5.5 percentage points of GDP and a cut in public
investment of 3.1 percentage points. Moreover, the decline in investment
persisted (on average) in the second half of the 1980s, in contrast to the
experience of other Latin American countries. In Brazil the drop in total
investment was less serious than that in Argentina—its share in GDP was
5.4 percentage points lower in 1985-89 than in 1978-81—while private
investment started to recover after 1984, although public investment was
still below its pre-crisis level.

Argentina provides almost a textbook (and dramatic) case study of
protracted economic instability acting as a powerful deterrent to private
investment. As figure 6-5 shows, the downward trend in private invest-
ment—as well as in publicinvestment—had already started in Argentinain
the mid-seventies. Clearly, the preference for taking resources abroad
rather than investing them at home was at work before the debt crisis, and
to a large extent that factor was responsible for the absence of recovery
afterwards. On top of that lack of private investment, the data show a
decline in public investment in the 1980s, a phenomenon tied to the fiscal
crisis that Argentina was suffering.”

Brazil experienced the same downward trend in public investment
starting in the early eighties. That reduction was part of the fiscal response
to the reduced external financing as well as to the enlarged burden posed by
the internal public debt.
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Figure 6.5 Public and private investment rates in Argentina and Brazil
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Macroeconomic stability in Southeast Asia: Korea, Singapore, and Thailand

Instark contrasttoseveralof the Latin American countries, Korea, Singapore,
and Thailand have had remarkable records of macroeconomic stability
(table 6-6). In addition, they have had high-growth, outward-oriented but
not laissez-faire economies. Finally, the distribution of income has been
much more equitable in East Asia than in Latin America."

Since the mid-sixties Korea has been a high-growth country, strongly
oriented toward the expansion of manufacturing exports. The distribution of
income has been relatively egalitarian,”* although at the political level authori-
tarian military regimes governed the country from the sixties until 1987.

The high rates of investment in Korea were guided by a series of five-
year economic plans. The government intervened actively to control,
among other things, the allocation of credit to firms, with an overwhelming
focus on exports. The close link between government and business in turn
created large conglomerates and a high degree of industrial concentration.'
The trade regime was far from liberal, with both tariffs and quantitative
restrictions in place, aithough in the eighties the government relaxed these
barriers. Exchange rate policy was oriented to maintaining the external
competitiveness of Korean exports, although some episodes of real appre-
ciation took place (for example, in the late 1970s). Korea recovered quickly
from the impact of the debt crisis in 1979-82. In contrast with most highly
indebted countries," it was able to reduce its current account deficit after
1982 while restoring a high level of growth, maintaining a low level of
inflation, and avoiding fiscal imbalances.

The case of Singapore is unique. It is a city-state, with a high-growth
economy completely open to foreign trade and with (almost) unrestricted
capital mobility operating under a fixed exchange rate regime. lts per capita
income is comparable with that of low-income OECD countries, and the
distribution of income s considered to be relatively even. Singapore did not
suffer a debt crisis in the eighties and has been running current account
surpluses since the mid-1980s in the context of its high growthand very low
inflation.

Thailand borrowed in the late seventies and adjusted gradually after-
wards, taking advantage of its good record of creditworthiness (Corden
1990). In the eighties, it reduced the deficit on the current account within a
macro environment of sustained growth, white maintaining inflation at low
levels and holding the fiscal budget in check. Thailand’s performance is
certainly a case of successful handiing of theadverse foreign shocks without
experiencing a macroeconomic crisis and domestic instability.

What about investment in these economies? Figure 6-6 illustrates two
main features. First, Korea and Singapore in particular were high-invest-
ment, high-growth economies. In the period 1978-88, Korea sustained an
average rate of investment near 30 percent of GDP and grew at an annual
average rate of 6.5 percent. Singapore invested, on average, around 40
percent of GDP over the same period and grew at an average annual rate of
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Table 6.6 Public and private investment and macroeconomic indicators

(annual averages, percent)

A. Korea

Variable 1978-81 1982-84 1985-88 1989
Total investment 326 321 308 315
(percent of GDP), real
Public investment 76 7.6 7.1 56
(percent of GDP), real
Private investment 25.0 245 23.7 259
(percent of GCDP), real
Real GDP growth 55 97 10.7 6.2
(percent)
Inflation 210 51 36 6.5
(GDP deflator)
Current account balance -59 -23 4.8 24
(percent of GDP)
Foreign debt 41.1 48.7 368 15.8
(percent of GDP)
Real exchange rate 977 96.5 1159 98.6
(1980=100)

B. Singapore
Variable 1978-81 1982-84 1985-88 1989
Total investment 393 494 393 83.3
(percent of GDP), real
Public investment 10.1 156 13.6 69
(percent of CDP), real
Private investment 291 339 258 314
{percent of GDP), real
Real GDP growth 93 78 52 88
(percent)

(continued)
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Table 6.6 (continuation)

Inflation 65 29 03 2.5
(GDP deflator)
Current account balance 9.4 4.7 3.1 n.a.
(percent of GDP)
Foreign debt 12.7 9.4 116 na.
(percent of GDP)
Real exchange rate 98.6 89.1 104.8 110.2
(1980=100)

C. Thailand
Variable 1978-81 1982-84 1985-88 1989
Total investment 259 250 236 256

(percent of GDP), real

Public investment 85 8.5 70 44
(percent of GDP), real

Private investment 17.5 16.5 16.7 21.2
(percent of GDP), real

Real GDP growth 6.6 6.1 6.8 99
(percent)

Inflation 99 24 38 6.0
(GDP deflator)

Current account balance 6.6 5.1 -1.8 -3.6
(percent of GDP)

Foreign debt 255 352 425 240
(percent of GDP)

Real exchange rate 1035 933 1185 126.1
(1980=100)

n.a. Not available.
Source: Investment—elaboration based on Pfeffermann and Madarassy (1991); other vari-
ables—World Bank data.
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Figure 6.6 Public and private investment rates in Korea, Singapore,
and Thailand
(percent of GDP)
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7.5 percent. Investment was not immune to the cycles of economic activity
experienced in these economies in the eighties, however, and the data show
some volatility in investment. A judgment on the relative efficiency of
capital in these countries requires some difficult international comparisons,
although the implied incremental capital /outputratios (ICORs)do not look
particularly low (see chapter 8, “Investment and Macroeconomic Adjust-
ment: The Case of East Asia”, this volume).

Second, the data show that in these countries private investment was
more important by far than public investment as a share of total investment
(table 6-6). In Korea, around three-fourths of total investment was private;
in Singapore and Thailand, the share of private investment in total capital
formation was around two-thirds. These countries offer interesting examples
of strong private sectors backed by active, growth-oriented governments.

An overall assessment

Some conclusions emerge from the diversity of experiences examined above:

¢ There are some clear differences in the level and composition of
investment between the Latin American and East Asian countries. During
the 1980s (and also earlier), rates of investment on the order of 30 percent of
GDP and more (for example, 40 percent on average in Singapore) were not
unusual in the East Asian countries.”® Their growth record was also
remarkable for the 1980s, with annual average rates on the order of 6.5-7.5
percent. In Latin America, historically the rates of investment were on the
order of 20-25 percent, supporting rates of GDP growth of 5.5-6.0 percent a
year.” In the 1980s, the average annual rate of growth of GDP decelerated
sharply to around 1.5 percent, and the rates of investment centered in the
range of 15-18 percent of GDP.®

* The analysis suggests that a high degree of macroeconomic stabil-
ity—defined as low and predictable inflation and external and internal
balances—is of paramount importance to ensuring a strong response by
private investment to economic incentives. The East Asian cases are good
examples. In contrast, in some Latin American countries there is evidence
that macroeconomic instability has been largely responsible for the poor
performance of private investment in the 1980s.

¢ The evidence from Chile, Mexico, and Bolivia on the effects of
structural reforms (trade liberalization, fiscal reform, and privatization) on
private investment is mixed. Chile experienced a rapid recovery of private
investment in both the late 1970s, following the inception of the reforms,
and in the late 1980s, a period when macroeconomic balance was restored,
the terms of trade turned favorable, and the government affirmed its
commitment to thereforms. Mexicoalsosaw arevival of privateinvestment
in the late 1980s in spite of high domestic real interest rates. Bolivia,
however, which had also adopted liberalization policies after eliminating
the hyperinflation of the mid-1980s, did not witness an upsurge in private
investment, and per-capita growth remained stagnant.
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* Several Latin American countries (adjusting and non-adjusting)
experienced a decline in public investment during the 1980s. Chile was an
exception, although public investment also declined sharply in the 1970s
when the structural reforms were adopted. The implication is that public
investment tends to be squeezed in the process of balancing the fiscal and
external accounts.

Determinants of investment performance: An empirical investigation

The preceding discussion examined the overall investment record of develop-
ing countries and selected country experiences. An immediate question is to
what extent this performance can be explained by the external environment
and the economic polices these countries faced in the last decade.

Chapter 2, “Private Investment and Macroeconomic Adjustment: A
Survey,” discussed at length, from the theoretical viewpoint, the determi-
nants of private investment. It identified two key sets of factors as affecting
investment performance: first, standard macroeconomic factors, such as
real outputgrowth and macroeconomic policies; and, second, the perceived
degree of uncertainty and credibility surrounding the macroeconomic
framework. On the first group of variables, chapter 2 concluded that output
growth typically has a strong effect on investment. In contrast, the level of
the real exchange rate was found to play an ambiguous role, as it affects
investment through several channels that operate in different directions
(adversely through the cost of imports of capital goods and its financial
repercussions, and positively through its impact on exports). Likewise,
publicinvestmentcancrowd privateinvestmentin or out,dependingon the
extent to which it involves projects complementary to or substitutive for
private investment. Finally, chapter 2 also concluded that uncertainty
could have a very adverse effect on private investment.

What was the role of each of these factors in the observed investment
performance of developing countries? To investigate this question, a
simple investment equation was estimated using pooled cross-section—
time series data for a group of 15 developing countries. Based on the
discussion in chapter 2, it is postulated that real private investment is a
function of real growth in output, the real exchange rate, real public
investment, the foreign debt burden, and the degree of macroeconomic
uncertainty /instability (inflation, volatility of inflation and the variability
of the real exchange rate), as follows:

(6-1) IP/Y = KAY, ¢, IG/Y, DY, o)
where [P = real private investment
Y =real GDP
e = real exchange rate
IG = real public investment
D7y = ratio of foreign debt to GDP

) = appropriate measure of instability.
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According to the discussion in chapter 2, it is expected that the growth
of real output will exert a positive effect on the rate of private investment.
In turn, the effect of the real exchange rate is uncertain, since it affects
investment through several channels that operate in opposite directions, as
discussed in chapter 2. The sign of the coefficient of public investment
depends on whether public investment is primarily complementary to or
substitutive for private investment. Last, an increase in the degree of
economic instability or in the burden of foreign debt should reduce invest-
ment.? Finally, a dummy variable is introduced into the regressions that
takes a value of one after 1982 to capture a possible shift in the empirical
equation as a result of the reduction in the availability of external financing
after the debt crisis.”

To estimate the investment equation, data for the years 1976-88 for 15
developing countries were used; hence, the sample consisted of 195 obser-
vations. The choice of countries and time period was dictated by the
availability and reliability of the data. The countries in the study were
Argentina, Bolivia, Brazil, Chile, Colombia, Costa Rica, Kenya, Korea,
Mexico, Peru, Singapore, Thailand, Turkey, Uruguay, and Zimbabwe.

Table 6.7 Macroeconomic and investment indicators

Real  Total  Private Public Real  Inflat. RE.RA
Country GDP  invest.  invest. invest.  Debt  exchange instab.  instab,
group Period  growth GDP GDP  CGDP  GDP  rate index  index

All 1975-88 0036 0206 0131 0075 0487 1136 1.000 1.000
1975-81 004 0226 0144 0082 034 1046 0406 0897
1982-88 0.028 0.18 0117 0068 0629 1226 1593 1.103

Latin America
1975-88 0023 0171 0.106 0065 0589 1252 1.585 1.167
1975-81  0.037 0.200 0123 0077 0409 1131 0.585 1.040
1982-88 0009 0.143 0.089 0.054 0769 1381 2.584 1.286

East Asia 1975-88 0073 0320 0230 009 0269 993 0.068 0643
1975-81  0.073 0312 0228 0.084 0232 938 0.101 0.754
1982-88 0073 0325 0230 0095 0307 149 0035 1.532

Africa 1975-88 0036 0.184 0104 0080 0414 988 0.09 1.234
1975-81 0036 0217 0.128 0089 0270 947 0.094 1.230
1982-88  0.036 0.154 0081  (.073 0558 1029 1.089 1226

Note:  The sample covers the years 1975-88 and includes Argentina, Bolivia, Brazil, Chile,
Colombia, Costa Rica, Kenya, Korea, Mexico, Peru, Singapore, Thailand, Turkey, Uruguay,
and Zimbabwe.

a. R.ER. =real exchange rate.

Source: World Bank data base and authors’ calculations.
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To measure uncertainty, o, the sample variability of some key
macroeconomic variables was used. In particular, the variabilities of the
real exchange rate and the inflation rate were considered. In each case,
uncertainty is summarized by the coefficient of variation of the relevant
variable over the last three years;” however, using longer or shorter time
horizons did not significantly affect the estimated parameters.

The sample averages of the explanatory variables are summarized in
table 6-7 forall the countries in the sample and for some regional subsamples.
It should be emphasized that the regional groupings are “unbalanced,” in
that the Latin American group consists of nine countries, while the East
Asian and African regions only include three and two countries, respec-
tively. Nevertheless, the information in the table reveals a number of
interesting differences across time periods and country groups.

For the overall sample, there was a decline in all the investment
indicators between the pre- and post-debt crisis years. The fall in total
investment exceeded 4 percentage points of GDP. When looked at region-
ally, however, the decline was concentrated in the Latin American and
African country groups, for which the fall was about 6 percent of GDP. In
contrast, the East Asia region actually showed a small increase in invest-
ment in the second half of the sample period—in addition to a consistently
higherrate of investment than the other groupshad inall periods. Itcanalso
be seen that the rates of both private and public investment declined in the
Latin America and Africa country groups, while they bothrose in East Asia.

On average, real GDP growth also declined after 1982. However, the
regional disaggregation again shows that the slowdown was concentrated
in the Latin American countries, with the other groups in the sample
showing no significant change in their growth pattern.

All country groups experienced an increase in their average debt ratios
between the pre- and post-1982 periods. The increase was, however, much
larger in the Latin American and African countries in the sample (it almost
doubled for both groups after the debt crisis) than it was in the East Asian
group. Similarly, the real exchange rate depreciated on average in all three
country groups, although the extent of the depreciation was much larger in
Latin America (in excess of 20 percent) than in the other two country groups
(around 10 percent).

The pattern of the indicators of instability over time and across regions
also deserves comment. The last two columns of table 6-7 show two interest-
ing facts. First, the East Asian country group was clearly “more stable” in
terms of either of the instability measures than were the other two regions.
Second, for the overall sample, after 1982 there was a spectacular increase
inthe variability (and thelevel) of inflation, along with a more moderaterise
in the instability of the real exchange rate. However, the regional grouping
reveals that the increase in instability was concentrated in the Latin Ameri-
can countries, while the East Asian group actually showed animprovement
in terms of both indicators, and the African countries in the sample did not
register any significant change in macroeconomic instability.
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Table 6.8 Estimation results, 1976-88
(dependent variable: log of the private investment/GDP ratio)

Variable Model | Model 1]
Real GDP growth@ (lagged) 1.166 1.149
(3.50) (3.56)
Real public investmentP 0.160 0.147
as percentage of real GDP’ {2.55) (2.31)
Foreign debt? 4.230 £0.240
as percentage of GDP (-3.50) (-3.56)
Real exchange rateP 0101 —
(0.98)
Inflation instability¢ -0.006 -.008
index (-1.69) (-2.03)
R.E.R. instability€ 0.043 0.027
index (-1.92) (-1.61)
Post-1982 dummy 0.107 .095
(-3.09) (-2.89)
R? 0974 0978
Autocorrelation coefficient 0.400 0.402
SEE 0.068 0.068
Standard deviation of dep. variable 0.530 0.530
Number of observations 195 195

Note: t-statistics appear in brackets. The regressions include 15 country dummices.
a. First differences of the log of real GDP.

b. Expressed in logs.

<. Measured by the coefficient of variation.

Saurce: Authors’ calculations.

The investment equation was estimated using the “fixed effects” panel
data specification (see, for example, Hsiao 1986). Since preliminary experi-
ments indicated the presence of moderate but significant first-order serial
correlation in the residuals, the two-stage estimation procedure proposed
by Bhargava, Franzini, and Narendranathan (1982) was used. The second
round estimates do not show any symptoms of auto-correlation. Finally,
both linear and logarithmic specifications were tested; the latter were
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adopted in view of their superior performance in terms of explanatory
power and overall significance.

The empirical estimates appear in table 6-8. Since the level of the real
exchange rate always failed to be statistically significant at any reasonable
level of confidence, both the specifications with and withoutitare reported.
As can be seen from the table, deleting the real exchange rate has only a
negligible effect on the remaining coefficients.

Overall, the results for either specification are quite good: the parameter
estimates carry their theoretically correct signs, and the explanatory power
of the equations is extremely high.

As in most empirical studies, it was found here that (lagged) growth in
real output had a strong positive impact on private investment. Tublic
investment also had a positive effect on private investment. In short, the
complementarity relationships between both investment categories domi-
nated the sample. As expected, the foreign debt burden had a strong
negative effect on the private investment ratio; as argued, this result may
reflect a combination of the increased macroeconomic uncertainty arising
from the need to carry out an increased resource transfer abroad and the
effects of creditrationing on the world capital markets. Incontrast, the effect
of the real exchange rate reported in the first column of table 6-8 is not
significant;* this result is in accordance with the theoretical discussion in
which several channels were identified through which the real exchange
rate may affect investment in opposite directions.*

The two measures of instability carry a negative sign, as expected.
Although their individual significance is not always above the 5 percent
level, taken together they are strongly sigmificant: for example, using model
I1, the null hy pothesis that they are jointly insignificant can be rejected (the
computed value of the chi-square statistic with two degrees of freedom is
6.70, well above the 5 percent limit of 5.99). This result is probably
attributable to the fact that both variables contain some common informa-
tion (for example, greater variability in inflation will often be reflected in
greater variability in the real exchange rate).

Finally, the post-1982 dummy is negative and strongly significant, clear
evidence of a downward shift in investment as a result of the worsened
international environment and the reduction in external financing after the
debt crisis.

Since the parameter estimates in table 6-8 correspond to a logarithmic
specification of the determinants of the ratio of private investment to GDP,
it may be useful to restate them in a manner that provides a more direct
measure of the impact of the different variables on the investment ratio.
Table 6-9 provides that information: it details the impacton the share of private
investmentin GDP of a 1 percentage pointincrease in each of the right-hand
side variables, using the second specification in the previous table.®

According to the figuresin the table, the largesteffect corresponds to the
publicinvestment ratio: an increase in the ratio of public investment to GDP
of 1 percentage puint raises the private investment ratio by over one-fourth
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Table 6.9 Determinants of real private investment

(percentage of GDP)

Effect on the private investment/GDP Percentage
ratio of a 1 percentage point increase in points
Public investment/CDP 0.257
Foreign debt/GDP -0.065
Real GDP growth 0.151
Inflation instability .001
Real exchange rate instability -0.003

Note: The figures were obtained using the “all countries” sample mean of each variable
(presented in Table 6.7).
Source: Authors’ calculations based on tables 6.7 and 6.8.

Table 6.10 Contribution of explanatory variables to the change in private
investment, 1982-88 vs. 1975-81

All countries  Latin America®  East Asiab Africa®

Change in private

investment 2.7 34 05 4.7
{percent of GDP)

Explained by changes in:

Foreign debt/CGDP -1.8 23 0.5 -1.9
GDP growth rate 0.2 0.4 0.0 0.0
Public investment/CDP 0.4 0.6 03 0.4
Instability 0.2 0.3 0.1 0.0
Post-1982 dummy -1.2 -1.2 -1.2 -1.2
Explained change -3.8 4.8 -1.3 -3.5
Residuald 1.1 14 18 12

a. Thecountriesare Argentina, Bolivia, Brazil, Chile, Colombia, Costa Rica, Mexica, Pery, and
Uruguay.

b. The East Asia group includes Korea, Singapore, and Thailand.

¢. The Africa group includes Kenya and Zimbabwe.

d. Residual = actual change minus explained change.

Source: Authors’ calculations based on tables 6.7 and 6.8.
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of a point. Similarly, a 1 percentage point increase in the growth rate of real
GDP increases the investment ratio by 0.15 percentage points; in turn, an
increase in foreign debt of 1 percentage point of GDP reduces investment by
about 0.07 percentage point of GDP. Finally, a 1 percent increase in the
instability of inflation and the real exchange rate results in declines in the
investment ratio of 0.001 and 0.003 percentage points, respectively.

An important practical question that follows from the empirical results
is: what has been the relative contribution of each of the explanatory
variables to the actual variation of investment in developing countries in
recent years? ldentifying the variables that have made the greatest contri-
butions is a task of more than scholarly interest: if some of the variables can
be affected in a systematic manner by economic policy, then the exercise
may provide guidance as to what the main policy priorities should be to
revive private investment.

Table 6-10 presents the contribution of each of the determinants of
investment to the observed evolution of the ratio of private investment to
GDP between the pre- and post-debt crisis periods.” The calculations for
the overall sample of countries and for the three regional groupings defined
above are both reported.

For all country groups, the estimated equation predicts a fall in the
investment share between both subperiods. For the overall sample, all
variables contribute to the adverse investment performance. However, the
largest contribution corresponds to the debt burden, which is responsibie
for a decline in the share of private investment in GDP of almost 2
percentage points; moreover, this variable contributes about half of the
explained change for all country groups. Similarly, the post-crisis dummy
also has a large impact: it explains a reduction in the investment share of
more than 1 percentage point.

In turn, the evolution of public investment played a significant role: its
reduction contributed to a deterioration in the private investment ratio of
about 0.5 percentage point in both the overall sample and the Latin Ameri-
can and African country groups; however, its increase in the East Asian
countries helped raise their private investment ratio by about 0.3 percentage
point of GDP.

According to table 6-7, real GDP growth in the sample countries slowed
only in the Latin American countries, while it was practically unchanged in
the rest. Hence, in table 6-10 its contribution to the decline in investment is
only (.2 percentage points in the overall sample. However, in the case of the
Latin America region, the deterioration in growth contributes a fall of 0.4
percentage points in the investment ratio.

Finally, the change in macroeconomic uncertainty, which combines the
two instability measures, also contributed to the change in the private
investment ratio. Its pattern differed widely across regions: it led to a 0.3
percentage pointdeclinein investment in Latin America but to a 0.1 percent
increase in East Asia; in the African country group, its contribution was nil.
It should be remembered, however, that these figures probably represent a
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lower bound for the effects of instability, since a significant portion of the
adverse contribution of the external debt burden to the investment perfor-
mance reported above is likely to be related to the macroeconomic uncer-
tainty associated with servicing the foreign debt.

To conclude, it should be emphasized that these computed contribu-
tions of the different explanatory variables to the observed investment
performance should be viewed with some caution. Interpreting the contri-
butions in terms of “causality” may be misleading, as in general the
different variables are not mutually independent. For example, ina context
of external credit rationing, an increased foreign debt burden is likely (or
almost certain) to be associated with reduced public investment; in this
sense, the adverse effect of the external debt burden on private investment
would be understated by simple calculations such as the ones reported
above—which consider only the direct effect of each variable oninvestment.

Conclusions and policy implications

This chapter investigated the macroeconomic determinants of the recent
investment performance of developing countries, drawing on the experi-
ence of selected countries and on an econometric analysis of a sample of
developing countries.

The comparison of the experience of several Latin American and East
Asian countries suggests some lessons regarding the performance of invest-
ment following adjustment and reform. First, the investment and growth
performance of the Latin American and East Asian countries in the 1980s
differed markedly. In the latter, the adjustment to the external shocks was
relatively mild, and after an initial decline in investment and growth, both
returned to pre-shock levels fairly rapidly. In contrast, in several Latin
American economies the adverse external shocks of the early 1980s and the
debt crisis led to a protracted period of macroeconomic instability, with
large drops in investment and growth. Moreover, recovering a path of
sustained growth has proved slow and complicated. The maintenance of
macroeconomic stability and predictable policy, inaddition to a more rapid
resumption of foreign financing in East Asia relative to Latin America, to a
large extentexplain thedifferences in the performance of investmentin both
regions.

Second, the evidence from Chile, Mexico, and Bolivia on the effects of
structural reforms (trade liberalization, fiscal reform, and privatizationjon
private investment is mixed. In the late 1970s and 1980s in Chile and in the
late 1980s in Mexico, the response of private investment to the reforms was
considerable. However, Bolivia, whichadopted liberalization policies after
eliminating the hyperinflation of the mid-1980s, did not see an upsurge in
private investment, and per-capita growth remained stagnant.

Third, the decline in public investment is a disturbing factor in the
investment response to adjustment and reform. That trend was observed
in Chile in the mid- to late 1970s and in Mexico in the late 1980s. Inaddition,
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this feature was also present in non-adjusting economies such as Argentina
and Brazil in the 1980s. While in some instances the cutin public investment
was unavoidable (because it had reached unsustainable levels, as, for
example, in Mexico in the late 1970s), inothers the across-the-board contrac-
tion in the accumulation of public capital probably affected many projects
that were complementary with private investment.

The determinants of private investmentwere analyzed econometrically
using panel data for 15 developing countries. Overall, the specification
presented here had a high explanatory power, accounting for more than 90
percent of the observed variation in the ratio of private investment to GDP.
The results indicate that, in the sample, growth in output and public
investment had a significantly positive impact on private investment. In
contrast, the foreign debt burden, macroeconomic instability (measured by
the variability of both inflation and the real exchange rate), and the deterio-
rationin the external environment after 1982 exerted a significantly adverse
effecton privateinvestment. Finally, the effectof the real exchange rate was
found to be insignificant.

Given the econometric estimates, the contributions of the different
explanatory variables to the decline in the average ratio of private invest-
ment to GDP after 1982 were analyzed. All the variables contributed to
someextent to the fallininvestment, but theexternal debtburden and credit
rationing may have played relatively the largest roles in the slowdown in
investment. However, the contributions of the different variables differed
widely across the regions represented in the sample; for example, increased
macroeconomic instability and reduced public investment helped push the
private investment ratio in Latin America down, while reduced instability
and higher public investment had the opposite effect in East Asia. These
regional patterns are in broad agreement with the conclusions derived from
the country experiences reviewed above.

This analysis has some importantimplications for the designof growth-
enhancing macroeconomic adjustment programs. First, macroeconomic
stability and policy credibility are key ingredients for the achievement of a
strong investment response. In a context of high macroeconomic uncer-
tainty, the reaction of investment to changes in incentives is likely to be very
limited. The same will happen if the policy measures are perceived to be
inconsistent or temporary. In such circumstances, investors will prefer to
waitand see before committing resources to irreversible fixed investments.

Second, even if the policy changes are perceived as permanent, insuf-
ficient publicinvestment (particularly in infrastructure) in projects comple-
mentary with private investment may hamper the recovery of the latter.
The protection of well-targeted public investment projects in infrastructure
during the course of macroeconomic and, particularly, fiscal adjustment
can play an important role in stimulating the private sector’s response to
adjustment measures.

Third, the availability of sufficient external resources may be a key
ingredient for the recovery of private investment, not only because it
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contributes directly to an easing of the financing constraints on investment,
but also because it may raise the private sector’s confidence in the viability
of the adjustment effort. In particular, the empirical findings suggest that
debt relief measures could go a long way toward helping revive investment
by liberating investible resources currently committed to service the debt
burden, and also by reducing the disincentive effects on investment caused
by the debt overhang.

Notes

1. The authors appreciate the comments by Bela Balassa, Max Corden,
Stanley Fischer, Felipe Larrain, and Dani Rodrik on an earlier version
of this chapter. Raimundo Soto provided efficient research assistance.

2. The breakdown of investment into private and public components
draws on Pfeffermann and Madarassy (1991). Private investment was
obtained from the national accounts data as the difference between total
investment and investment by the consolidated public sector.

3. Mexico used incomes policy for stabilization purposes after late 1987;
Chile and Bolivia used some form of exchange rate stabilization and/
or wage controls to help disinflation at different times during stabiliza-
tion. For the Chilean experience with stabilization in the last two
decades, see Corbo and Solimano (1991). Bolivia’s experience with
stabilization and reform is described in Morales (1991).

4. Thecrisis of 1982-83 placed some of Chile’s policies under heavy stress.
Some reversals took place, such as increases in tariffs and direct
government interventionin the financial system. However, as the crisis
receded, the government lowered tariffs again and gradually deregu-
lated the financial system.

5. Aneconometric analysis of the behavior of private investment in Chile
in the 1980s appears in Solimano (1989).

6. The share of public investment in GDP in Mexico rose from 7.7 percent
in the period 1971-77 to 10.5 percent in 1978-81.

7. See Ortiz (1990) for a discussion of the Mexican case and the behavior

of private investment in the late 1980s.

See Morales (1991) for a discussion of the Bolivian plan.

9. Thedevelopment plans of the late sixties in forestry and agro-industrial
activities, and the new land-property structure following the agrarian
reform, also were elements in the strong export response of agricultural
goods in Chile in the mid- to late-1980s.

10. Keynes (1936, chapter 12}, referred to itas “...the state of confidence...a
matter to which practical men always pay the closest and most anxious
attention. But economists have not analyzed it carefully....”

11. Peruand Nicaragua are other cases of extreme macroeconomic instabil-
ity in Latin America in the 1980s.

12. Argentina was the pioneer with heterodox stabilization, launching the
Austral plan in mid-1985; Brazil followed with the Cruzado plan in

®



Economic Adjustment and Investment Performance in Developing Countries 177

13.

14.

15.
16.

17.
18.

19.

20.

21.

22.

23.
24,

25.

early 1986. After some initial success, those plans were undercut by a
resumption of inflation and the repeated use of price controls and
emergency fiscal measures to curb (transitorily) the escalating inflation.
Thesituation in both economies worsened in 1989 as the rate of inflation
approached hyperinflationary levels in the context of domestic reces-
sion and political disarray. See Heymann (1991), Kiguel and Liviatan
(1991), Cardoso (1991), and Solimano (1989) on the experience of these
two countries and other countries with stabilization.

It is well-known that the quality of public services has deteriorated
sharply in Argentina in recent years. No doubt this situation is related
to the inability of the state to improve the collection of the fiscal
revenues from the tax system.

See chapter 8, “Investment and Macroeconomic Adjustment: The Case
of East Asia,  in this volume for some comparative figures on interna-
tional patterns of income distribution in East Asia, Latin America, and
the countries in the Organization for Economic Co-operation and
Development (OECD).

The aragrian reform is credited with being an important factor in the
relatively even distribution of income in Korea (Collins and Park).
See Collins and Park (1989) for good description of the Korean case.
Chile is perhaps an exception in this respect.

In terms of composition of total investment, private investment was
overwhelmingly dominant, representing between two-thirds and three-
quarters of total capital accumulation in these East Asian economies.
The average annual rate of growth of GDP in 19 Latin American countries
for the period 1950-80 was 5.8 percent, with output measured in terms
of adjusting purchasing power. Per capita GDP grew in the same
period at an annual rate of 3 percent. See Cardoso and Fishlow (1992).
This range is an unweighted average for Argentina, Bolivia, Brazil,
Chile, and Mexico for the period 1978-88.

Itis important to emphasize that, as discussed, the ratio of debt to GDP
may affect investment negatively through more than one channel, as
it constitutes a summary measure of anticipated taxation, external
liquidity problems, and the macroeconomic uncertainty associated
with servicing the foreign debt.

The empirical equation does notinclude the real interestrate among the
explanatory variables. Experiments by authors with alternative mea-
sures of the ex-ante rate of interest proved unsuccessful. The usual
difficulties in measuring such a variable are likely to be compounded
here by the wide differences in financial market arrangements across
the countries in the sample and across time periods. Thus, a decision
was made to exclude the interest rate from the final specification.
The measure thus obtained rescaled so that its sample meanequaled 1.
This result was not altered in other specifications that allowed for one-
or two year lags in the effect of the real exchange rate .

Time-series studies of private investment tell a somewhat different
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story. In Solimano(1989), which examines the case of Chile, a real
appreciation of the exchange rate raises(aggregate) private investment,
but the outburst of investment is unsustainable: conversely, a real
depreciation reduces investmentin the short term. Musalem(1989) also
finds a significant negative effect of depreciation on investment for
Mexico. For further discussion of this issue, see Fischer (1991).

26. Thus, the calculations in table 7-9 involve a linearization of the logarith-
mic equation around the sample means of the variables.

27. Thefiguresintable7-10 follow directly fromtables 7-7 and 7-9. Because
foreach subperiod and /or region the residuals need notadd up to zero,
and because table 7-9 is based on a linear approximation, there is in
general a discrepancy between the observed and actual changes in the
ratio of investment to GDP. This discrepancy is the figure reported at
the bottom of table 7-10.
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Macroeconomic Environment
and Capital Formation in Latin America

Eliana Cardoso

This chapter discusses the macroeconomic climate affecting investment in
Latin America and explores the relationships between investment and
growth, exchange rates, and the terms of trade.!

The next section summarizes the macroeconomic background of Latin
America and discusses the contrasting experiences of Argentina, Brazil,
Chile, and Mexico. Real per capita gross domestic product (GDP) in Latin
America more than doubled between 1950 and 1980. By 1989, however, per
capita GDP had fallen below its 1980 level in all the countries of Latin
America except Brazil, Chile, Colombia, and the Dominican Republic.

GDP depends on the quantity and quality of investment. Figure 7-1
shows the shares of investmentin GDP indifferentdeveloping regions. The
economies of East Asia have been investing some 30 percent of GDP each
year during the 1970s, a proportion that held roughly constant through the
1980s. Incontrast, the shareof investmentin GDPin Latin America has been
well below the levels in East Asia: it was 24 percent at the end of the 1970s
and fell to a debt-stricken plateau of roughly 17 percent in the mid-1980s. In
1989 the region still suffered a deep crisis, although, between 1987 and 1989,
Latin America’s investment increased to more than 20 percent of GDP, even
with continuing capital flight.

Part of Latin America’s plight has undoubtedly originated from the
unfavorable external environment in which private loans were suspended
and the terms of trade worsened. Although these factors have been
important, they do not provide a complete picture of what went wrong
there during the 1980s. Many of the problems derive from errors in
domestic policy * Since 1982 Latin American countries have faced the choice
between adjustment or accommodation. Chile and Mexico chose adjust-
ment, suffered a large recession, and reformed their economies. After 1984,
Chile recovered quickly because of an aggressive policy of depreciation of
the real exchange rate and revival of both public and private investment.
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Figure 7.1 Gross domestic investment in developing countries, 1980-89
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Mexico’s recovery is still in progress. Argentina and Brazil, in contrast,
chose accommodation. By 1990the lack of adjustmentin both countries had
resulted in inflation and recession. The effects of the financial instability on
investment were clearly visible in Argentina but were much less apparent
in Brazil.

After the 1982 debt shock, the real exchange rate in Brazil depreciated
only slightly compared with the preceding period, and the share of invest-
ment in GDP fell much less than it did in Argentina, Chile, Mexico, and
Venezuela, where the real depreciation was large (table 7-1). Servén and
Solimano (1990) surveyed empirical studies that showed the adverse im-
pact of real depreciation on investment (appendix 7-1 reports on other
empirical studies of investment). This chapter shows that, once the relevant
variables (for instance, the terms of trade) are taken into account, the effect
of a real depreciation on investment is not significant.

The third section looks at the theoretical issue of the relationship
between the real exchange rate and the real price of capital. A model of a
small open economy with a crawling peg is used to discuss the dynamics of
both the real price of capital and the real exchange rate in response to a
deterioration in the terms of trade. With a nominal exchange rate rule fixed
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- Table 7.1 Real depreciation and changes in real investment shares,
selected countries, 1982-88 relative to 1980-81

(percent)
Change in Change in
effective real exchange rates? investment share in GDP

Argentina -39.3 -295
Brazil 8.4 -14.0
Chile 222 -36.6
Colombia 1133 -2.6
Mexico -26.5 249
Venezuela -4.4 -23.2

a. Morgan Guaranty defines the real exchange rate as domestic prices divided by foreign
prices. A minus sign thus indicates a depreciation.
Source: Morgan Guaranty and World Bank.

Table 7.2 Share of gross domestic output in regional output and growth
rates of Latin American countries

Growth rate of

Share in total per capita GDP

GDP, 1980 (percent per year)
Countries (percent) 1950-80 1981-894
Brazil 342 42 00
Mexico 231 30 -1.0
Argentina 118 18 -2.6
Colombia 6.3 2.3 15
Venezuela 7.1 15 2.8
Peru 39 2.1 2.7
Chile 34 18 1.1
Uruguay 1.2 14 0.8
Ecuador 1.6 31 0.1
Guatemala 1.2 18 2.0
Dominican Republic 11 26 0.2
Bolivia 08 13 -29
El Salvador 0.5 1.3 -1.9
Paraguay 07 24 0.0
Costa Rica 0.6 33 0.7
Panama 0.5 29 -1.9
Nicaragua 0.4 23 -3.7
Honduras 0.4 14 -13
Haiti 0.2 07 -2.1
Latin Americab 2.7 08

Note: Countries are in order of their average share in regional GDP between 1950 and 1985.
a. Preliminary.

b. Except Cuba.

Sources: Summers and Heston (1984); and ECLAC.
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by the central bank, a deterioration in the terms of trade leads to an
immediate decline inthereal price of capital, followed by adepreciating real
exchange rate while the real price of capital slowly recovers.

The fourth section further explores the role of the terms of trade in
determining investment.’

The determinants of investment in Latin America are the focus of the
fifth section. The regressions use quadrennial panel data for the period
1970-85 in Argentina, Brazil, Chile, Colombia, Mexico, and Venezuela.
Together, these six countries accounted for 86 percent of total GDP in the
region in 1980 (table 7-2). The decline in the shares of private investment in
Latin America during the 1980s seems to have resulted from the deteriora-
tion in the terms of trade, decline in growth (the result of adjustment
programs designed to reduce currentaccountdeficits), reductionin comple-
mentary public investment, increased macroeconomicinstability, and large
stock of foreign debt. The real exchangerate and the real rate of depreciation
had no significant role in determining private investment in the regressions
presented here.

Four appendices present more detailed information on some empirical
studies of investment in Latin America (appendix 7-1), the price of capital
and the real exchange rate (appendix 7-2), the data used in the regressions
presented in this chapter (appendix 7-3), and investment shares in GDP
(appendix 7-4).

Macroeconomic background

Between 1950 and 1980 real per capita GDT in Latin America grew at 2.7
percenta year because of the expanding world economy, strong demand for
primary products, and rapid capital accumulation in the industrial sector.
As a result of its stellar performance, Brazil increased its share of regional
GDP from less than 25 percent to more than 33 percent. Not all Latin
American countries did as well as Brazil and Mexico, however. The
Southern Cone countries of Argentina, Chile, and Uruguay experienced
subpar performance that eroded the positions they held in 1950. A number
of smaller countries also lagged, including several in Central America. In
most countries, however, the growth rate of employment exceeded that of
the working age population, with a marked transformation in the structure
of production. Latin America evolved from a rural to a predominantly
urban society, experiencing dramatic changes in occupational and social
mobility.

The impressive growth from 1950 to 1980 in Latin America seems less
positive when two factors are considered. The firstis the overall dramatic
economic reversal in the 1980s (table 7-2). The second is the surging
performance of the Asian countries. The contrast between the performance
of the two regions is now widely interpreted as proving the errors of the
import-substitution strategy favored by Latin America in most of the post-
War period.
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Economic policies and growth before the 1980s

During the 1950s most Latin American countries moved toward an import-
substitution strategy. Policymakers saw it as the pragmatic response to the
problems following the Great Depression of the 1930s and the disruption of
the Second World War. Later, structuralists, reformists, and develop-
mentalists conceived economic models that justified the import-substitu-
tion strategy, pointing to the inadequacy of market mechanisms alone to
achieve industrialization. They built their arguments on two pillars: the
foreign exchange constraint as an important determinant of growth; and
marketimperfections. These conditions supported a strong presence by the
state.

While this model made sense, it was far from perfect. [tdownplayed the
role of the market and did not address three issues:

* Protection led to overvalued exchange rates and hence to an eventual
reduction in the supply of exports. Industrialization in turn required
increased inputs of capital goods and intermediate imports.

* In sectoral terms, import-substitution policies excessively promoted
industrial growth at the expense of agriculture. Moreover, relatively
capital-intensive manufactures absorbed only a fraction of the increase in
the labor force, a situation that put pressure on the government to serve as
the employer of last resort.

¢ Finally, as the resources taxed away from primary exports failed to
increase, subsidies for industrial investment and growing government
responsibilities put new pressure on the budget. Monetization of the deficit
led to persistent inflation.

In the 1960s some countries recognized the limits of the import-substi-
tution strategy and modified their commercial policy. Exchange rate
systems with crawling pegs accommodated high rates of domestic inflation
and averted the overvaluation so predominant in earlier periods. Explicit
concern for the promotion of nontraditional exports produced special
programs of export subsidies in many countries after 1965. This period of
adaptation and relatively successful adjustment of the earlier model came
to an end in 1973 when the rise in oil prices created international
disequilibrium. Mounting indebtedness and deteriorating domestic policy
in the more difficult external environment characterized the economic
shock that followed the rise in oil prices. To reduce inflation, the Southern
Cone countries resorted to international monetarism that led to a substan-
tial increase in external liabilities. Mexico and Venezuela, confidentthat the
value of their national oil reserves would increase, vastly expanded their
borrowing. Brazil tried to sustain its pace of industrial expansionasits debt
service payments were growing larger and domestic pressures were mount-
ing. For the region as a whole, growth in output slowed in the 1970s but
remained at satisfactory levels.

Cardoso and Fishlow (1992) provide a synthetic view of the period
1950-80. Their regression analysis used quinquennial panel data for 18
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Latin American countries. A key finding was that growth in Latin America
required more than an increase in capital formation. Italso varied system-
atically with trade performance. Both the expansion of exports and the rate
of growth of imports mattered. Exports were significant not only for their
contribution to productive efficiency, but also because higher export eamn-
ings could avertrecurrent crises with stabilization and their adverse effects
on the growth of output. More novel is the finding that the availability of
imports exerted an independent influence. Import substitution, success-
fully pursued, required imported inputs. Countries suffered when forced
to curtail their foreign purchases excessively. This access to imports, both
through export earnings and foreign finance, differentiated the successes
from the failures. On this issue Brazil and Mexico diverged from the
countries of the Southern Cone.

The 1980s: External shocks and inflation

Evenin Brazil and Mexico, the prospects for accelerating progress dimmed
in the early 1980s. The precariousness of the Latin American economies
became fully apparent when a new oil price rise, an abrupt increase in real
interest rates, and a recession in the countries of the Organisation for
Economic Co-operation and Development (OECD) coincided in the early
1980s. Countries in Latin America chose their adjustment style poorly after
1973. In addition to the original import-substitution bias of the 1950s, they
suffered from an asymmetric opening to the world economy that featured
vast financial flows with limited trade penetration. At the same time, fiscal
distortions reduced the room for maneuver. To foster continued growth in
the late 1970s, governments incurred deficits that in the 1980s they could no
longer finance abroad. Starting in 1982, the supply of capital dried up.
Interest payments on the debt became an enormous drain on export
earnings and savings.

Table 7-3 shows that investmentin the period 1983-88 fell onaverage by
6.8 percent of GDP compared with the period 1970-82, almost exactly equal
to the increase in the surplus in the non-interest current account. While
investment ratios dropped immediately in 1983 to accommodate the switch

Table 7.3 Investment and the non-interest current account in Latin
America, 1960-88

(percent of GDP)

Years Investment Non-interest current account
1960-69 18.6 53

1970-82 23.2 -0.4

1983-88 16.4 6.1

Source: Inter-American Development Bank (1989).
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innetinternational transfers, they stabilized thereafter ona modest upward
trend (figure 7-1).

Relative to the 1970s, while income growth and investment declined,
real wages felland inflation accelerated. Recentanalyses of the inflation can
be divided into a “fiscal” view and a “balance-of-payments” view (Montiel
1989). Followers of the fiscal view point to movements in the budget deficit
as the fundamental source of monetary emission that pushes the economy
to higher rates of inflation. Supporters of the balance-of-payments view
link inflation to depreciation of the exchange rate triggered by balance-of-
payments crises.

Consider, for example, a country that has a large external debt and is
suddenly deprived of inflows of foreign capital. The government has to
financedomestically the purchase of the foreign exchange needed to service
the external debt. In the absence of a cutin the primary budgetdeficit, it will
create more credit. At the same time it also undertakes devaluations of the
exchange rate to balance the external payments. Devaluations increase the
debt service when measured in domestic currency and thus increase the
budget deficit when measured inthat currency. This situationin turn raises
the amount of money that needs to be created and hence inflation. Under
these circumstances, to avoid an acceleration in inflation the government
needs to create a primary surplus large enough to counterbalance the
financial impact of the debt shock. Mexico and Chile moved in this
direction, and their answer to forced debt service has been to increase taxes
and reduce expenditures. The response in Argentina and Brazil, however,
has been to finance the purchase of foreign exchange by issuing debt or
printing money. Figure 7-2 shows the results of these contrasting policies

Figure 7.2 Adjustment and accommodation in the 1980s
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in 1989. Chile appears as the success story of adjustment while Argentina
is the basket case. Brazil and Mexico are less clearcut cases.

The experience with accommodation: Argentina and Brazil

The rapid acceleration of inflation in Argentina and Brazil after 1987 cannot
be directly attributed to thedebtcrisis. Atdifferenttimes their governments
have runimposed moratoria on the external debt service and have allowed
the real exchange rate to appreciate (figures 7-3 and 7-4). In both countries
the acceleration in inflation resulted from the lack of domestic adjustment
and the consequent flight from money. Here the similarities between the
two countries end, however. Slow growth and reduced investment were
notnew for Argentina. In contrast, the financial instability in Brazil did not
affect the country’s performance until 1990, except for a short period
between 1981 and 1983.

Two facts are worth emphasizing. First, to judge from its faster rate of
growth in real per capita GDP since the 1920s, Brazil appears to have been

Figure 7.3 Brazil: The real exchange rate
(1980-82=100) :

160

150 —
140 —
.

120 —

Index

110 —

100 /|

90 —

80 —

70 T T T T T T T T T T T
1970 1972 1974 1976 1978 1980 1982 1984 1986 1988 1990

Years

Note: Morgan Guaranty defines the effective real exchange rate as domestic prices
divided by foreign prices. A movement upwards indicates a real appreciation.

Source: Morgan Guaranty.



Macroeconomic Environment and Capital Formation in Latin America 189

more dynamic than Argentina. Between 1920 and 1988 the average rate of
per capita growthin GDP in Brazilwas 3.4 percent, compared with 1 percent
in Argentina. Second, the Argentinean GDP figures show much greater
instability than do Brazil’s (Cardoso 1990). Between 1920 and 1988 the
coefficient of variation of the growth rate of per capita GDP in Argentina
was 4.5, whereas in Brazil it was 1.3. The extreme oscillations of Argentina’s
real exchange rate, whose extraordinary swings reflect economic policy
mistakes, further illustrate the instability of its economy. The outstanding
episode is the appreciation of 1979-81, which was followed by the collapse
of the peso. In contrast, in Brazil unti] recently a pragmatic exchange rate
policy prevented any comparable episodes.*

Recurrent patterns of inflation and stabilization in Argentina reflect a
tense struggle between the interests of different groups, each with sufficient
political resources to defend its share of national income. Labor leaders
struggle with authorities over macro policies as fiercely as they bargain at
the plant level. This conflict is unavoidable because wages are greatly
affected by government intervention in the economy and by the successive

Figure 7.4 Argentina: The real exchange rate
(1980-82=100)
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anti-inflation stabilization programs. Each change of regime brings about
major shifts in policy. Among industrialistand agro-exporting sectors the
uncertainty about the future compresses time horizons and diverts re-
sources from production to short-term speculative activities.

Whena military coup overthrew the Peronist regimein 1976, Argentina
was on the verge of hyperinflation. The first priority of the new regime was
to stabilize inflation. Because inflation failed to decline below the 150
percentrange, policymakers opted foran “expectations-managed approach.”
Beginning in 1979 they fixed the rate of depreciation of the exchange rate in
advance using a tablita, which set forth gradually declining rates of depre-
ciation.® Inflation gradually fell below 100 percent, but since that level
continually exceeded the rate of depreciation, the real exchange rate appre-
ciated. By 1980 overvaluation and colossal capital flight forced a large
devaluation. Over the next few years depreciation and inflation became
rampant. The budget deficit increased with the growing external interest
payments at the same time that the deterioration in the terms of trade and
the Malvinas war only amplified the devastation of the economy. The rate
of inflation reached 600 percent by the time President Raul Alfonsin came
to power in 1983. In 1985, his administration introduced the Austral Plan,
which used a price freeze to achieve disinflation. By 1987, however, the
acceleration of inflation was once more the central feature of the economy.
Inflation had proved impossible to stop, the external debt remained a
harrowing problem, and Argentina faced growing poverty.

In the same way as Argentina, Brazil traditionally has lived with high
rates of inflation. Between 1980and 1985 the government’s failure to absorb
the debt and oil shocks in a non-inflationary manner pushed inflation from
50 percent to 220 percentand beyond. InFebruary 1986 Brazil embarked on
a major stabilization effort—the notorious Cruzado Plan. Among the
factors that led to the failure of the Cruzado Plan, the most prominent was
the overheating of the economy through loose fiscal and monetary policies,
as well as through an overly generous wage policy. Very low interest rates
and increasing real wages produced a consumers’ boom. When the govern-
ment removed the freeze a year later, prices exploded. The government
made new efforts to control inflation—the Bresser Plan in mid-1987 and the
Summer Plan in january 1989. Because President José Sarney lacked the
political will to implement measures of fiscal consolidation, the govern-
ment did not keep its promises to eliminate the budget deficits. Sarney also
lacked credibility, determination, and allies in Congress. With the budget
deficit left untouched all three plans merely amounted to attempts to stop
inflation by decree.

While in other high-inflation countries in Latin America flight from
money has meant capital flight into deposits in Miami or cash dollars, in
Brazil it has led to the creation of an even more perfect domestic money
market. A real rate of return on government securities in excess of the
economy’s growth rate created, however, a rapidly growing stock of real
government interest-bearing debt per capita. By the end of 1989, the ratio
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of domestic debt to GDP in Brazil was 0.83, but more significantly the maturity
of this debt was explosively short. Debt maturity shrank as the government
avoided paying even higher risk premia, a stance that gave people illusory
liquidity. Debt repudiation seemed to be around the corner. There was also
the plausible alternative of a forced consolidation of the debt into long-term
bonds or into public enterprise ownership. The March 1990 Collor Plan
presented a third alternative: blocking financial assets for 18 months.

The government achieved a temporary consolidation of the domestic
debt by postponing debt service. It closed the banks for five days, blocked
partof the crizados novos in bank accounts, and introduced a new currency,
the cruzeiro, to be exchanged on a one-to-one basis for the cruzado novo. The
planinitially set an 18-month freeze on savings accounts of more than 50,000
cruzeiros (US$1,200) and limited withdrawals from bank deposits and
money market funds. The measure was to be temporary—either the
government would unfreeze the assets, write themoff, or convert theminto
interest-bearing nonmarketable loans.

The blocking of assets reduced government spending on the debt
service, so that the budget deficit was lowered, at least for a while. It also
limited the extent to which the desired substitution of monetary wealth into
commodities could take place. Asaresultofthis process, production, sales,
fuel consumption,and employment plunged, and in April 1990 the economy
came to a halt. By July, despite pockets of recession, production in many
sectors was again approaching the levels before the plan, and most eco-
nomic indicators were pointing toa recovery. By then rapid remonetization
had spread fears that inflation would take off again. The extreme financial
instability of Brazil and Argentina at the end of the 1980s stands in radical
contrast to the stability Chile and Mexico recently achieved.

The Experience with adjustment: Chile and Mexico

The great instability of copper prices has traditionally harmed Chile’s
economic performance. Between 1900 and 1985 the average deviation of
real copper prices from their trend was greater than 25 percent—an average
deviation higher than that of any other commodity. The three most serious
recessions in Chile (the 1930s, 1974-75, and 1982-83) all coincided with
declining copper prices. At the same time, Chile’s poor economic perfor-
mance during the 1950s and 1960s derived in good measure from the
combination of growing protectionism and state intervention as a develop-
ment strategy. As prices lost their role as a guide to investment, fiscal and
credit subsidies increased, a trend that multiplied the distortions and
inefficiencies. At the same time budget deficits, inflation, and payments
crisesbecameintermittent. Inward-looking growth led to overdiversification
of production for domestic markets and a concentration of exports in a few
primary activities such as copper.

In the early 1970s the Allende regime, unable to finance its programs
with taxes, did so with massive deficit spending. Although thegovernment
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managed to repress inflation for a while with price controls, by August 1973
inflation had reached 300 percent a year. In the last quarter of that year a
military junta took over. It freed all prices, devalued the exchange rate,
controlled wages, and imposed restrictive fiscal and monetary policies. The
result was a hyperstagflation.

To maintain the disinflation achieved in 1974, in mid-1975 the govern-
ment tightened fiscal policy. This move brought the fiscal deficit down to
3 percent of GDP, and Chile’s gross national product (GNP) fell by 13
percent. Inflation was only partially reduced. Meanwhile, the government
undertook important economic reforms. It returned most activities in the
public sector to private hands. Itopened up trade:itreduced the tariffs from
anaverage rate of 94 percentin 1973 to an average rate of 33 percentin 1976,
and by mid-1979 it had lowered all tariff rates to 10 percent. Stubborn
inflation finally convinced policymakers that the answer was global
monetarism. By 1980 the public sector surplus exceeded 3 percent of GDP,
seignorage revenue was negative, and inflation was on its way down. The
real exchange rate appreciated dramatically, however, and in 1982 external
disequilibria finally forced a reversal of the exchange rate policy.

During the exchange rate-based stabilization a debt-led boom devel-
oped. It was followed by a financial crisis and a severe recession that
occasioned a 15 percent drop in GDP in 1982. The fragile condition of
financial institutions forced massive rescue operations and liquidations.
Starting in June 1982, the government undertook a number of discrete
devaluations to correct the accumulated overvaluation. From then on a
crawling peg continued to depreciate the exchange rate in real terms. Fiscal
and monetary policies were restrictive.

Since 1984 Chile has experienced six years of expansion with moderate
inflation and a reduction of the debt ratios. The annual growth rate of GDP
of 6.3 percent between 1984 and 1989, with inflation of only 20 percent a
year, occurred in the context of reduced currentaccount deficits. In contrast
to other Latin American countries, Chile was able to run a primary surplus
big enough to transfer resources to the central bank to cover the quasi-fiscal
budget deficit.

It took 15 years of reforms to cure Chile of both its accumulated past
policy mistakes and the mega-inflation of the mid-1970s. During the last
fiveyears a pragmatic exchange rate policy hassupported arecovery driven
by export growthand therevival of public sector investment. The transition
to democracy without capital flight indicates that Chile might finally be on
a stable development path.

The same cannot yet be said of Mexico. Despite major economic
reforms in the 1980s Mexico still seems politically and economically far from
the Chilean miracle. Compared with Chile, Argentina, and Brazil, Mexico
enjoyed extremely low inflation until the mid-1970s. Between 1960 and
1973 the average for Mexico was around 3 percent. In the mid-1970s
inflationjumped to 15 percentand during the late 1970s rose further in large
measure as a result of the budget deficits of President Jose Lopez Portillo’s
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government. Although public revenues from oil exports increased
twelvefold from 1977 to 198], they lagged behind government expenditures.
To prevent further inflation, the government postponed increases in the
prices and tariffs of goods and services provided by the public sector. It
financed the government deficits by external borrowing. Continuing
deterioration of the balance of payments, despite devaluations in 1981 and
1982, gave rise to the expectation that gradual depreciation of the exchange
rate would be insufficient to correct imbalances in the current account; as a
result, capital flight reached unprecedented levels.

Stabilization came at the end of 1982, and by late 1983 most of the fears
of financial disaster that had prevailed the year before had vanished. Large
trade and current accounts surpluses were generated and the foreign debt
renegotiated. The debt service burden caused inflation to increase because
resources had to be extracted from the private sector to finance the external
debt of the public sector.

Between 1983 and 1988 the government implemented remarkable
reforms on the fiscal and trade fronts. There has been a dramatic turn-
around in the budget, witha consistentsurplus on the primary balance since
1983. The improvement,amounting to 15 percent of GDP between 1982 and
1988, came mainly from cuts in expenditures, which fell by 11 percent of
GDP. The remaining gains resulted from a stronger effort to collect internal
revenue, including corrections of public prices, reform of the income tax
code, improvements in tax administration, and reduction of public enter-
prises. Between 1982 and 1988 the government privatized over 700 enter-
prises. The budget improved with the yearly return on sales of assets and
the reduction in subsidies. Trade reform followed the fiscal reform, espe-
cially since 1985, when the government reduced quantitative restrictions to
25 percent of imports. It also reduced the maximum tariff, which was 100
percent in 1982, to 20 percent in 1988; the average effective protection also
decreased substantially.

Despite these reforms and a falling per capita income over five years,
the orthodox program did not stop inflation. In October 1987 the collapse
of the stock market exposed the precariousness of Mexico’s economic
situation. The increased interest rates were not enough to stop the capital
flight and fall in reserves. The government allowed the exchange rate to
depreciate, and inflation picked up again. In 1988 it introduced a new
program, the Pacto Social, which used a fixed exchange rate supported by
price controls and a wage freeze to halt inflation. As a result of the Pacto,
monthly rates of inflation dropped from an average of about 15 percent in
January 1988 to only 1 percent in the second half of the year. Of additional
help was Mexico’s 1989 agreement with commercial bank creditors on a
multiyear financing package and two alternative debt-exchange options.
This development meant that debt amounting to about $22.5 billion would
be subject to reduced interest rates and that additional gross claims of about
$7 billion would be extinguished. The 1989 rate of per capita GDP growth
was 1 percent, the first real improvement since the onset of the debt crisis.
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Figure 7.5 Chile: The real exchange rate
(1980-82=104)
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Capital, after having flown abroad for years, began to return to Mexico.

The picture is not yet perfect. Although modernization and the pros-
pect of free trade with the United States have improved expectations, invest-
ment has not increased sufficiently to generate sustainable growth while
inflation is again rising. The 1990 increase in the oil price is good news for
Mexico and could provide the bridge to sustained growth. Nevertheless,
despite this rise in oil prices, Mexico still has balance-of-payments problems.

Mexico differs from Chile in two important areas. One is the exchange
rate policy it followed in the last four years (figures 7-5 and 7-6). The other
is in the realm of politics. While Chile has pursued an aggressive devalu-
ation policy since the mid-1980s, Mexico has maneuvered its exchange rate
very carefully to avoid any inflationary impact. After a 20 percent devalu-
ation, the government fixed the peso’s exchange rate against the dollar in
February 1988. Later it began to devalue daily, but at a rate equivalent to
only 14 percentayear, well below the economy’s rate of inflation. Since May
1990 the rate of devaluation has been even slower.
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Figure 7.6 Mexico: The real exchange rate
(1980-82=100)
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Note: Morgan Guaranty defines the effective real exchange rate as domestic prices
divided by foreign prices. A movement upwards indicates a real appreciation.

Source: Morgan Guaranty.

Mexico also differs from Chile in its political development. The
transition to democracy in Chile owes much to the tradition of strong,
competitive political parties. By contrast, this tradition is absent in Mexico.
President Carlos Salinas is increasingly popular, butitis unclear how much
popular support the undemocratic government actually has. Most Mexi-
cans are worse off than they were in 1981, and if politics go wrong, capital
flight could resume and scare prospective investors.

Exchange rate dynamics and the stock market

This section focuses on a simple model of the real exchange rate and the real
price of capital to understand the mechanisms that affect these two vari-
ables. Itisargued that the negative correlation between investmentand real
exchange rates observed in the 1980s derives from shocks that simulta-
neously reduce the real price of capital and generate a real depreciation,
rather than from a causal relationship running from real devaluations to
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desired lower levels of investment. This section develops the argument
in the context of economies where the central bank chooses the nominal
exchange rate. (Appendix 7-2 examines the case of flexible exchange
rates.)

There are two separate strands of literature on monetary policy. The
closed economy models emphasize the impact of monetary policy on yields
fromand prices of assets and the resulting link to investmentand aggregate
demand. By contrast, the open economy literature shows that, under
conditions of capital mobility and flexible exchange rates, changes in net
exports, not investment, are the chief result of monetary policy. Cardoso
(1983) and Gavin (1989) integrate the two approaches by introducing the
real price of capital as an additional key variable in the open economy
macroeconomic model.®

In the Mundell-Fleming model, monetary expansion leads to an in-
crease in aggregate demand. The expansion in income is entirely attribut-
able to depreciation of the exchange rate, induced by incipient outflows of
capital. As long as foreign interest rates remain fixed, the monetary
expansion has no effects on investment spending. Dormnbusch (1976)
extends the Mundell-Fleming model to expectations about exchange rates
and price flexibility in the long run. In this model, given the differential
speeds of adjustment in the markets for goods and assets, a monetary
expansion leads to an initial overshooting of exchange rates. Similar to the
Mundeli-Fleming model, however, the effects of monetary expansion de-
rive entirely from the change in the relative price of domestic goods, and
investment spending is not emphasized as a transmission channel of
monetary policy.

These results contrast with the conclusions of the closed economy
models, where the main channel of transmission from monetary expansion
to aggregate demand is the stock market and investment (as, for example,
in Tobin’s analysis). In closed economy IS/LM models, a monetary expan-
sionincreases aggregate demand because it reduces interest rates, raises the
price of capital, and thus induces more investment.

The model developed in this section reconciles the two views, showing
thatinan open economy with flexible exchange rates a monetary expansion
affects exchange rates and the price of stocks, so that both investment and
net exports expand.

The model

Consider a small open economy with flexible exchange rates and four
assets—money, stocks, short-term domestic bonds, and foreign bonds.
Nonmoney assets are assumed to be perfect substitutes, and arbitrage
ensures they have the same expected short-run rate of return. Therefore the
expected real interest rate on doryestic bonds, r*, must equal the given real
interest rate on foreign bonds, r, plus the expected real depreciation rate,
e*/e-pt/p
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(7-1) Pr= reét/e-pr/p,

where 1= expected real interest rate on domestic bonds
r = real interest rate on foreign bonds
¢ = nominal exchange rate
p = level of prices

= a time derivative
* = an expectation.

Itisassumed in equation (7-1) that the rate of foreign inflation is zero, so that
the real interest rate on foreign bonds is equal to its nominal interest rate.

Arbitrage also ensures that the expected real interest on bonds equals
the real profit rate, p/g, plus expected capital gains, §4*/4:

(7-2) r=p/q9+q*/q

where p is profits per unit of physical capital and g is the real price of stocks
in terms of domestic goods. Under the assumption of full employment and
a constant capital stock, p is constant. (Appendix 7-2 considers an economy
with less than full employment and a cyclical relationship between output
and expected profits per unit of physical capital.)

Equations (7-1) and (7-2) describe arbitrage among stocks and bonds.
Money is assumed to be an inverse function of the common nominal return
on nonmoney assets, [ = r* + p*/p. A balanced portfolio results when the
demand for real cash balances equals the real money stock. Under a
managed exchange rate money becomes endogenous, and equilibrium in
the money market does not need to be considered explicitly, as it is in
appendix 7-2.

Assume that the central bank avoids overvaluation by following a
crawling peg and devaluing the exchange rate in response to increases in
domestic prices in excess of increases in foreign prices. The central bankalso
looks at the current account and devalues faster if the exchange rate is
overvalued. The central bank adopts the following devaluation rule:

(7-3) ele=p/p-o(x-x)
where x is the real exchange rate and - is steady state values.

The system is now formed by equations (7-1), (7-2), and (7-3). In steady
state, the real price of capital and the real exchange rate are constant:
(7-4) §/4=0= r-a(x- x)-p/q

(7-5) ¥/x=0=-a(x- x)ie,x=x

where r is the real interest rate on foreign bonds and p is profits per unit of
physical capital.
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Figure 7.7 Phase diagram: Dynamics of the real price of capita and the real
exchange rate

Real price of capital (g)

Real exchange rate (x)

Note: In the model the real exchange rate is defined as foreign prices divided by
domestic prices. An increase in the real exchange rate indicates a real depreciation.

Source: Author’s elaboration.

This system is represented in figure 7-7. The upward-sloping schedule,
g/9 = 0, represents the combinations between the real exchange rate, x, and
the real price of capital, g, for which the real price of capital is constant. To
the left of the schedule 4/q = 0, the real price of capital is increasing; it is
declining to its right. The vertical schedule x/x = 0 cuts the x axis at the
equilibrium real exchange rate, x. If x> x, the real exchange rate is falling;
if x < x, itisrising. Figure 7-7 also shows the unique path to equilibrium.
The real price of capital can jump at any time, but the real exchange rate
slowly follows the central bank rule.

An adverse terms of trade shock

A permanent decline in the terms of trade requires a higher real exchange
rate in the new equilibriumand shifts both schedules to the right, as shown
in figure 7-8. In response to the shock the real price of capital immediately
falls because the expected real depreciation increases the domestic real
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Figure 7.8 A deterioration in the terms of trade

Real price of capital (q)

Real exchange rate (x)

Note: In the model the real exchange rate is defined as foreign prices divided by
domestic prices. An increase in the real exchange rate indicates a real depreciation.

Source: Author's elaboration.

interest rate above the foreign interest rate. From then on, as the real
exchange rate depreciates, the real price of capital slowly recovers. During
the adjustment the real price of capital and investment are below their
equilibrium levels.

Itmightbe expected thata permanentdeterioration of the terms of trade
would also reduce the real profit rate, p. In that case the schedule 4/4 = 0
would shift further to the right, and the new equilibrium would move to a
point below the one represented in figure 7-8. In this case the real price of
capital would instantaneously fall more than before. Although it would
increase during the adjustment, it would be permanently lower than under
the hypothesis represented in figure 7-8.

Terms of trade and investment

This section considers the effects of fluctuations in the terms of trade on
investment. The focus is on two mechanisms. Firstis the effect of a change
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in the terms of trade on real income, as well as its impact on the profitability
of the export sector and the extent to which this impact is multiplied if
profits are positively correlated across sectors. This effectis called here the
“Manaus Opera House effect.” Second is the way a deterioration in the
terms of trade affects the current account and induces contractionary
measures. This second channel is here called the “IMF effect.”

The Manaus Opera House effect

A deterioration in the terms of trade reduces real income and has at least a
transitory negative effect on investment. Because a deterioration in the
terms of trade directly affects the profitability of investment in the export
sector, it also reduces investment in that sector. If profits are positively
correlated across sectors, bad news for the export sector is bad news for the
economy as a whole, and an adverse terms of trade shock means poorer
business prospects.

Conversely, a positive terms of trade shock will spread its benefits
throughout the economy. The case of Brazilian natural rubber offers a good
example. Between 1840 and 1911 the price of rubber increased from £45 to
£512 per ton, as the industrial applications of rubber multiplied rapidly in
the last quarter of the nineteenth century. Brazil exported 6,600 tons of
natural rubberin 1870. By 1911 shipments amounted to 38,500 tons. Rubber
gatherers spread throughout the Amazon valley, a phenomenon that gave
new stimulus to the economic life of the region and led to the first effective
settlement in the jungle, the city of Manaus. Built 1,000 miles up the river,
it was the first city in South America to have streetcars; its residents sent
their laundry to Lisbon to be washed. The Opera House, where the Ballet
Russe once danced and Beniamino Gigli once sang, was completed in 1910,
just before the collapse of the rubber boom. After 1911, a catastrophic
decline in the price of rubber set in. Gatherers retired, and 10 years later
Manaus scarcely retained a shadow of its former splendor. Investment
vanished. Numerous similar examples abound. Buenos Aires before
World War | was a monument to the impact of the rising terms of trade. The
adverse terms of trade shock of the 1930s provoked a fantastic deflation to
which the response was the implementation of import-substitution policies.

A deterioration in the terms of trade also affects the budget adversely—
either directly if the government owns the export sector or indirectly by
reducing the tax base. A deterioration in the budget will require corrective
measures, and its deflationary effect will reduce investment. Even in the
absence of corrective action, when the government spends what it earns, a
reduction in taxes will automatically reduce spending, profits, and invest-
ment.

A movementin the terms of trade directly affects government revenues
in countries where the main export sector is in the hands of public enter-
prises, such as in Chile (copper) and Mexico (oil). It is no accident that
Chile’s major recessions (in 1975 and 1982) coincided with a collapse in
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copper prices or that the Mexican investment boom in the second half of the
1970s accompanied an oil boom.

The IMF effect

A deterioration in the terms of trade will worsen the current account
balance. If people perceive the deterioration as permanent, the government
will have to take corrective measures. Even if the deterioration is transitory
but cannot be financed, it will have to take corrective measures. These
measures may include fiscal and monetary policies that reduce expendi-
tures, a step that will affect investment adversely. They may also include a
devaluation of the exchange rate, which can only be translated into a real
devaluation in the context of tight money.

Tight money works through different channels depending ona nation’s
financial structure and the details of financial intermediation. One possibil-
ity (withadeep capital market)is that it will raise the cost of capital and thus
reduce the desired stock of capital and the optimal rate of investment. A
second possibility, which may be parallel, associates tight money with tight
credit. Credit rationing in turn reduces the rate of investment that can be
financed. A third possibility is that tight money causes reduced profit flows
and thus a reduced ability to self-finance. It may also lower the value of
collateral. In one way or another these mechanisms convert tight money
into reduced investment. Brazil in 1981-82 and Peru in 1983-84 provide
good examples of the IMF effect.

The empirical evidence

This section discusses the empirical evidence from regressions of the share
of private investment in GDP on a group of variables, including the log of
the terms of trade. The regressions use quadrennial panel data for the
period 1970-85 in Argentina, Brazil, Chile, Colombia, Mexico, and Venezu-
ela. These countries accounted for 86 percentof total GDP in Latin America.
(Thesources of thedataare provided inappendix 7-3.) The equations do not
use the real interest rate or any other variable as a proxy for the cost of
capital. There are no continuous data for all countries in the sample.
Moreover, the extreme variability of inflation and taxation suggests that no
single variable will correctly capture the average opportunity cost of
investment for all firms in the medium term. In different countries and at
different times the long-term instruments in the credit market have van-
ished, and retained earnings have become the primary source of finance for
significant periods.

Real exchange rates and investment

The positive correlation between the decline in the shares of investment in
GDP in the 1980s and the real depreciation observed after the debt shock
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(table 7-1) can lead to a mistaken belief that the real depreciation caused the
decline in investment. Servén and Solimano (1990) survey mechanisms that
link devaluation with investment, as well as empirical studies that find a
negative impact of devaluations on investment (see, for instance, Faini and
de Melo 1990). The rationale for these findings include the following. First,
the adverse real incomeeffectof a real depreciation (following theline of the
“contractionary devaluation” literature) couid reduce firms’ desired capac-
ity. Second, without monetary accommodation exchange rate depreciation
may result in higher interest rates and depress investment. If these are the
channels of transmission, a significant negative coefficient of real deprecia-
tion would not be expected in an investment regression that includes both
income and interest rates. A third argument is that because a devaluation
might raise the cost of imported capital, it could lead to a decline in
investment. This argument would apply in the nontraded goods sector but
not for investment in the traded goods sector. Thus, the effect of real
devaluations on aggregate investment is uncertain. It should also be
observed that the higher cost of imported capital could encourage invest-
ment with a high domestic content rather than investment with a high
foreign exchange content without affecting the level of investment.

Servén (1990) assumes an exogenous real exchange rate. He shows that
the long-run effect of a real devaluation is ambiguous, although an antici-
pated depreciation in the real exchange rate provides the incentive for a
speculative reallocation of investment over time. When a real depreciation
is expected, an investment boom is likely to develop if the import content
of capital goods is high relative to the degree of capital mobility. The reason
is that the expected depreciation promotes flight into foreign goods. A
slump will follow the boom when the depreciation takes place because such
devaluation amounts to a removal of a subsidy for investment. With high
capital mobility the anticipated depreciation promotes flight into foreign
assets and an investment pattern opposite to that described above.

The previous section presented a model with a crawling peg where the
real exchange rate is determined jointly with the real price of capital. In that
model anexpected rate of real depreciation{in response to anadverse terms
of trade shock) temporarily raises the domestic real rate of interest and
reduces the real price of capital below its equilibrium level. The deteriora-
tion in the terms of trade causes both the real depreciation and the reduction
in the real price of capital and investment. The results presented here,
obtained using a model with perfect capital mobility, are consistent with
Servén’s results for his case of high capital mobility.

The first regression in table 7-4 shows the strong positive effect of an
improvement in the terms of trade on investment. Table7-4 also reports the
reaction of the share of private investment in GDP in response to growth, to
movements in the share of publicinvestmentin GDP, to the index of the real
exchange rate, and to the rate of real appreciation. The hypothesis that the
coefficients of the real exchange rate and of real appreciation are zero cannot
be rejected. Growth, the share of public investment in GDP, and the terms
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Table 7.4 Regression analysis
(dependent variable: share of private investment in GDP)

Independent variables

Rate of
Share of Index of appreciation

Growth public Log of the real of the real

rate of investment terms exchange exchange

GDP in GDP of trade rate rate R?
0.81 0.89 -6.77

(6.72) (4.39) (-2.62) 0.74
0.81 0.75 0.003

(5.04) (3.24) (0.07) 0.65
0.81 0.75 0.002

(5.67) (3.20) 0.02) 0.65

Note: Quadrennial panel data, periods 1970-73, 1974-77, 1978-81, and 1982-85.
The countries are Argentina, Brazil, Chile, Colombia, Mexico, and Venezuela.
The number of observations is 24.

Constant term is not reported. The t-statistics are in parentheses.

Source: Authar’s calculations.

of trade explain 74 percent of the variation in the share of private investment
in output.’

DPrivate and public investment

In Latin America the public sector accounts for a high proportion of
investment. Between 1985 and 1988 public investment accounted for more
than half of total investment in Bolivia, for approximately half of total
investment in Argentina, Chile,and Colombia, and for more than one-third
of investment in Brazil, Uruguay, and Venezuela. Public enterprises
dominate a wide range of economic activities, including the banking,
transport, and mining industries. Inmany countries the explanation for the
large participation of government in production lies in considerations such
as the absence of a private sector able to undertake major projects. Even
though the performance of the public sector has been strongly criticized, the
empirical evidence shows an important complementarity between public
and private investment. Governmentinvestment in fixed capital crowds in
private investment, possibly because itincreases productivity by providing
infrastructureand services. In theregressions presented herea 1 percentage
point increase in the share of public investment in GDP raises the share of
private investment in GDP by more than half a percentage point.
Complementarity between private and publicinvestment does not rule
out the possibility that an increase in total government spending, rather
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Table 7.5 Regression analysis
(dependent variable: share of private investment in GDP)

Independent variables

Stock Flow
share of share of
claims on claims on
Share of government  government
Growth public Log of in total in total
rate of investment terms domestic domestic
GDP m GDP of trade credit credit R2
0.74 0.62 -1.06
(5.26) (2.64) (-1.48) 0.68
0.76 0.78 -6.21 0.78
(5.98) (3.52) (-2.39) (-1.18) 0.76
0.74 0.75 -1.38
(5.17) (3.47) (-1.42) 0.68
0.76 0.88 6.25 -1.00
(5.89) (4.35) (-2.39) (-1.13) 0.76

Note: Quadrennial panel data, periods 1970-73, 1974-77, 1978-81, and 1982-85.
The countries are Argentina, Brazil, Chile, Colombia, Mexico, and Venezuela.
The number of observations is 24.

Constant term is not reported. The t-statistics are in parentheses.

Source: Author’s calculations.

than just an investment outlay, could crowd out private investment. An
increase in total spending that is not financed by an increase in taxes
provokes a deficit thatis in part financed by borrowing from the local credit
market. This form of financing can have a detrimental effect on private
investment. High fiscal deficits push up interest rates and reduce the
availability of credit to the private sector.

Departing from the hypothesis of perfectcapital markets, crowding out
is tested for here by introducing the share of claims on government in total
domestic credit as a variable in the regressions (table 7-5). One equation
uses the share of the stock of claims on government in the stock of domestic
credit; and the other uses the share of the flow of claims on government in
the total domestic credit flow. In all equations the coefficients are negative
as expected, but the t-statistics are small.

Bernanke (1983) shows that irreversible investment invites delay, as
entrepreneurs wait for the resolution of uncertainty. Firms are cautious in
their decisions to expand capacity under uncertainty because investment
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Table 7.6 Regression analysis
(dependent variable: share of private investment in GDP)

Independent variables

Log of
Share of Index the ratio
Growth public Log of of of external
rate of investment terms econontic debts to
GDP in GDP of trade instability exports R?
0.81 0.89 .77
(6.72) (4.39) (-2.62) 0.74
0.66 0.69 -1.55
(4.23) (3.25) (-1.79) 0.70
0.71 083 -5.86 -1.07
(4.90) (4.06) (-2.22) (-1.29) 0.76
0.70 0.63 -3.55
(4.98) (2.93) (-2.01) 0.71
0.74 0.79 -5.49 -2.23
(5.59) (3.65) (-2.00) (-1.26) 0.76

Note: Quadrennial panel data, periods 1970-73, 1974-77, 1978-81, and 1982-85.
The countries are Argentina, Brazil, Chile, Colombia, Mexico, and Venezuela.
The number of observations is 24.

Constant term is not reported. The t-statistics are in parentheses.

Source: Author’s calculations.

today can lead to excessive capacity tomorrow if circumstances change.
Substantial budget deficits have created financial instability in many Latin
American countries such as Argentina and Peru. In these countries,
volatility of output, interest rates, relative prices, and inflation increase
uncertainty and thus reduce investment. Another source of uncertainty in
the investment climate is the need in the future to carry out an external
transfer to creditors, since that transfer might require increases in taxes and
changes in relative prices.

The regressions in table 7-6 test the hypothesis that uncertainty affects
the share of private investmentin Latin America by bringing two additional
variables into the picture, one at a time. One of the new variables is the log
of the ratio of the total external debt to exports. The coefficient of the
variable standing for the debt overhang has the expected negative sign. Its
t-statistic is larger than 2 in the equation that does not include the terms of
trade, but in the equation that includes the terms of trade the coefficient for
the debt overhang is not significant.
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Theother variable is an index of instability built by adding the log of the
debt ratio, the log of one plus the rate of inflation, and the log of the
coefficient of the variation in the real exchange rate (calculated from
monthly data during each of the four-year periods). Once again the
coefficient has the expected negative sign but is not significant in the
equation that includes the log of the terms of trade. Regressions with the
three different uncertainty proxies entered separately were run; they did
not obtain better results.

Concluding remarks

The regressions in tables 7-4, 7-5, and 7-6 show that growth, the share of
public investment in GDP, and the log of the terms of trade explain 74
percent of the variation in the share of private investment in output. The
coefficients of these variables are significant and stable across specifica-
tions. A 1 percentage point increase in the growth rate increases the share
of private investment in output by less than 1 percentage point. This result
is consistent with other empirical studies that find a strong response of
investment to changes in output.’ The regressions presented here dampen
the scope for any “excessive” output-related variability of investment in
the cycle by using four-year averages for the variables.

In the present regressions a 1 percentage point increase in the share of
public investment in GDP raises the share of private investment in GDP by
more than half a percentage point, a result that confirms the hypothesis of
complementarity between private and public investment. This
complementarity does not rule out the possibility that an increase in the
budget deficit crowds out private investment. When testing the hypothesis
thatgovernment borrowing from the local credit marketcrowds out private
investment, as expected the coefficients in all equations were negative, but
the t-statistics were small.

The coefficients of the variables standing for the debt overhang and
macroeconomic volatility had the expected negative signs, but the t-statis-
tics in the regressions that included the terms of trade were small. In all
equations, the effect of an improvement in the terms of trade on investment
was large and significant. Both the real exchange rate and the real rate of
depreciation had no effect on investment behavior.
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Appendix 7A. Empirical studies of investment
in Latin America

Investment regressions for Latin America use models that combine ele-
ments of different theories. Behrman (1972} explores the validity of putty-
putty versus putty-clay assumptions across a number of different economic
sectors in Chile. He finds that investment functions differed across sectors.
Bilsborrow (1977) shows that the availability of foreign exchange to imple-
ment planned capital formation and the internal flow of funds were the
most important determinants of investment in Colombia. Dailami (1987)
finds a negative relation between the cyclical behavior of private invest-
ment in Brazil and the volatility of the stock market. Musalem (1989) shows
that investment in Mexico was responsive to the real interest rate, the
relative price of investment, and the rate of capital utilization and that there
werecomplementary links between publicand private investment. Ocampo
(1990) surveys the literature on determinants of investment in Colombia.
The evidence suggests that domestic demand was the major determinant of
investment in Colombia. Simple accelerator models explain a large propor-
tion of the variance in manufacturing investment. Investment was also
sensitive to the relative price of capital goods, to direct import controls, to
the internal funds of the manufacturing firms, and to the long-term avail-
ability of credit. Pinheiro and Matesco (1988, 1989) calculate historical series
for theincremental capital/outputratio (ICOR) in Braziisince 1948. Solimano
(1989) studies the impact of cycles of economic activity, relative prices, and
policy inconsistencies on investment in Chile.

Appendix 7B. The price of capital and the real
exchange rate

This appendix develops a model of the real exchange rate and the real price
of capital. The special features of the model are the presence of a stock
market, full long-run flexibility of prices, and stickiness of the price of goods
in the short run.  The prices of stocks and exchange rates can jump at any
time.

Initially itis assumed that the model incorporates full employment and
a price level that rises when demand for domestic output exceeds its full
employment level. The closed form solution of the dynamic system is
discussed next. An extension of the model covers the case of an economy
with less than full employment. Finally the model is discussed with a
crawling peg regime.

The model

Consider a small open economy with flexible exchange rates and four
assets: money, stocks, short-term domestic bonds, and foreign bonds.



208 Adjustment and Investment Performance

Nonmoney assets are assumed to be perfect substitutes, and arbitrage
ensures they have the same expected short-runrate of return. Therefore the
expected real interest rate on domestic bonds, r*, must equal the given real
interest rate on foreign bonds, r, plus the expected real rate of depreciation,
e*/e-p*/p:

(7B-1) P+ ete-pr/p.

Itis assumed in equation (7B-1) that the rate of foreign inflation is zero, and
thus the real interest rate on foreign bonds is equal to its nominal interest
rate.

Arbitrage also ensures that the expected real interest rate on domestic
bonds, r*, equals the real profit rate, p /3, plus expected capital gains, §*/4:

(7B-2) rr=p/q+q*/q.

Under the assumption of full employment and a constant capital stock, p is
constant. (Analysis of an economy with less than full employment and a
cyclical relationship between output and expected profits for a unit of
physical capital is considered later.)

The expected real rate of interest on domestic bonds is defined as the
difference between the nominal interest rate, i, and the expected inflation
rate:

(7B-3) r=i-p*/p

where i is the nominal interest rate.

Equations (7B-1), (7B-2), and (7B-3) describe arbitrage among stocks
and bonds. Since money is held for transactions, money is assumed to be
an increasing function of income, y, and an inverse function of the common
nominal return on nonmoney assets, that is, the nominal interest rate. A
portfolio is balanced when the demand for real cash balances equals the real
money stock, m = M/p:

(7B-4) m = y/ui.

where m is the real money stock, y is income, and v is a constant.

It is assumed in equation (7B-4), in keeping with Mundell (1965), that
velocity is a linear function of the opportunity cost of holding money. The
nominal interest rate is assumed to be positive.

Equations (7B-1)—(7B-4) determine the price of capital, the nominal
exchange rate, and domestic nominal and real interest rates (g, ¢, i, and r*)
as functions of: the foreign interest rate, r; the policy variable, M; the price
level, p; and expectations, p*, 4%, and ¢€*.

Thebehavior of the pricelevel is specified next. Itisassumed that prices
increase whenever aggregate demand for domestic goods exceeds the full
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employment level of output. The aggregate demand for domestic goods is
composed of investment spending, consumer and government expendi-
tures, and net exports. Following Tobin, investment is an increasing
function of the real price of stocks. Consumption is assumed to depend on
permanent and transitory income and is constant under the assumption of
full employment and a constant tax structure. Net exports depend on the
real exchange rate, defined as x = ¢/p. A real depreciation raises the
competitiveness of domestic goods relative to foreign goods while increas-
ing the demand for domestic goods and reducing domestic demand for
foreign goods. Itis further assumed that an increase in the real exchange
rate expands net exports. From thisargumentit follows that the demand for
domestic goods exceeds its full employment level whenever the real ex-
change rate or the real price of stocks exceeds its steady state level. The
equation for the rate of change in the level of prices can be written as:

(7B-5) Pl =0(x-x)+04g-q)

where @ is the product of the elasticity of aggregate demand relative to the
real exchange rate times the speed of adjustment of prices and ¢ is the
product of the elasticity of aggregate demand relative to the real price of
stocks times the speed of adjustment of prices.

The model is closed by assuming rational expectations. It reduces to
three differential equations describing the behavior of the real price of
stocks, the real exchange rate, and the real money stock:

(7B-6) §/g=ylm-p/g-0(x-x)-¢g-9q)
(7B-7) A/ = yfom - O(x - x)- (g - 4) - T
(7B-8) mim=-Hx-x)-0(g-9)

It is assumed in equation (7B-8) that the nominal money stock is constant.
Thus the growth rate of the real money stock equals the rate of deflation.

In a steady state, § =x = = p =0, and the real price of stocks is equal
to the ratio between the real profit rate and the real interest rate, or g=p/r.

The dynamics

Linearization of the system formed by equations (7B-6)—(7B-8) around its
steady state is presented in the last section of this appendix. The system has
three characteristic roots:
A=
A,=-AT(AM+ rx@)?

where A = ( x0 + g)/2. Two roots are positive, and one is negative. The
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absolute value of the negative root is defined as A. The steady state is a
saddle point equilibrium. Given the value of the real money stock, there is
a unique combination of the price of stocks and the exchange rate such that
the economy converges to the steady state. The equations of motion along
the stable arm are:

(7B-9) m(t) = [m(0) - mle™ + m
(7B-10) g(t) = (g/m ym(t)
(7B-11) x(t) = (x/m)Blm(t) - m] + x

where B=1+ r/A. Observe that B> 1. Equations (7B-9), (7B-10), and (7B-
11) are derived in the last section of this appendix.

Inresponse to a shock, granted that the price of stocks and the exchange
rate jump and move the economy onto a stable path to equilibrium,
adjustment is faster (a) the larger the elasticities of aggregate demand are in
relation to the real price of stocks and the exchange rate, (b) the faster prices
move in response to excess demand, and (c) the higher the foreign interest
rate is.

Comparative dynanics

Consider an unanticipated monetary expansion. The steady state real price
of capital, interest rates, and real exchange rates are invariant to nominal
money, which only affects prices proportionately in the long run. To
understand the short-run effects of a monetary expansion, it isassumed that
the economy is initially in steady state when the unanticipated expansionin
nominal money occurs. When it does take place, real balances increase since
the price level does not adjust instantaneously. The nominal interest rate
fails to maintain portfolio equilibrium, and the expected rate of inflation
further decreases the expected real interest rate on domestic bonds. Arbitrage
causes an immediate depreciation of the exchange rate and an immediate
jump in the price of stocks. As the price level increases, real balances fall.
Consequently, interest rates start to rise, the exchange rate slowly appreci-
ates, the real price of capital falls, and the economy returns to steady state
equilibrium. The adjustment is illustrated in figure 7B.1.

Observe that initially the movement of the exchange rate exceeds that
of the price of capital. Att =0, when the monetary expansion takes place,
the exchange rate relative to the value of stocks is:

(7B-12) e(0)/p(0)q(0) = Bx/q
where xand gare the values of x and g in the initial steady state and B > 1.

The reason the depreciation in the exchange rate has to exceed the initial
increase in the price of stocks is that expected movements in the real price
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Figure 7B.1 Unanticipated monetary expansion: Dynamics of the real
price of capital and the real exchange rate

x(0)

q(0)

Real price of capital (q), real exchange rate (x)

t(0)
Time ()

Nots: In the model the real exchange rate is defined as foreign prices divided by
domestic prices. An increase in the real exchange rate indicates a real depreciation.
Source: Author's elaboration.

of capital affect both the real profit rate and the expected capital gains,
whereas movements in the exchange rate only affect expected capital gains,
as can be seen in the following arbitrage equation:

(7B-13) i-p*/p=plgrit/qg=r+éte-prip.

The initial jump in the price of stocks increases investment. The initial
jump in the exchange rate makes domestic goods more competitive. Both
effects contribute to an increase in aggregate demand and create inflation.
As the price level rises, the economy returns to the steady state.

An extension for economies with less than full employment
The analysis is now extended to the case of the economies described by IS/

LM-type models, where it is assumed that output is determined by aggre-
gate demand, yd:
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(7B-14) y=yd.

Equation (7B-15) is rewritten for the slow adjustment of prices as follows:
(7B-15) P =h(1-yd/y)=0(x-x)+0(qg-9)

where h is the speed of adjustment of prices. [t follows that:

(7B-16) yd/y-1=(2/Mmx-x)+@/h)q-9).

The cyclical behavior of profits is considered next. 1S/LM models
assume mark-up pricing and a constant capital stock. These assumptions
imply that the profits for a unitof physical capital are an increasing function
of output:

(7B-17) p=ay.

Equations (7B-14) and (7B-17) are substituted into the system of differ-
ential equations formed by (7B-6)—(7B-8). Linearization of this system
around its steady state gives:

(7B-18) q go-r go rq/ g-q
x|+ |x¢y xOy r/m x-x | =0
m me me 0 m- i

where y=1- r/h.

This system has three characteristic roots: z, = r and z,,=-F+(F+
rx©)\2, where F=( q¢ + xOY)/2. As before, two roots are posmve and one
is negative. The steady state is a saddle point equilibrium.

Two cases can be distinguished. If prices move fast, i > rand 1> 7> 0.
In this case the absolute value of the negative root is called z.

If prices move very slowly, h < r,y<0and qq> <x0lyl Under those last
assumptions the absolute value of the negative rootis called z. Itis possible
to verify immediately that z < Z < v, where v is the absolute value of the
negative root in the model with full employment. It can be concluded that
the speed of adjustment to monetary shocks in an economy with less than
full employment is slower than in the case of a full employment economy.
During the adjustment to the steady state, in addition to inflation (or
deflation), levels of activity above (or below) theactivity level in steady state
are observed.

For economies with less than full employment where prices move
relatively quickly, the equations of motion along the stable arm are:

(7B-19) m(t) = [m(0) - mle*+ m

(7B-20) q(t) = (g/ mym(t)



Macroeconomic Environment and Capital Formation in Latin America 213

(7B-21) x(t) = (x/ m)H[m(t) - m] + x

where H=1+r{(1/z)- (1/h)].

If prices move rapidly, h is large, and H > 0. In this case the effects of a
monetary expansion are qualitatively the same as in the case of the full
employment economy. It leads to an overshooting of the exchange rate, a
jump in the price of stocks, and an increase in aggregate demand. To the
inflationary effects obtained in the full employment economy must now be
added an expansion in output. Therisein outputboosts the demand for real
balances, a shift that leads to an initial reduction in the interest rate that is
smaller than in the case of the fullemployment economy. It follows that the
overshooting of the exchange rate in the present case is smaller than in the
case of the full employment economy.™

Note that in equations (7B-10) and (7B-20), 4(0) is the same. This result
can be readily understood. The expected cyclical profits that did not exist
in the full employment case are now discounted at higher interest rates,
which arise from the cyclical increase in the demand for real cash balances.

The model developed here is also useful in analyzing external shocks.
Consider, for instance, an increase in the steady state foreign interest rate.
It raises expected domestic interest rates by the same amount, so that the
demand for real cash balances is reduced; the exchange rate immediately
depreciates; and the price of stocks immediately falls. Asaconsequence the
composition of aggregate demand changes, as investment spending is
substituted by net exports.

Calculating the characteristic roots

Linearization of the system formed by equations (7B-6)-(7B-8) gives:

(7B-22) q go-r 4o rq/m g-9
x [+ | x¢ 10 /m x-x | =0
H mno me 0 m-m

The system has three roots: A, and A, are positive; and A, is negative.
To obtain equations (7B-9), (7B-10), and (7B-11), the system is solved:

(7B-23) (i) | g gop-r+i, 4O rg/m N,
G §x j+|x¢o x@+A, rx/m N, 1=0
(i) Lm mo moe A, N,

Substitution of (iii) into (ii) gives
(iv) N, = B(x/m)N,

where B=1+ r/hand A = |)»3 L
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Substitution of (iv) into (i) gives
N,=-(q/m(Bxz + N/(46+A,- AN,
Observe that [(Bxz + r)/gé + A, - )] = - 1, since
(7B-24) AL+ (g0 +x@) A, - x rO=0.

The choice of the initial money stock establishes the value of N,, and
equations (7B-9), (7B-10), and (7B-11) immediately follow.

Appendix 7C: Data used in the regressions

Share of private investinent in GDP and share of public investment in GDP:
average of the annual shares during each of the four-year periods.
Source: World Bank, except for Brazil because of the discontinuity in the
World Bank data, as discussed in appendix 7D. The shares of private
and public total fixed capital formation, as reported in Contas Nacionais
(National Accounts), were used for Brazil.

Growth rate of real GDP: average of the annual rates during the four-year
period. Source: Economic Commission for Latin America and the
Caribbean.

Log of the terms of trade: log of the average of the yearly indices relative to the
country average for the whole period. The log of the average of the
yearly indices was used with almost the same results. Source: World
Bank, World Tables, 1989-90 edition.

Index of the real effective exchange rate: average of the monthly indices during
the four-year period. Deviations from the country average for the
whole period were also used with basically the same results. Source:
Morgan Guaranty.

Average real appreciation rate during the period: average of the yearly real
appreciation during the four-year period, calculated from the index
above.

Log of the coefficient of variation of the real exchange rate: the coefficient of
variation was calculated from Morgan Guaranty monthly data during
each of the four-year periods.

Log of one plus the inflation rate: the inflation rate is the four-year period
average inflation rate per year of consumer prices. Source: Interna-
tional Monetary Fund, International Financial Statistics.

Log of the debt/exports ratio: total external debt outstanding at the end of the
year/exports of goods and services: both the total external debt and
exports are from World Bank, World Tables, 1989-90 edition.

Log of the ratio of the stock of claims on governnent to the stock of domestic credit:
the ratio is [1 - (line 32d/line32)], where line 32d in the [nternational
Financial Statistics represents claims on the private sector. The data for
Chile are reported only until 1984. The 1985 numbers were obtained by
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telephone. Source: International Monetary Fund, International Financial
Statistics.

Appendix 7D: Looking at investment shares in GDP

The data on the share of investment in GDP in Latin America from different
sources present many discrepancies. This section compares the statistics
from a number of sources and discusses the reasons for the differences.
Table 7D.1 shows the data for 19 Latin American countries' from Summers
and Heston (1988), and table 7D.2 shows the data for 13 Latin American
countries from the World Bank. Both represent the share of total gross
investment, including variations in stocks in GDP. Summers and Heston’s
data show real gross investment divided by real GDP, whereas the World
Bank data show nominal gross investment divided by nominal GDP. Much
of the difference between the two series derives from the investment and
GDP deflators Summers and Heston use.

These differences are explored a bit further here by looking at the data
for Chile and Brazil. Table 7D.3 shows that the World Bank data for total
nominal investment shares in the case of Chile are exactly the same as the
data published by the Banco Central de Chile. Figure 7D.1 plots the shares
of total gross investment in GDP as well as the share of gross fixed capital
formation in GDP. The shares of total investment (which include variation
in stocks) move more widely than do the shares of fixed capital formation.
Strangely, the variation in stocks in a given year can appear positive when
expressed in nominal terms and negative when expressed inreal terms. The
explanation is that variations in stocks in Chile are calculated as a residual.

The Banco Central de Chile also provides information on real invest-
ment shares (table 7D.3). Figure 7D.2 shows the shares of total nominal
investment in nominal GDT and the shares of total real investment in real
GDP. After 1974, when the principal episodes of Chilean inflation came to
an end, the two series are very similar. Because the relative price of capital
can move, there is no reason to expect that the real and nominal shares
should coincide. In general, however, very high inflation seems to intro-
duce uncertainty about the accuracy of deflators in many Latin American
countries.

Figure 7D.3 shows Summers and Heston’s data for real gross invest-
ment divided by real GDP and the same data from the Banco Central. They
broadly follow the same pattern, but the shares reported by Summers and
Heston are almost twice as large as the data reported by the Banco Central.
This large discrepancy is attributable to the very different deflators used in
the two sources. Data from Summers and Heston also show much larger
shares than are likely for Argentina but not for the other Latin American
countries.

Table 7D.4 shows the investment shares in Brazil between 1970 and
1988. The national accounts methodology changed recently, and the data
for the years prior to 1970 have not been revised. The Instituto Brasileiro de



216 Adjustment and Investment Performance

Table 7D.1 Share of investment in GDP, 1950-85

(percent)

Year Argentina Bolivia Brazil Chile Colombia  Costa Rica
1950 n.a. 8.20 na. na. 21.11 11.06
1951 n.a. 11.79 na. n.a. 19.70 11.92
1952 na. 11.16 na. n.a. 19.63 13.88
1953 n.a. 7.41 n.a. n.a. 21.01 13.07
1954 n.a. 9.90 na. na. 23.75 1194
1955 n.a. 15.30 29.10 n.a. 2414 12.21
1956 n.a. 14.29 2691 n.a. 23.65 1363
1957 n.a. 12.91 3217 30.67 2153 14.30
1958 n.a. 11.87 29.87 29.85 18.54 11.14
1959 2013 9.14 34.02 27.87 18.44 13.77
1960 26.80 12.11 30.53 33.33 20.36 1217
1961 27.26 941 23.19 35.69 21.24 12.33
1962 25.77 1438 23.04 34.18 18.49 13.81
1963 22.08 1373 20.52 36.05 17.50 15.12
1964 2496 13.88 21.62 33.70 18.47 11.21
1965 24.59 1521 2294 34.83 17.72 17.15
1966 22.90 14.56 23.82 3394 19.67 13.26
1967 23.23 13.11 20.84 3198 16.85 13.48
1968 24.50 16.87 2292 3299 19.09 12.46
1969 27.22 15.10 2595 34.03 18.15 13.67
1970 27.80 15.28 24.35 3393 19.25 14.34
1971 2943 15.86 24.89 3155 18.59 16.76
1972 28.93 17.97 2467 26 .88 17.22 14.58
1973 26.93 15.54 2662 2699 17.56 16.20
1974 26.06 14.39 28.88 32.01 19.74 16.62
1975 26.60 19.77 30.30 18.55 16.02 1476
1976 28.08 16.70 27.69 21.27 16.32 17.64
1977 31.19 16.35 25.50 25.14 17.81 19.63
1978 29.02 16.07 24.29 28.86 17.29 18.42
1979 28.33 14.83 22.65 30.55 16.19 19.20
1980 29.68 11.45 23.31 3552 16.79 20.43
1981 24.84 9.73 19.71 35.24 18.29 13.46
1982 22.72 5.46 18.79 20.44 18.82 7.67
1983 19.99 582 16.51 2153 18.63 8.01
1984 16.16 5.36 15.55 2228 16.79 15.04
1985 13.76 8.22 16.07 21.68 16.09 1517

(continued)
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Dominican
Year Republic Ecuador El Salvador Guatemala Haiti Honduras
1950 10.12 17.80 5.39 794 na. 11.43
1951 10.10 20.89 6.15 766 n.a. 13.79
1952 17.20 17.18 6.07 5.84 n.a. 16.18
1953 14.83 2173 588 6.26 n.a. 15.04
1954 13.07 24.70 5.58 596 n.a. 12.07
1955 15.86 25.81 5.49 9.20 n.a. 13.12
1956 15.70 25.14 7.23 1222 n.a. 12.55
1957 15.54 24.28 7.60 1223 n.a. 12.94
1958 15.56 23.25 6.28 990 n.a. 10.66
1959 11.68 23.89 4.61 8.56 n.a. 1012
1960 9.16 24.43 8.65 7.72 3.73 11.05
1961 6.95 24 .38 7.43 6.54 3.50 9.70
1962 992 2247 6.82 6.45 3.58 12.20
1963 13.00 2290 7.18 8.06 361 13.53
1964 14.97 2233 9.58 927 329 12.85
1965 8.12 21.03 852 915 3.20 12.69
1966 12.44 18.99 9.31 767 2.79 13.50
1967 12.86 21.14 7.69 890 297 16.79
1968 12.75 22.78 5.75 10.67 3.19 15.65
1969 15.35 25.09 6.22 7.75 368 15.75
1970 16.70 2562 6.69 8.83 548 1497
1971 17.77 29.80 7.86 9.69 515 11.84
1972 18.42 23.75 6.89 7.59 6.03 11.75
1973 20.81 21.71 8.45 848 7.07 14.02
1974 22.75 26.67 10.23 10.89 7.44 18.07
1975 23.43 28.86 8.67 890 9.35 12.89
1976 20.82 2558 9.04 11.64 10.16 12.05
1977 21.46 28.43 12.22 12.02 10.54 18.47
1978 21.66 2987 11.85 12.59 11.20 16.91
1979 22.45 27 .88 9.29 10.41 12.44 17.40
1980 21.01 2859 6.85 852 11.79 17.60
1981 22.96 26.62 7.08 966 11.34 13.56
1982 16.47 24.05 6.35 8.05 923 9.85
1983 17.56 18.60 6.68 694 10.47 9.76
1984 22.62 21.62 7.23 6.79 12.18 14.52
1985 2421 21.76 6.59 593 11.25 12.80

(continued)
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Table 7D.1 (continued)

Year Mexico Nicaragua Paraguay Panama  Peru Venezuela Uruguay

1950 13.18 8.60 292 1842 1334 11.75 15.60
1951 1450 10.88 4.03 1529  17.19 11.19 16.66
1952 15.44 12.58 5.61 1399 1903 13.95 15.41
1953 1547 13.39 7.10 19.73 1841 13.67 12.22
1954  15.77 14.52 5.72 1585 1342 14.51 15.07
1955  16.15 13.95 432 1757 1525 12.60 12.86
1956 18.76 12.87 4.14 2023 1755 12.06 11.63
1957 18.54 1191 6.89 19.21 18.87 11.50 12.46
1958  16.61 1152 6.39 21.16 1576 11.62 9.08
1959  16.16 12.88 5.64 2294 1148 11.00 10.63
1960 16.87 11.27 6.78 1932 13.65 7.39 11.49
1961 16.72 11.42 711 2209 1419 6.73 12.40
1962  15.86 13.06 6.60 2282 1439 6.53 11.06
1963  17.27 13.31 6.12 2362 1303 6.05 9,.96
1964  18.50 15.97 6.58 2079 13.07 7.38 829
1965  19.61 16.76 8.17 2170 13.84 7.03 7.92

1966 1893 17.83 922 2634 16.16 6.67 791

1967 1942 16.60 961 25.61 15.24 6.60 8.88
1968 18.82 14.46 8.87 2698 1039 7.81 7.80

1969 19.30 16.03 8.90 2867 1030 710 9.35

1970 2048 15.97 787 3093 1040 7.70 9.52

1971 1873 15.84 8.21 3414 1143 8.81 9.51

1972 19.09 10.86 898 36.66 7.70 9.15 8.36

1973 20.27 18.63 11.70 3632 1359 10.21 593

1974 2235 22.70 1212 3382 1779 11.42 6.86

1975 22.24 14.01 12.19 3197 1619 14.32 995

1976  20.86 13.57 13.88 31.11 13.82 15.63 12.51
1977 2022 20.06 15.28 2190 1021 19.16 15.14
1978  20.84 9.46 16.87 24.83 8.96 19.60 17.27
1979 2233 n.a. 18.60 25.5] 8.79 18.60 21.20
1980 2496 11.81 19.40 2662 1211 17.88 20.07
1981  26.60 17.96 19.81 2814 13.70 19.00 20.08
1982 19.40 1423 17.87 2579 1114 19.23 17.64
1983  15.05 12.23 18.09 2241 8.97 12.24 13.38
1984  16.64 14.39 1245 17.44 8.07 12.79 13.31
1985  18.05 11.80 1295 15.44 639 1255 10.39

n.a. Not available.
Source: Summers and Heston (1988).
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Table 7D.2 Total gross investment as a share of GDP, 1970-88

(percent)
Countries 1970 1971 1972 1973 1974 1975 1976
Argentina 216 208 20.7 18.1 193 259 2638
Bolivia 143 145 151 174 151 18.4 19.0
Brazil 238 247 252 258 279 296 26.7
Chile 16.4 14.5 12.2 79 21.2 14.0 128
Colombia 20.2 194 18.1 18.3 215 17.0 17.6
Costa Rica 194 221 219 n.a. n.a. n.a 235
Ecuador 16.6 218 18.0 176 18.2 232 22.2
Guatemala 125 133 13.0 139 14.8 15.7 20.6
Mexico 19.8 17.8 18.9 19.2 19.9 214 21.0
Paraguay 148 14.0 155 156 179 19.9 217
Peru 133 139 13.7 15.7 183 186 174
Uruguay 11.8 115 9.8 9.0 10.3 133 155
Venezuela 222 233 258 25.4 186 243 31.6
Countries 1977 1978 1979 1980 1981 1982
Argentina 273 244 227 222 18.8 170
Bolivia 19.1 20.2 16.6 143 16.6 138
Brazil 252 244 223 229 228 214
Chile 144 17.8 17.8 21.0 227 113
Colombia 18.8 183 18.2 191 206 205
Costa Rica 224 230 26.2 239 24.1 20.3
Ecuador 236 262 237 236 223 226
Guatemala 19.0 201 186 16.4 168 15.0
Mexico 19.7 21.2 237 248 264 230
Paraguay 234 252 27.3 31.0 309 272
Peru 15.7 14.2 14.1 17.1 19.0 20.4
Uruguay 15.2 16.0 16.2 16.7 158 15.1
Venezuela 38.8 425 315 253 24 4 24.1
Countries 1983 1984 1985 1986 1987 1988
Argentina 174 145 123 13.0 13.0 140
Bolivia 16.4 8.7 7.4 95 10.2 135
Brazil 179 16.5 17.0 192 223 232
Chile 9.8 13.6 13.7 146 169 17.0
Colombia 199 19.0 19.0 18.0 19.3 19.6
Costa Rica 18.0 201 193 186 199 183
Ecuador 165 154 16.1 188 228 211
Guatemala 10.5 9.6 11.0 10.1 12.2 136
Mexico 17.6 17.9 19.2 194 189 18.5
Paraguay 256 216 20.7 236 237 23.1
Peru 237 226 224 233 236 285
Uruguay 11.0 93 75 79 9.0 9.6
Venezuela 16.7 16.4 16.8 19.0 19.1 215

n.a. Not available
Source: World Bank
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Table 7D.3 Share of gross investment in GDP, Chile, 1957-88

{percent)
Banco Central de Chile
Nominal Real
fixed Nominal fixed Real
capital gross capital gross Summers
formation/  investment/ formation investment and World
Year  nominal GDP nominal GDP jreal GDP  jreal GDP Heston Bank
1957 n.a. n.a. n.a. n.a 30.67 n.a.
1958 n.a. n.a. n.a. na. 29.85 na.
1959 n.a. na. n.a. na. 27 .87 na.
1960 14.7 14.0 20.7 14.6 33.33 na.
1961 15.1 153 20.0 n.a. 35.69 n.a.
1962 15.2 125 21.4 139 3418 n.a.
1963 161 149 231 15.6 36.05 na.
1964 15.3 14.2 214 18.6 33.70 n.a.
1965 147 149 199 179 34 83 n.a.
1966 14.2 16.3 185 231 3394 n.a.
1967 14.2 16.1 18.3 20.3 31.98 na.
1968 14.7 16.3 193 21.3 32.99 n.a.
1969 143 15.1 196 220 3403 na.
1970 15.0 16.4 204 233 33.93 16.4
1971 146 145 183 208 31.55 145
1972 13.1 12.2 148 15.2 26 .88 122
1973 12.8 79 14.7 143 26.99 79
1974 16.9 211 174 25.8 3201 21.2
1975 17.7 131 15.4 14.0 18.55 14.0
1976 13.3 128 12.7 136 21.27 128
1977 13.3 144 133 144 25.14 14.4
1978 147 17.8 14.5 165 28.86 178
1979 149 178 156 196 30.55 178
1980 16.6 20.9 176 238 35.52 210
1981 18.6 22.7 19.5 276 35.24 227
1982 14.6 113 15.0 111 20.44 11.3
1983 12.0 98 129 93 21.53 9.8
1984 12.3 13.6 132 153 22.28 136
1985 14.2 137 148 140 21.68 13.7
1986 14.6 146 15.0 15.1 na. 146
1987 16.0 169 16.5 17.9 na. 16.9
1988 163 17.0 17.0 18.1 na. 17.0

n.a. Not available.
Source: Banco Central de Chile (1990), Summers and Heston (1988), and World Bank.
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Table 7D.4 Share of gross investment in GDP, Brazil, 1970-88

Contas Nacionais

Summers
and Heston,
Nominal Real Real Real real
capital capital  variation gross gross

formation/  formation  of stocks  investment investment  World
Year  nominal GDP /Jreal GDP /real GDP  jreal GDP  freal GDP  Bank®

1970 20.6 18.8 0.9 19.7 24.35 238
1971 213 19.9 0.7 206 2489 247
1972 222 20.3 07 21.0 24.67 252
1973 236 204 14 218 26.62 25.8
1974 247 218 22 24.0 28.88 279
1975 258 233 24 257 30.30 29.6
1976 250 224 0.7 231 27 .69 26.7
1977 236 213 1.0 223 2550 25.2
1978 235 223 0.6 229 2429 24.4
1979 229 234 0.2 232 22.65 223
1980 229 229 0.4 233 23.31 229
1981 228 210 02 212 19.71 228
1982 21.4 195 0.3 19.2 18.79 21.4
1983 179 169 -1.5 154 16.51 179
1984 165 16.1 -1.1 15.0 15.55 165
1985 17.0 16.7 na. n.a. 16.07 17.0
1986 19.2 190 na. n.a. n.a. 19.2
1987 221 18.1 na. n.a. na. 223
1988 218 17.3 na. n.a. n.a. 232

n.a. Not available.

a. Until 1980 World Bank nominal shares include increases in stocks. From 1980 on they are
approximately the same as column 1.

Source: Brazil, Fundacdo Getdlio Vargas (June 1990), Summers and Heston (1988), and World
Bank.
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Table 7D.5 Public investment as a percent of GDP in Latin America,

1970-88
Countries 1970 1971 1972 1973 1974 1975 1976
Argentina 82 78 8.4 73 83 8.8 129
Bolivia 8.0 87 89 6.5 51 75 10.6
Brazil 72 6.5 7.6 6.1 8.2 87 10.6
Chile 6.9 8.0 7.7 7.4 12.0 10.7 8.0
Colombia 57 6.4 5.8 7.0 52 52 5.5
Costa Rica 44 57 6.8 n.a. n.a. n.a. 8.4
Ecuador 6.7 7.1 6.6 6.8 8.0 87 9.2
Guatemala 24 29 32 34 29 35 6.6
Mexico 6.6 4.6 6.1 7.5 76 9.0 8.2
Paraguay 4.0 37 4.5 33 27 42 8.1
Peru 36 34 41 46 78 6.6 58
Uruguay 30 32 23 19 26 46 6.5
Venezuela 52 54 98 90 6.0 8.5 130
Countries 1977 1978 1979 1980 1981 1982 1983
Argentina 129 119 10.2 9.2 9.4 8.1 9.5
Bolivia 12.2 134 9.7 7.0 11.1 78 114
Brazil 95 108 7.7 8.1 9.0 8.3 6.5
Chile 69 6.4 52 5.4 54 54 5.4
Colombia 91 6.8 58 7.6 8.6 9.4 89
Costa Rica 8.2 74 89 9.2 89 72 6.4
Ecuador 102 94 9.2 9.5 106 96 79
Guatemala 59 56 63 6.7 8.4 6.3 46
Mexico 78 84 10.2 10.9 11.7 103 7.6
Paraguay 7.2 6.8 6.0 53 52 438 8.3
Peru 49 3.7 4.6 56 64 79 68
Uruguay 70 8.0 6.5 53 51 7.2 4.1
Venezuela 15.2 18.0 134 123 146 16.4 11.7
Countries 1984 1985 1986 1987 1988
Argentina 7.6 6.8 70 6.2 6.0
Bolivia 37 37 49 6.3 82
Brazil 6.0 6.3 6.4 69 7.2
Chile 6.4 70 75 6.9 7.0
Colombia 9.0 96 8.6 8.4 81
Costa Rica 6.4 7.0 58 4.3 3.2
Ecuador 6.4 6.6 9.0 90 79
Guatemala 38 27 20 28 28
Mexico 7.1 70 6.1 54 26
Paraguay 8.0 5.7 48 43 438
Peru 7.5 6.6 55 6.0 6.0
Uruguay 4.1 3.0 32 32 34
Venezuela 74 6.4 7.2 75 74

n.a. Not available.
Source: World Bank.
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Figure 7D.1 Gross investment and fixed capital formation, Chile, 1965-88
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Figure 7.2 Nominal and real investment shares, Chile, 1965-85
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Figure 7D.3 Share of real investment in real GDP, Chile, 1965-85
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Figure 7D.4 Understanding the different measures, Brazil, 1970-1984
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Figure 7D.5 Share of Fixed Capital Formation in GDP, Brazil, 1970-1988
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Geografia e Estatistica, which is responsible for the Contas Nacionais
published in Conjuntura Economica, recommends that the new data not be
linked with those of different series. Also observe that there is no informa-
tion on the variation in stocks after 1985. The only data after 1985 are for
fixed capital formation, not total investment. Comparison of the first and
last columns in table 7D.4 shows that the World Bank links data for total
investment between 1970 and 1979 with data for fixed capital formation
between 1980 and 1986.

Figure 7D.4 compares the shares of real total investment in real GDP
reported by Summers and Heston with the information reported by Contas
Nacionais, Conjuntura Economica. After 1978 the two sources report almost
the same numbers. Summers’ shares are larger in the 1970s and thus show
a much bigger decline in the real share of investment in the 1980s relative to
the 1970s than is true for the data recorded by Conjuntura Economica.

Figure 7D.5 shows real and nominal shares as reported by Conjuntura
Economica. They broadly follow the same pattern until 1986. Inflation
accelerated after 1986, and relative prices moved significantly. The price of
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investment goods increased less than the price of other components of GDP
in 1987.

Table 7D.5 shows public investment as a percent of GDI” in 13 Latin
American countries.

Notes

1. 1thank Rudi Dornbusch, Luis Servén, and Andrés Solimano for their
comments and suggestions.

2. SeeWilliamson (1990} for a discussion of the extent to which adjustment
has occurred in Latin America.

3. Appendix 7-2 uses a model of a small open economy with flexible
exchange rates and four assets to discuss the dynamics of both the real
price of capital and the real exchange rate in response to different
shocks, including a change in monetary policy and an increase in
external interest rates.

4. Since1989, however, the Brazilian governmenthas let the real exchange
rate appreciate in an attempt to control inflation (figure 7-3). For the
time being it has been able to live with the overvaluation by sticking to
the external debt moratorium.

5. They expected this policy to lower inflation in three ways: by reducing
the rate of inflation of import prices; by imposing discipline on price
setters, who would have to compete with cheaperimports; and by provid-
ing a benchmark to which expectations aboutinflation could converge.

6.  Murphy (1989)differs from Cardoso (1983) and Gavin (1989) by leaving
aside the monetary question and allowing for capital accumulation in
the context of an explicitly optimizing model.

7. Regressions that include both the terms of trade and the real exchange
rate lead to similar results. Neither the significance of the terms of trade
nor the lack of significance of the real exchange rate is affected when
both variables are included in the same equation.

8. Seeregressions for 24 developing countries in Blejer and Khan (1984).
They find that the degree of capacity utilization and availability of
credit have an important positive effect on private investment. They
also find evidence that public investment in infrastructure crowds in
private investment.

9. High coefficients of the variable standing for change in output in
investment regressions are considered excessive because part of the
fluctuations in output is transitory.

10. Observe that H < B. In economies where prices move very slowly, the
possibility of undershooting arises. For this perverse case to obtain, the
elasticity of aggregate demand relative to the real price of capital has to
be large enough to generate an expansion in income and thus an
increase in the demand for money that exceeds the initial expansion in
real balances.

11. Latin America includes 20 countries. Table 7D.1 excludes Cuba.
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Investment and Macroeconomic Adjustment:
The Case of East Asia

Felipe Larrain
and
Rodrigo Vergara

Every success in East Asia has unique features that have led some analysts
to see each one as a special case.! Others have attempted to generalize and
find the common East Asian pattern. It would be nice to be able to claim that
all the countries had pursued a single strategy and that strategy was the key
to economic development. That claim would, however, be mistaken.
Further, it would not be accurate to describe all the successes as the victory
of free enterprise, as Milton Friedman has argued:

...every successful country (Taiwan, South Korea, Singapore,

Hong Kong, Japan) has relied primarily on private enterprise

and free markets to achieve economic development. Every

country in trouble has relied primarily on government to guide

and direct its economic development. (Friedman 1983, 96, and

as quoted in Sachs 1985)

In fact, only Hong Kong is a pure case of a free market with minimal
government intervention.

Mostanalysts of East Asia tend to agree that the picture is more complex
than that free marketscenario. Governments therehave used industrial and
trade policies widely, and state intervention has been important (see, for
example, Sachs 1985; Dornbusch and Park 1987; Sachs and Sundberg 1988;
Collins 1988a; Collins and Park 1989), although with significant variations
across countries. Even Lee Kuan Yew, the former prime minister of
Singapore, described his country—although he was surely exaggerating—
as a case of “socialism that works” (as quoted in Sachs and Sundberg 1988,
6). Inreality, for the most part the policies pursued can bebroadly described
as “inspired intervention.” The economic authorities have directly affected

229
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the allocation of resources through credit guidelines and trade restrictions.
Nonetheless, they have generally respected basic economic principles such
as fiscal and monetary restraint and have let the private sector take the
leadingrole in theeconomy. Their intervention has tended to be pro-export,
as opposed to the import-substituting bias in Latin America.

In spite of their differences, there are still factors common to almost all
the successful East Asian economies. They share such elements as competi-
tive real exchange rates, a stable macroeconomic environment, high saving/
investment ratios, relatively low degrees of income inequality, and rapid
response toexternal shocks, all of whichhave been identified as keys to their
success (see Kuznets 1988; Sachs 1985; Sachs and Sundberg 1988; Collins
and Park 1989; Lin 1988; and Servén and Solimano 1990a, 1990b for a more
detailed analysis of these and other points, also chapter 2 and 6, this volume).

One of the most impressive features of the East Asian economies has
been their ability to maintain very high rates of investment. Beyond any
doubt this factor has been crucial in determining their growth performance
over the past three decades. This chapter presents an explanation of the
evolution of investment in East Asian economies for the period from the
early 1960s to the late 1980s. In particular, it identifies the determinants of
private investment and measures its response to different variables.

The next section discusses the macroeconomic background of four East
Asian economies—Korea, Singapore, Thailand, and Malaysia—over the
last few decades. The following section describes the evolution of invest-
ment, distinguishing among several categories (publicand private, machin-
ery and equipment, infrastructure, and tradable and nontradable) and the
sources of financing for investment. The fourth section presents an analysis at
a conceptual level of the effect of different variables on investment; it draws a
distinction between macroeconomic policies and structural variables. An
econometric analysis of private investment is the subject of the subsequent
section. Some conclusions and policy recommendations close the paper.

Macroeconomic background

This section briefly describes the macroeconomic background of the four
countries covered in this chapter.’ The choice of countries was determined
largely by the availability of data: since the main purpose was to study
investment in East Asia, only countries with reliable and sufficiently long
series of private and public investment were included. This prerequisite
disqualified other interesting experiences such as those of Hong Kong,
Indonesia, and Taiwan. Occasionally, however, reference is made to other
countries.

Tables 8-1 to 84 present a summary of the major macroeconomic
indicators for each of the four countries, averaged over relevant subperiods.
The latter were chosen to coincide either with a change in policies or with
internal or external events in each country thathad animportant impact on
the economy.
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Korea

After the devastation of the Korean War, in which about one million people
died, the country pursued an inward-oriented economic strategy sup-
ported by massive flows of American aid. The results, however, were
disappointing. Political turmoil at the beginning of the 1960s gave way in
1961 to a military coup led by General Park Chung Hee.

General Park held power for the next 18 years, presiding over a massive
transformation of the economy. In 1962 Korea started to organize its long-
term economic policy according to five-year plans. The primary objective
of the first plan was to switch from an import—substitution model to an
active export—promotion strategy. To achieve this objective, the plan
identified key variables that would have to be emphasized. First among
these was a strong emphasis on investment. Other key parts of the plan
were heavy intervention by the government in the credit market and an
industrial policy to promote the tradable sectors. These policies were
combined with moderate liberalization of trade. The authorities also
recognized early on that overall macroeconomic stability and a high and
stable real exchange rate to maintain external competitiveness were essential.

The results of this first phase were so good that they must have
surprised even the strongest advocates of the new policy. Gross domestic
product (GDP) grew at an average yearly rate of 9.8 percent between 1964
and 1969, which amounted to growth in per capita GDP of 6.9 percent a year
(table 8-1). Exports increased from US$87 million in 1963 to US$658 million
in 1969, a 40.2 percent yearly increase.’ Inflation was relatively high,

Table 8.1 Korea’s major economic indicators

Indicators? 1964-69 1970-72 1973-78 1979-82 1983-88
GDP growth rate (%) 98 8.0 10.6 44 9.9
Per capita GDP growth rate (% 6.9 58 88 27 87
Export growth rate (%)b 40.2 368 426 135 198
Inflation (CPI) (%) 16.6 13.7 15.5 18.9 35
Current account deficit (% of GDP) 37 6.4 42 6.3 -2.7
Fixed investment (% of GDP)¢ 20.0 225 259 29.6 285
Domestic saving (% of GDP)d 178 178 23.8 245 324
External debt (% of GDP) 150 313 334 433 428
Real exchange rate (1980=100) 90.5 894 108.1 95.6 110.4

a. Every figure corresponds to the average of the period.

b. Export growth rate refers to growth in dollar terms.

¢. Fixed investment (% of GDP) in current prices.

d. Domesticsaving (% of GDP)incurrent prices. Defined astotal investment (fixed plus change
in stocks) minus the current account deficit.

Source: International Monetary Fund (various issues, [nternational Financial Statistics), World
Bank data base, and Collins and Park (1989).
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however, reaching an average of 16.6 percent a year during the same period.
The current account was almost balanced for two years but then started
showing a deficit that reached 7.5 percent of GDP on average during 1968-
69. Fixed investment surged from 11.4 percent of GDP in 1964 to 26.1
percent in 1969. Given that saving did not grow as fast, the government
financed the current account deficit with foreign credits. As a result,
external debt went from 6.2 percent of GDP in 1964 to 27.5 percent in 1969.
After two years in which growth slowed (to 7.6 percent a year on average
during 1971-72) and saving dropped, the government decided to amend the
economic strategy. It sensed that Korea’s competitive position in the world
markets would be eroded if the heavy focus on light manufacturing was
maintained. In 1973 the authorities initiated a new phase known as the “Big
Push,” an industrialization program directed toward the creation of heavy
and chemical industries (for a detailed description see Collins and Park
1989). To this end the government increased its involvement in the
economy, especially through selective credit practices and import restric-
tions. When the first oil shock hit, Korea relaxed its monetary and fiscal
policies. Atthe same time, and unlike many developing countries, it passed
the increase in the world price of oil on to domestic prices. Inflation climbed
to 24.8 percent in 1974-75, while the budget deficit reached over 4 percent
of GDP. Saving fell. Since investment did not decline, the gap was again
financed through external borrowing. The current account deficit reached
10.8 percent of GDP in 1974 and 8.9 percent in 1975.

Thus Korea, by pursuing a combination of expansive internal policies
and external borrowing, made it through the first oil shock relatively
unscathed. In 1976 GDP started to grow again at rates of over 10 percent.
By 1978 fixed investment had surpassed 30 percent of GDP, while an
amazing surge in domestic saving resulted in a drop in the current account
deficit, which fell to 2.2 percent of GDP in 1978. The pace at which external
debt was accumulating was reduced that year. The real exchange rate
appreciated, and real wages increased beyond the rise in productivity
toward the end of the 1970s.

The government instituted a change in strategy in 1979. Concerned
about the distortions introduced during the “Big Push” era and about a
stubborn rate of inflation, it decided to implement a program of gradual
reduction of regulations and of fiscal and monetary restraint. However,
internal problems and the second oil shock led to bad times. In 1980 GDP
fell 3 percent, the first drop in output since the 1950s, and Korea faced a debt
crisis. Fears thata big recession would bring an end to the “miracle” began
to arise.

Once more Korea decided to apply expansionary internal policies and
to use external borrowing to overcome the situation. In the period 1979-82
the current account deficit was, on average, 6.3 percent of GDP. The budget
deficit surpassed 4 percent of gross domestic product (GDP) in 1981 and
1982 (4.7 percent and 4.4 percent respectively), and inflation averaged 18.9
percent. By 1982 external debthad climbed to more than 50 percent of GDP.
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In 1983 Korea resumed its path of high growth. Between 1983 and 1988
GDP grew 9.9 percent annually. After two decades of deficits in 1986 the
current account ran its first surplus, which reached 8.1 percent of GDP in
1987 and 1988. Some problems surfaced after 1988, particularly labor unrest
and sharp increases in wages at the end of the authoritarian period and
during the first years of the new democratic government. Nonetheless,
GDP growth has continued at rates that Latin America would envy,
although they were lower than what Korea was used to. External debt fell
so dramatically that it would be incorrect to call Korea one of the highly
indebted countries, a league to which it once belonged.

Insummary, Korea’s economic performance over the last three decades
has been extraordinary. High rates of investment, saving, and growth,
combined with external borrowing when necessary, have been some of the
elements of Korea’s success.! The promotion of exports has always been a
top priority (in 1988 exports of goods and services were almost $60 billion,
about 700 times their dollar value in 1963). The government has played a
fundamental role in this strategy. Industrial and trade policies that promote
the tradable sector have been the norm. In addition, the importance of a
stable macroeconomic environment cannot be minimized. An excellent
example of this stability has been the small variance in the real exchange rate
(see table 8-1).

Korea’s experience has not been without problems. The most serious
came in 1979-80. What is most impressive about the country, however, has
been its ability to overcome these problems rapidly and to resume growth.

Singapore

Singapore, as is true of Hong Kong, is a city-state. A young nation with a
small population (2.7 million people in 1988) and an excellent geographic
location between the Indian Ocean and the South China Sea, Singapore
started its own government under British tutelage in 1959. In 1965 itbecame
fully independent following its expulsion from the Malaysian Federation
(which included Malaya and the British-controlled parts of Borneo). One
prime minister, Lee Kuan Yew of the Peoples Action Party, led the country
from 1959 to November 1990. During this period Singapore experienced
breathtaking economic growth. Whereas in 1965 per capita GDP was
US$1,753, by 1988 it was US$11,680 (Summers and Heston 1988).°

As in the case of Korea, Singapore has pursued an outward-oriented
development strategy. In both cases, foreign capital has been crucial to
financing investment. In Singapore, however, foreign investment was the
most important form of foreign financing, whereas in Korea it was external
credits. Asaresultof Singapore’s policy of encouraging foreigninvestment,
foreign firms accounted for 63 percent of manufacturing value added, 83
percent of manufacturing exports, and 70 percent of investment commit-
ments to manufacturing in 1983 (Islam and Kirkpatrick 1986).

Singapore shifted to an export-led growth economy well before Korea
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did. By 1965 exports of goods were already 95 percent of GDP, and in 1988
the ratio of exports to GDP reached 155 percent, a level that made this city—
state the most open economy in the world.

In 1967, two years after the Malaysian Federation expelled Singapore,
Britain announced the end of its military presence. This decision posed a
problem because the British employed about 20 percent of the labor force
(Krause 1988). A concerned government decided to take a much more
active role in the economy and to push for industrialization. Low wages, a
large supply of relatively skilled labor, and open access to foreign investors
made Singapore an ideal environment for foreign firms. Multinationals
established themselves there and exported their production to the restof the
world.

The first stage was an astounding success. Between 1965 and 1973 per
capita GDP grew at an average rate of 10 percent per year, manufacturing
production at 20 percent (table 8-2). Gross fixed investment went from 21.1
percent of GDP in 1965 to an average 36.5 percent for the three years 1971-
73. Given that saving was relatively low in this first phase, the government
financed the resulting gap on the current account mostly through foreign
investment. External credits were relatively unimportant, and the accumu-
lation of foreign debt was low. In sharp contrast to Korea, Singapore was
able to keep inflation at very low levels: the average rate for 1965-73 was 3.3
percent, and only in 1973 did it climb to 10 percent.

In the early 1970s the rapid economic expansion produced a tightening
of the labor market. The government, fearing an uncontrolied increase in

Table 8.2 Singapore’s major economic indicators

Indicators® 1965-73 1974-75 1976-84 1985-88
GDP growth rate (%) 121 52 8.4 5.0
Per capita GDP growth rate (%) 10.0 36 7.1 3.7
Export growth rateb (%) 18.1 27.0 187 153
Inflation (CPI) % 33 12.5 3.8 0.3
Current account deficit (% of GDIP) 139 151 7.3 -3.2
Fixed investment (% of GDP)< 28.0 37.1 41.0 375
Domestic saving (% of GDP)d 17.1 260 36.7 424
External debt (% of GDP)® n.a. 10.0 19 11.6
Real exchange rate (1980=100) na. na. 94.6 105.8

n.a. Not available

a. Every figure corresponds to the average of the periad.

b. Export growth rate refers to growth in dollar terms.

¢. Fixed investment (% of GDP) in current prices.

d. Domestic saving (% of GDP) in current prices. Defined as total investment (fixed plus
change in stocks) minus the current account deficit.

e. External debt includes public and publicly guaranteed debt only.

Source: International Monetary Fund (various issues, International Financial Statistics), World
Bank data base, and Collins and Park (1989).
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wages, created the National Wages Council in 1972. Formed by represen-
tatives of workers, entrepreneurs, and the government, its main mission
was to recommend wage increases that would maintain the country’s exter-
nal competitiveness. After the introduction of the New Economic Policies
in 1979, the Wage Council started to suggest much larger wage increases.
The objective was to move production out of low-skill, labor-intensive
processes so as to reduce the economy’s dependence on foreign workers.

The world recession caused by the first oil shock slowed Singapore’s
economy. In 1974-75 output grew at 5.2 percent a year, inflation reached
22.4 percent in 1974, and the current account deficit increased. After two
years, however, in 1976, high growth resumed, and inflation fell to its
previous level of 3-4 percent.

Singapore did not suffer the debt crisis of the 1980s, and its economy
performed impressively until 1984. In that year saving climbed to more
than 46 percent of GDP, a world record. Then in 1985 the country suffered
its first recession since 1964, with output falling 1.6 percent. Although high
growth resumed only in 1987, in 1986 Singapore did achieveits first current
account surplus since 1966.

One effect of the 1985-86 crisis was to make many people wonder
whether the government should lessen its involvement in the economy
(Krause 1988). One of the often cited reasons for the 1985 recession was the
government’s policy of promoting large wage increases, a policy it had
pursued since the end of the 1970s. It reduced Singapore’s competitiveness
in the very industries in which the country had been successful. The
government reversed the policy soon after the recession.

Since its independence Singapore has had high rates of growth, high
and increasing rates of saving and investment, and very low inflation. The
economy has flourished in a regime of unrestricted capital mobility and
virtually total openness to trade under a fixed exchange rate. Despite
government involvementin other areas, it basically left trade to the market-
place. In 1988 total exports of goods were about $38 billion, with more than
70 percentof them comprised of manufactured goods (compared with a less
than 30 percent share in 1963). In addition, Singapore is recognized for its
macroeconomic stability, an achievement that has yielded a high level of
confidence on the part of business. At the same time the country has shown
great ability to adapt to external shocks.

Thailand

In contrast to Singapore (and to a lesser extent Korea), Thailand is a
resource-abundant country, with important reserves of tin, coal, iron,
manganese, natural gas, and precious stones (especially sapphires and
rubies). Agricultural land covers about 40 percent of its territory, forests
almost another 30 percent. Despite its abundance of natural resources,
Thailand has successfully managed a transition from a mostly agrarian to
a modern economy based mainly on industry and services.
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Thailand’s growth performance over the last two decades is impressive
by almost any standard, although it is not as high as Korea’s and Singa-
pore’s.® Its 7.2 percent average rate of growth from 1965 to 1988 was still
more than 1.5 percent lower than that of the other two countries. In per
capita terms the difference is larger because of Thailand’s higher rate of
population growth. The country has also been successful in keeping
inflation under control. Except for the years immediately following the two
oil crises, inflation has been one-digit. Starting in 1959 and up to the early
1970s, Thailand implemented an import-substitution strategy. Low wages,
tax exemptions for imported machinery, and guarantees against national-
ization and competition from state enterprises encouraged domestic and
foreign investment. In contrast to other countries that pursued import
substitution, however, the government kept tariff rates relatively low—
they ranged from 15 percent to 30 percent in this period. The Thai mix of
import substitution and strict fiscal policies produced much better results
than elsewhere, especially in Latin America. GDP grew at an average rate
of 7.7 percent a year from 1960 to 1970, with the manufacturing sector
leading the way. The governmentbegan to shift toward an industrial policy
of export promotion in the early 1970s. Since 1972, for example, investment
incentives started to discriminate in favor of exports. Exports grew an
average of 14.5 percent a year between 1965 and 1976, although most of this
growth occurred in the period 1971-76. The first oil shock, combined with
the decline in American military spending in Vietnam, produced a slow-
down in Thailand’s economy. Growth dropped to 4.6 percent in 1974-75,
and inflation peaked at 24.3 percent in 1974 (table 8-3). In 1976, during the
fourth economic plan, Thailand moved further along the export promo-
tion path.

The second oil shock did significant damage to the Thai economy.” In
the beginning Thailand resorted to external borrowing to solve the prob-
lem, and the current account deficit climbed to 7.1 percent of GDI’ on
average during 1979-81. Although growth declined a bit, external borrow-
ing kept it at reasonable levels. Inflation went up—to 14.1 percent on
average—but never reached worrisome proportions. Implementation of a
sound set of macro policies—a willingness to adjust—and the low initial
ratio of external debt to GDP allowed Thailand to obtain support from
official lenders and thus to finance its current account deficit at a relatively
low cost.

In 1984 the government devalued the baht to restore competitiveness,
after a period of mild appreciation. Helped by the fall in oil prices during
1986, Thailand had its first current account surplus in 20 years. By the end
of the 1980s the problems of the first part of the decade seemed mostly
overcome. Between 1985 and 1988 exports more than doubled. Private
investment was booming, and saving was on the rise. Growth was strong
and inflation low.

A dominant characteristic of Thailand’s economic performance has
been the stability of its macroeconomic variables. Growth, for instance, has
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Table 8.3 Thailand’s major economic indicators

Indicators? 1965-73 1974-75 1976-78 1979-81 1982-88
GDP growth rate (%) 82 46 99 55 6.4
Per capita GDP growth rate (%) 4.9 19 7.2 3.1 44
Export growth rate? (%) 121 24.6 233 19.9 13.8
Inflation (CPI) (%) 37 14.8 6.5 14.1 29
Current account (% GDP) 15 24 43 7.1 32
Fixed investment (% GDP)¢ 224 231 247 252 238
Domestic saving (% Gbpyd 227 243 221 19.5 213
External debt (% of GDP) 10.0¢ 8.8 159 270 39.4
Real exchange rate (1980=100)  96.3¢ 99.9 103.5 101.8 108.1

a. Every figure corresponds to the average of the period.

b. Export growth rate refers to growth in dollar terms.

c. Fixed investment (% of GDP) in current prices.

d. Domesticsaving (% of GDP)incurrent prices. Definedastotal investment (fixed plus change
in stocks) minus the current account deficit.

e. Average 1970-73.

Source: International Monetary Fund (various issues, lnternational Financial Statistics), World
Bank data base, and Collins and Park (1989).

never been under 3.5 percent since 1965. Investment and saving have been
very steady, the former at around 24-26 percent of GDP and the latter 2 or
3 percentage points below (with the exception of 1966 and 1986). The eco-
nomy’s almost permanent current account deficit has resulted in an exter-
nal debt that grew from 10 percent of GDP in 1970 to 41 percent in 1986-88.
Thailand’s story is similar to that of Korea and Singapore. High rates
of growthand investment, increased saving,and low levelsof inflation have
characterized this economy. Although the government financed the gap
between investment and saving with external borrowing and external debt
has reached significant proportions, the growth of exports has prevented it
from becoming an issue to the extent it is in, for instance, Latin America.

Malaysia

Malaysia is a multiracial society in which the Malays constitute slightly over
half the population and the Chinese and Indians are very significant
minorities. The racial situation has, as discussed below, been a central
concern of Malaysian society.® The country is also endowed with a wealth
of natural resources that still form the vast majority of its exports (rubber,
tin, petroleum, timber, and palm oil).

Malaysia’s growth has been the lowest of the four East Asian countries
reviewed here. Since 1970 the average rate of GDP growth has been 6.7
percent, for a rate of per capita growth of 3.9 percenta year.” Although this
rate of growth seems poor compared with that of Korea, Singapore, and
even Thailand, it would be enviable in almost any other region of the world.
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Since independence in 1957 the Government of Malaysia has been
pursuing a strategy of structural change, attempting to move from a rural-
to an industry-based economy. In the early years the approach was to
provide fiscal and financial incentives for industrial investment, as well as
tariff protection. Since the 1970s the government has decided to speed the
process by investing directly in some industries. It has also lowered the
level of tariff protection.

The New Economic Policies introduced in 1970 not only set a goal of
transforming the traditional rural economy into a modern one by the 1990s,
it also intended to reduce poverty and the inequality of income, variables
thatin the case of Malaysia were correlated with race.” Indeed, the majority
race, the Malays, has the highest incidence of poverty compared with other
racial groups (especially the Chinese).

Malaysia’s sound economic policies, such as the open trade regime,
commitment to growth, and low levels of inflation, have, despite govemn-
ment intervention, keptgovernment-induced distortions at a relatively low
level. As in Thailand, the early years (until the mid- to late 1960s) were
characterized by an import-substitution strategy. Since then exports have
played the leading role in the economy. Among them, manufactured
exports have become increasingly important, going from 4 percent of
merchandise exports in 1960-64 to more than 20 percent in the early 1980s.
Primary products (such as rubber, palm oil products, timber, and petro-
leum) are still, however, the main source of foreign earnings, accounting for
about 70 percent of the total.

One distinguishing feature of Malaysia’s economy has been its current
account. Since 1965 the current account in Malaysia has run a surplus in
more years than not. Itdid, however, rundeficits for six years in arow (1980-
85), and by 1986 they had raised external debt to about 80 percent of GDP.
Surpluses in the years since have reduced this ratio to less than 60 percent.
In contrast, Korea, Singapore, and Thailand experienced current account
deficits for about two decades and only reversed that pattern in the late 1980s.

The first decade and a half of the National Economic Policies was a big
success. A high rate of growth (7.6 percent on average between 1971 and
1984), alow level of inflation (itreached two digits only in 1974-75), climbing
exports (more than a tenfold increase between 1970 and 1984}, and gross
fixed investment that averaged 28 percent of GDP (financed almost entirely
by domestic saving) are evidence of this golden period. In the early 1980s,
however, some imbalances began to develop. Large current account
deficits (11.6 percentof GDP on average during 1981-86), big budget deficits
(22 percent of GDP in 1981), a corresponding increase in domestic and
external debt, and anincreasing setof policy-induced distortions were signs
that something was wrong.

The recession of 1985-86, during which per capita GDP fell 4.1 percent
and 1.5 percent respectively, convinced the government that deep changes
were necessary. A first step was to implement policies to recover
macroeconomic stability, such as a reduction in the budget deficit (which
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Table 8.4 Malaysia’s major economic indicators

Indicators® 1971-80  1981-84 1985-86  1987-88
GDP growth rate (%) 8.0 6.7 0.1 7.0
Per capita GDP growth rate (%) 50 41 -2.8 4.4
Export growth rateb (%) 253 69 -8.6 238
Inflation (CPI) (%) 6.0 58 0.5 15
Current account deficit (% of GDP) 05 10.0 09 6.8
Fixed investment (% of GDP)¢ 26.1 351 28.1 235
Domestic saving (% of GDP) 257 25.1 272 30.3
External debt (% of GDP) 19.8 50.5 723 65.5
Real exchange rate (1980=100) 101.8 108.8 101.5 83.7

a. Every figure corresponds to the average of the periods.

b. Export growth rate refers to growth in dollar terms.

c. Fixed investment (% of GDP) in current prices.

d. Domesticsaving (% of GDP)incurrent prices. Defined as fixed investment minus the current
account deficit. Hence, it excludes the change in stocks.

Source: International Monetary Fund (various issues, International Financial Statistics), World
Bank data base, and Collins and Park (1989).

had fallen to about 5 percent of GDP by 1987) and a prudent monetary
policy. These austerity measures resulted in a current account surplus (6.8
percent of GDP on average during 1987-88), very low rates of inflation (1.5
percent on average during the same period), and a rate of saving that
climbed to 30.3 percent of GDP (table 8-4). The second—and most pro-
found—step was the implementation of a program of structural reforms.
Among the steps the government has been taking are liberalization of the
foreign investment code; reform of major public enterprises, with the
development of a privatization program underway; reform of the banking
system to eliminate the subsidies and discretion in the allocation of credit;
freeing up of the labor market; and simplification of the tax and tariff
systems. In summary, this resource-abundant country is moving toward a
more free market-oriented strategy. In 1989 fixed investment—at 29 per-
cent of GDP—returned to its usual level, with a strong performance by
private investment and a drop in public investment to about 10 percent of
GDP in 1988-89 from almost 20 percent in 1980-81.

Trends in investment

Over the past two decades East Asian countries have attained unprec-
edented levels of investment, as shownin table 8-5. Amongthem, Singapore
is ina league of its own, with an average ratio of investment to GDP of over
40 percentin the 1970-88 period. This rate grew substantially during the late
1970s and early 1980s, reaching a high of almost 50 percent of GDP in 1983-
84. Since then ithas declined to about 35 percent. Korea’s rate of investment
increased by almost 10 percentage points of GDP, fromjust under 25 percent
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to just over 35 percent, between 1975 and 1979 (the time of the Big Push). It
stabilized in the 1980s at slightly over 30 percent. The rates of investment
in Malaysia and Thailand were the most stable (and lowest) of the four
countries, ataround 27 percent and 25 percent of GDP, respectively, during
the 1970-88 period. Although this level of investment is not spectacular by
East Asian standards, it would be a record in Latin America.

Public and private investment

Traditionally the economic literature has seen an increase in public invest-
ment as crowding out private investment because it raises the interest rate.
Recent contributions, however, challenge this view, stating that public
investmentmay actually crowd in the formation of private capital (Aschauer
1989a, 1989b). According to this theory, public investment may increase the
rate of return on private investment. Public capital—especially infrastruc-
ture such as roads, ports, and airports—appears to be complementary to
private capital in production. Thus a mix of public and private investment
may be very important to the overall production capacity of an economy.

Several studies have tried to verify this point empirically. Blejer and
Khan (1984) use pooled data for 24 developing countries over the period
1971-79. They find that private investment is complementary with public
investment in infrastructure, although that pattern is not necessarily true
for other types of public investment. Greene and Villanueva (1990), using
a sample of 23 developing countries for the period 1975-87, find evidence
that the rate of private investment is positively related to the rate of public
investment. This matter is investipated econometrically in a later section of
this chapter for the four countries that are highlighted here besides chapter
6 and chapter 7 in this volume. At this point the emphasis is on the main
trends in public and private investment.

Table 8-5 shows data on public, private, and total investment over the
period 1970-88 for the four countries. Public investment accounted, on
average, for slightly less than 30 percent of total investment in Singapore,
about 19 percent in Korea, 30 percent in Thailand, and 42 percent in
Malaysia. Interestingly, the simple average for the 12 Latin American
countries included in Greene and Villanueva (1990) yields a 42.8 percent
share for public investment.!" Only Malaysia seems more in line with the
Latin American countries than with the East Asian ones." Since the rate of
total investment was much higher in East Asia than in Latin America, the
ratio of public investment to GDP was higher on average in the four East
Asian countries (8.9 percent) than in the sample of 12 Latin American
countries (7.9 percent).

The figures alone do not show a clear correlation between public and
private investment across countries. Singapore, the country with the
highest private investment ratio, also has the highest public investment
ratio. Korea, however, has a lower public investment ratio than Thailand
and Malaysia do, and a higher private investment one. Given that the
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correlation being discussed is justa simple one—the effectof other variables
has not been controlled for—this conclusion is not robust. The fifth section
pursues a more definitive answer through econometric analysis.

Investment in the traded and nontraded sectors

Specific data on investment by sector are not available. Nonetheless, the
figures in table 8-6 make clear that a big proportion of investment has gone
to the traded sector. An indirect way to estimate the share of investment
going to tradables is to analyze the evolution of the share of exports in GDP.
As the table shows, the share of exports of goods and nonfactor services rose
substantially after 1965. In Koreaexports increased from8.6 percentof GDP
in 1965 t0 39.9 percentin 1988, while in Thailand they went from 18.3 percent
to 34.5 percent. In Singapore the share of exports of goods alone went from
95 percent of GDP in 1965 to 155 percent in 1988. Malaysia’s exports were
47.6 percent of GDP in 1965 and 67.8 percent in 1988.

Construction and infrastructure versus machinery and equipment

In an interesting recent article, De Long and Summers (1990) find evidence
that investment in equipment has a larger influence on economic growth
than investmentin infrastructure. Using a cross-section of 25 countries over
the period 1960-85, they find that on average for the group of countries each
percentage point of GDP invested in equipment is associated with an
increase in the rate of growth of GDP of a third of a percentage pointa year.
When they use a 61-country sample, the explanatory power of the equation
worsens, but investment in equipment remains significant.

Three of the countries highlighted here—Korea, Malaysia, and Thai-
land—are included in the 61 country sample. None has an impressive rate
of investmentin equipment. While Korea’s is 5.57 percentof GDP, Malaysia’s
is 4.46 percent and Thailand’s 3.95 percent. De Long and Summers
conclude from their regression analysis that investment in equipment was
quite significant in explaining the growth in these three countries.

Table 8.6 Exports of goods and nonfactor services

(% GDP)

Countries 1965 1988
Korea 86 399
Malaysia 47.6 67.8
Singapore?® 93.0 155.0
Thailand 183 345
a. Goods only.

Source: International Monetary Fund (various issues, lnternational Financial Statistics), World
Bank data base, and Collins and Park (1989).
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The financing of investment

Table 8-7 presents a decomposition of total saving for each of the countries
in question. By definition total saving equals total investment (which
includes fixed capital formation and inventory accumulation). Because
there are no data on the accumulation of inventory, table 8-7 does not
include it. The table breaks total saving into a national component and
foreign saving (equal to the currentaccountdeficit). Inturn, national saving
is divided between public and private (except for Malaysia where the data
were not available). This decomposition gives an accurate idea of the
financing of investment.

Did these countries rely primarily on domestic or foreign saving? What
were the relative contributions of private and public saving to the financing
of investment? The figures clearly show that all the countries counted on a
substantial savings base at home. Public saving was important in all three
countries for which there were data, especially in Singapore. Fiscal auster-
ity was thenorm, although in difficult moments their governments resorted
widely to fiscal expansion. Based on Malaysia’s large budget deficits, it is
likely that public saving were less important there. In Korea and Thailand
private saving on average financed about 70 percent of investment. In
Singapore the figure was substantially lower, about 45 percent. Foreign
saving was also an important part of the overall picture.

For a long time Korea, Singapore, and Thailand used foreign saving
extensively to finance their high levels of investment. As investment was
directed toward the tradable sector, these countries did not have a foreign
debt problem afterwards. In addition, when domestic saving dropped,
these countries preferred to increase external borrowing rather than curb
investment. Foreign saving supported the financing of investment tremen-
dously, especially in Singapore (and in Korea) during the 1970s and early
1980s. Singapore ran current account deficits on the order of 20 percent to
30 percent of GDP in the early 1970s; Korea and Thailand experienced
deficits of between 5 percent and 10 percent of GDP for sustained periods
over the last two decades.

Why have foreigners been willing to finance these large deficits for so
long? Two explanations are likely: first, as noted, each country had a strong
domestic savings base; and second, and most important, the current ac-
countdeficit was attributable mainly to booming investment in the tradable
sector. In the end the strategy of a high level of investment in tradables paid
off. Since 1986 Korea, Singapore, and Thailand have started to run current
account surpluses, which have reduced their net external liabilities in
nominal terms.'"* The case of Malaysia is somewhat different. It did not run
current account deficits for long periods, but when it did run them in the
early 1980s, they were so huge thatexternal debt problems resulted. Except
in that period Malaysia has relied almost entirely on domestic saving to
financeits investment. In the last three years ithasran large currentaccount
surpluses that have eased its external debt problems.
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Table 8.7 Components of Savings

(current prices, % of GDP)

Korea Singapore
Domwestic saving  Foreign  Total Domestic saving Foreign  Total
Private  Public Total Saving Saving  Private Public  Total Saving Saving
1970 116 62 178 71 249 -4.3 6.3 20 305 325
1971 8.2 55 137 87 224 -1.6 6.1 45 322 367
1972 154 15 169 34 203 106 100 206 171 377
1973 172 36 208 22 230 158 69 227 125 352
1974 126 20 146 108 254 82 102 184 198 382
1975 133 27 160 89 249 147 108 255 104 359
1976 195 34 229 11 240 147 118 265 96 361
1977 235 34 269 00 269 169 126 295 45 340
1978 246 41 287 22 309 180 119 299 58 357
1979 219 43 262 64 326 177 111 288 78 366
1980 180 33 213 85 2938 154 120 274 133 407
1981 171 19 190 67 257 217 113 330 106 436
1982 230 34 24 37 301 220 170 390 85 475
1983 225 47 272 20 292 264 176 440 35 475
1984 227 46 273 16 289 257 199 456 21 477
1985 227 45 272 1.0 282 248 174 422 00 422
1986 270 53 323 47 276 234 171 405 31 374
1987 310 55 365 81 284 285 98 383 -28 355
1988 304 65 369 81 288 334 83 417 68 349
Average 20.1 40 241 28 269 175 120 295 92 387
Thailand Malaysia
Domestic saving Foreign Total Domestic saving Foreign  Tolal
Private Public Total Saving Saving [Private  Public  Total Saving Saving

1970 131 71 202 35 237 na. na. 202 02 200
1971 142 67 209 24 233 na. na. 206 25 231
1972 196 25 221 06 227 n.a. na. 201 49 250
1973 202 19 221 04 225 na. na. 263 -14 249
1974 181 46 227 06 233 na. na. 224 57 281
1975 156 31 187 42 229 na. na. 225 53 278
1976 175 28 203 26 229 na. na. 297 52 245
1977 163 41 204 55 259 na. na. 288 -33 255
1978 16.4 41 205 48 253 n.a. na. 255 07 248
1979 14.1 39 180 76 256 na. na. 308 44 264
1980 148 40 188 64 252 na. na. 299 1.2 311
1981 118 55 173 74 247 na. na. 261 99 360

(continued)
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Table 8.7 Components of Savings (continued)

Thailand Malaysia
Domestic saving  Foreign Total Domestic saving Foreign Total
Private Public Total Saving Saving Private Public Total Saving Saving

1982 19.1 15 206 28 234 na. na. 229 134 363
1983 126 41 167 73 240 na. na. 244 116 360
1984 145 49 194 51 245 na. na. 270 49 319
1985 160 36 196 41 237 na. na. 278 202 98
1986 19.1 32 223 06 217 na. na. 265 022 63
1987 187 40 227 08 235 n.a. na. 310 812 29
1988 161 68 229 29 258 na. na. 295 54 241

Average 162 41 203 36 239 259 1.7 276

Note: The figures exclude change instocks. Thus, total saving in the table corresponds to fixed
investment in current prices (figures 1 to 4). For thesame reason, domestic saving in this table
is slightly different from the figures shown in tables 8.1-8.3. The difference is the change in
stocks, which is excluded because data that would enable the change in stocks to be divided
between private and public was unavailable,

n.a. Not available.

Source: International Monetary Fund (various issues, International Financial Statistics), World
Bank data base, and Collins and Park (1989).

Macroeconomic policies and their effect on investment

This section looks at the economic policies and characteristics of the four
economies thathave had animportantinfluence on the formation of capital.
Theanalysis emphasizes the determinants of private investment, which are
also the focus of the econometric analysis in the next section.

Monetary and credit policies

The literature emphasizes monetary and credit policies as important deter-
minants of private investment. Restrictive monetary and credit policies
depress investment by inducing an increase in the cost of credit and a
reduction in the availability of credit (if quantitative constraints exist).

Credit policy can directly affect investment in repressed or controlled
credit markets. The availability of funds will determine whether firms with
investment opportunities can pursue them. Those firms or sectors with
preferential access to the credit market will have higher levels of invest-
ment. This point is particularly important in developing countries, where
repressed financial markets are more generally the norm than the exception.
Different studies find that credit has a positive direct effect on investment,
among them Blejer and Khan (1984) and van Wijnbergen (1982). Greeneand
Villanueva (1990) and Solimano (1989) find that higher interest rates have
a negative effect on investment.
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The figures on credit for Korea, Singapore, Thailand, and Malaysia,
presented in table 8-8, show the growing importance of credit in these
economies from 1965 to 1988. In Korea credit from the financial sector and
the monetary authorities to the private sector climbed from 10.7 percent of
GDP in 1965 to 56.1 percent in 1987, in Singapore from 37.6 percent to 87.6
percent, in Thailand from 14.0 percent to 50.0 percent; and in Malaysia from
12.7 percent to 64.0 percent.'

Korea pursued a rule of selective allocation of credit. The main
objective was to promote certainindustries, and the government used credit
to achieve that goal. Its approach to development strategy was a highly
controlled banking system that directed its credit mainly to target sectors

Table 8.8 Credit to the private sector

(% of GDP)

Year Korea Singapore Thailand Malaysia
1965 10.7 376 14.0 127
1966 116 378 14.0 132
1967 17.6 36.2 16.0 143
1968 265 38.6 16.0 165
1969 331 423 17.0 158
1970 337 459 200 185
1971 355 45.6 20.0 199
1972 351 512 200 212
1973 351 60.2 220 245
1974 378 54.5 230 231
1975 348 575 260 272
1976 318 58.7 27.0 26.6
1977 311 593 290 277
1978 341 619 31.0 30.7
1979 368 66.6 320 315
1980 423 71.0 29.0 382
1981 431 779 300 43.4
1982 479 833 330 46.7
1983 489 88.7 400 50.9
1984 495 88.9 440 528
1985 _ 537 929 46.0 61.7
1986 539 91.3 46.0 715
1987 56.1 87.6 50.0 64.0
1988 555 82.6 540 615

Source: International Monetary Fund (various issues, International Financial Statistics), World
Bank data base, and Collins and Park (1989).
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and big conglomerates. A financial nonbanking system (the curb market),
which was less controlled, provided credit to other sectors basically along
free market lines.

Korea partially liberalized its financial marketsin 1965, at the beginning
of the period of an outward orientation. Since 1982, and after some scandals,
the financial sector was further liberalized in part. Subsequently the less
regulated nonbanking financial sector experienced spectacular growth.
Korea’s financial market is, however, still far from being driven by market
forces alone.

In Singapore monetary policy has been constrained by the openness of
the country to foreign trade and capital. Typically the government main-
tained a restrictive monetary policy, but the access of the banking system to
foreign capital markets eased liquidity pressures. Although the monetary
authority did not control the money supply completely, it managed to keep
inflationlow and to producea very favorable environment for domesticand
foreign financial institutions.

The Government of Singapore, as noted, has intervened widely in the
credit market, alongside private financial institutions. The government
owns the largest saving bank (Post Office Saving Bank). Despite its
involvement the government has always been mindful of the need to let the
market take the lead. Thusithas kept interest rates in government financial
institutions more or less in line with market conditions (that is, at moder-
ately positive real levels) and has allowed broad participation by foreign
banks. In terms of the allocation of credit, the huge surpluses generated by
acompulsory savings mechanism and by governmentfinancial institutions
allowed the government to undertake big infrastructure projects and to
direct credit to priority areas.

In Thailand private banks have had a dominant role in the financial
sector, with strong links to business groups and trading houses. The
banking system, however, has been highly concentrated, with the five
largest banks accounting for over 65 percent of bank assets (Robinson and
others 1991). Although government involvement in the granting of credits
has been minimal, banks have not been adequately efficient in allocating
creditbecause big business interests have used them widely for cheap loans.
The World Bank, among others, has proposed encouraging more competi-
tion in the financial sector to avoid this practice.

Malaysia has used directed credit widely to promote industrialization.
In addition, especially after the New Economic Policies, credit policy has
also reflected the government’s objective of income redistribution. In 1970
foreign interests owned some 63 percent of company equity, non-Malay
nationals 34 percent, and Malays only 1 percent (Young, Bussink, and
Hasan 1980). Thus the government has promoted Malay ownership of
equity capital through easy access to preferential credit (and through
purchases of shares by government agencies).

Malaysia has allowed strong participation by foreign banks to encour-
age competition. The structural reforms of the late 1980s included liberal-



248 Adjustment and Investment Performance

ization of the financial markets as an important objective. Since 1985 direct
credit practices and subsidies have become less important.

Financial deepening

McKinnon (1973) stresses the importance of an efficient financial market as
a cornerstone of economic development. According to this point of view,
“financial deepening” (the growth of the share of financial assets in the
economy), which reflects an increasing use of financial intermediation by
savers and investors and the monetization of the economy, allows the
efficient flow of resources among people and institutions over time. This
deepening can only occur in an economy with liberalized financial markets.
Dornbusch and Reinoso (1989), however, challenge this conclusion, argu-
ing that financial liberalization may be quite dangerous in periods of
financial instability. The fact that financial deepening has paralleled
improved growth performance in several cases does not, they contend,
imply causality, since the better performance might be the result of other
factors (such as adaptability to a change in financial resources).

Table 8-9 presents measures of financial deepening for the East Asian
countries for selective years in the period 1962-88. The ratio of M2 (money
plus quasi-money) to GDP is used. This ratio rose in all four countries. In
Korea it went from 11.7 percent in 1962-65 to 39.0 percent in 1985-88; in
Singapore from 52.6 percent to 81.8 percent; in Thailand from 23.9 percent
t062.9 percent; and in Malaysia from 27.3 percent to 68.9 percent. The policy
of keeping real interest rates on deposits positive, as discussed below, was
one of the factors behind this increase in financial savings.

Singapore has joined Hong Kong as an international financial center,
and its high level of monetization comes as no surprise.”” At the same time
the relatively low degree of financial deepening in Korea likely is associated
with its controlled financial market. The Malaysian government pursued
an interest rate policy that favored saving with relatively few controls. This

Table 8.9 Financial deepening

(M2/GDP, percent)?

Years Korea Singapore Thailand Malaysia
1962-65 117 526 239 273
1970 333 66.3 278 339
1975 30.7 61.0 339 448
1980 33.0 640 382 51.5
1985-88 390 818 629 689

a. Currency and demand savings and time deposits as a percentage of GDP.
Source: International Monetary Fund (various issues, International Financial Statistics), World
Bank data base, and Collins and Park (1989).
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policy, as well as Malaysia’s commitment to an anti-inflationary policy, has
resulted in a high level of financial savings.

Interest rate policy

It can be argued that Korea used credit policy quite actively (as did
Singapore and Malaysia, although to a lesser extent) to directinvestment to
certain sectors deemed to be of high potential. In addition, it used ceilings
on interest rates.

All four countries, with the exception of Thailand in the 1970s, main-
tained real interest rates that were positive and moderately high.’® Al-
though the market did not allocate investment entirely, private companies
using the funds had to pay positive real rates. The government did not
subsidize credit flagrantly even though it directed it. To some extent price
has limited the demand for credit.

Maintenance of moderately high real interest rates appears tobe closely
associated with economic performance and financial deepening at the
international level. The empirical evidence indicates that countries that
have maintained moderately high real interest rates have outperformed by
a considerable margin those that have favored negative real interest rates.”
In the former group of countries the rate of growth of financial assets has
been much larger, as the rate of expansion of output has been. Table 8-10
presents evidence on these issues for a group of 21 countries for the period
1971-80. Over a medium- to long-termhorizon, theallocation of moderately
positive real interest rates with higher growth rates is consistent with
positive interest rates encouraging more efficient investment. The 21
countries in the table are divided into three groups according to their
interest rate policies in the 1970s. Symptomatically those economies that
espoused moderately positive real interest rates experienced the fastest
growth in financial assets*(9.6 percent a year on average) and the quickest
expansion in output (6.4 percent on average). At the other extreme,
countries with severely negative real interest rates had dismal performance:
on average their rate of growth of GDP was only 1.6 percent, and real
financial assets declined. The group of countries with moderately negative
real interest rates performed in between the other two groups, although
closer to the group with positive real interest rates. The evidence is
suggestive.

The quantitative controls on credit in East Asia (especially in Korea) are
likely to have resulted in interest rates below their free market equilibrium,
although positive in real terms. What justifications might a government
have made for this policy? One may have been industrial policy, that s, the
decision to favor certain economic sectors thought to have higher potential
(a “pick-the-winners” strategy). Another one may have been adverse
selection. At some point firms that are in financial distress will want to
borrow at any interest rate to remain alive and pay wages. They could
continue to demand large, and ultimately inflationary, amounts of credit
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Table 8.10 Interest rate policy, growth of financial assets, and rate of GDP
expansion—selected developing countries, 1971-80

(percent)

Growth of financial Growth of
Country/fcategories assets GDP
Countries with moderately
positive real interest rates
Malaysia 138 8.0
Korea 11.1 8.6
Sri Lanka 10.1 4.7
Nepal 9.6 20
Singapore 7.6 91
Philippines 56 6.2
Average 96 6.4
Countries with moderately
negative real interest rates
Pakistan 99 54
Thailand 85 69
Morocco 8.2 55
Colombia 55 58
Greece 5.4 4.7
South Africa 43 37
Kenya 3.6 57
Myanmar 35 4.3
Portugal 1.8 47
Zambia -1.1 038
Average 50 48
Countries with severely
negative real interest rates
Peru 3.2 34
Turkey 22 51
Jamaica -1.9 0.7
Zaire -6.8 01
Ghana -7.6 0.1
Average 2.2 1.6

Source: McKinnon (1989, table 3).
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even with very high interest rates. For this reason monetary policy may
require managing the interest rate to make sure that credit does not rise
rapidly to bail out firms (both in the state sector and in the private sector)
that should be pushed out of operation.

Fiscal policy

Expansionary fiscal policies push interest rates up and reduce the availabil -
ity of credit for the private sector. Hence, these policies crowd out private
investment. As mentioned, however, a distinction must be made between
currentand capital public expenditures. Anexpansionin publicinvestment
(for example, in infrastructure) may actually encourage private investment
and thereby offset the interest rate/credit effect.

Korea, Singapore, and Thailand in general have had very responsible
fiscal policies. Public saving has been positive every year since 1970 (see
table 8-7), and the budget deficit, which includes public investment as an
outlay, has never reached worrisome proportions. They used a moderate
fiscal expansion for only very short periods to stimulate the economy when
growth was sluggish. Moreover, when their budget deficits increased, the
governments showed a remarkable ability to bring them down quickly, so
that they did not jeopardize macroeconomic stability.

Thailand, however, ran fiscal deficits of around 5 percent of GDP from
1980 to 1985. Nevertheless, the Bank of Thailand has been as careful as
possible to avoid the path of monetary finance, honoring its conservative
reputation.’ In 1987 the government made significant progress in restrain-
ing public spending and brought the budget into balance by 1988. The
improvement is attributable to three main factors: the effect of economic
growth on tax revenues; more conservative estimates of tax revenues in the
fiscal budget; and an austere policy on public wages.

Malaysia has experienced even higher public deficits that Thailand has,
with an annual average of over 6 percent of GDP during the 1970s and over
10 percent of GDP in several years of the 1980s* The government,
nonetheless, has carefully avoided resort to monetary financing, and since
1987 it has reduced the deficits significantly.

Thus, both Thailand and Malaysia have had access to credit markets
(domestic and foreign) to finance their deficits. In no other way can the fact
be explained that neither country has had inflation in excess of 6 percent
since 1982, with Thailand having an annual average of 3.1 percent for 1980-
88 and Malaysia a mere 1.3 percent (figure 8-1).

In short, in the four countries the public sector has managed to leave
enough space for the private sector, which has taken the leading role in the
economy. Table 8-11 shows the size of the state as measured by total
government outlays as a percentage of GDP. On this basis Korea and
Thailand have rather small governments (less than 20 percent of GDP in
both cases). Governmentoutlays in Singapore, the country with the highest
per capita income in the sample, have risen above 30 percent since 1985, a



252 Adjustment and Investment Performance

Figure 8.1 Rate of inflation
(annual rate of change in the Consumer Price Index, percent)
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Source: World Bank data base.

level that is comparable with that of a developed country with a relatively
small government (such as Japan, the United States, and Canada). Malaysia
has had the largest ratio of government spending to GDP in the group,
having been at times over 40 percent of GDP. By 1987, however, it had
scaled expenditures down to 35 percent of GDP.

Exchange rate policy

The effect of the exchange rate on aggregate investment is theoretically
ambiguous. If investment goods use both local and foreign inputs in their
production, a devaluation encourages investment in the tradable sector and
discourages investment in nontradables. In other terms, a high real ex-
change rate improves the profitability of investment in tradables. If im-
ported inputs are a big share of the production of investment goods, and if
tradables are relatively unimportant, a devaluation will tend to depress
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Figure 8.2 Real exchange rate
(1980=100)
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total investment. Since the tradable sector is so dominant in the East Asian
countries,however, the presumptionis thata devaluation stimulates aggre-
gate investment.”

The cornerstone of exchange rate policy in Korea, Singapore, Thailand,
and Malaysia has been to maintain external competitiveness. With this
purpose in mind they have kept the real exchange rate competitive and
stable, supported by generally austere fiscal and wage policies. Figure 8-
2 gives a clear picture of the stability of the real exchange rate in these four
countries. Korea has experimented with different exchange rate systems.
During 1975-80 it had a fixed exchange rate. Since 1980 it has followed a
system of gradual adjustments to the nominal exchange rate, determined
relative to a basket of currencies. After periods of real appreciation or
external difficulties, the government has used one-shot devaluations to
restore the competitiveness of exports. In Singapore, in contrast, the
movementof the real exchange ratehas been very mild, dominated by flows
of foreign capital.
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Thailand pegged its exchange rate to the dollar for most of the last three
decades, with two devaluations—10 percent in 1981 and 14 percent in
1984.** In November 1984 it formally replaced the dollar peg with a basket
of currencies. In reality, however, the baht follows the dollar closely. In
general, low inflation has permitted a relatively high real exchange rate, and
after periods of mild appreciation the government has used devaluations to
restore competitiveness.

Malaysia has kept a stable and convertible currency, with the real
exchange rate particularly stable over the last two decades. Only in recent
years (1985-88) has the local currency, the ringgit, appreciated by a signifi-
cant amount (almost 30 percent). Large inflows of foreign investment,
which pushed up international reserves, were mostly responsible for the
appreciation of the ringgit. This inflow of foreign investment is, however,
a sign of a healthy economy and of confidence in the liberalization. At the
same time, it is a cause of concern because of its effect on liquidity (and thus
on potential inflation) and on competitiveness (through the exchange rate
channel).

Industrial and trade policies

All four countries have in some way used industrial and trade policies to
promote target sectors, especiaily exportables. They haveestablished many
kinds of investment incentives to this end. Korea has used import restric-
tions widely, particularly during the industrialization stage of the 1970s.
Although tariffs have not been high,® quantitative trade restrictions have
implied a high degree of protection for some domestic industries. The idea
has been to nurture some infantindustries so that they can eventually grow
up and become competitive in the world markets. This strategy, which
worked so badly in Latin America, has produced some positive results in
specific industries such as automobiles and steel (Collins and Park 1989).
The government also made mistakes, however, which the authorities
amended when they abandoned the Big Push strategy. Export subsidies
have been used, mainly during periods of real appreciation such as in the
late 1970s.

In terms of industrial policy, the five-year macroeconomic plans tar-
geted certain industries that were to be helped with easy credit, tax incen-
tives, subsidies, and other benefits. The governmentalso, however, encour-
aged efficiency, and many of these industries have been exporting their
production successfully. The experience of Hyundai in automobiles is a
case in point, although lately it has run into some difficulties in the U.S.
market.

After a brief period of import substitution (1965-67), Singapore has to
a large extent left foreign trade to market forces. Its average nominal tariff
rate in 1983 was only 6.4 percent, and it placed almost no other restrictions
on imports. The government, however, has intervened in selected target
sectors either by providing incentives (such as tax relief, subsidies, and easy
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credit) or by getting involved directly. As with Korea during the 1970s,
Singapore has also promoted heavy industry.

Thailand followed an import-substitution strategy until the late 1960s,
with high tariffs and other import restrictions, so as to promote domestic
industries. The Investment Promotion Act of 1960, however, exempted
taxes on imported capital machinery. This exemption encouraged invest-
ment and the use of modern technologies. In the early 1970s the strategy
shifted toward export promotion, and a wide range of export incentives
helped offset the effects of continued protection from imports (in the form
of both tariff and nontariff barriers). Since the early 1980s the government
has gradually phased out nontariff barriers. Tariffs have been more
resilient.

Malaysia has maintained an open trade regime with very few nontariff
restrictions and a low average tariff rate, although with a relatively high
dispersion. According to some authors this low level of protectionism is
related to the belief of the authorities that the beneficiaries of protectionism
would be Chinese-run businesses (James, Naya, and Meier 1987). Industrial
policies have also been influenced by racial factors. State involvement
has pursued the development of Malay businesses vis-a-vis Chinese-run
firms.

Malaysia has had active industrial policies since independence. All
economic plans have included modernizing the country by developing a
leading industrial sector. In 1958 the authorities provided fiscal incentives
for industrial investment through the Pioneer Industrial Ordinance. A
decade later they provided broader incentives under the Investment Incen-
tives Act. Withthe New Economic Policies the government started to invest
directly insome priority areas. In 1975 the new Industrial Coordination Act
was introduced to accelerate achievement of the objectives of the New
Economic Policies. As a result the manufacturing sector has led growth in
Malaysia during the last two decades, going from 8.5 percent of GDI? in 1961
to more than 20 percent in the 1980s.

Role of the state

Given theinformation presented so far, it might be tempting to describe East
Asian success stories as countries with very interventionist governments, in
which market mechanisms have played a minor role. That conclusion
would be wrong. Although the governments have been somewhat inter-
ventionist, they have relied mainly on the market. Further, there has been
less government involvement in these four countries than in the less
successful South Asian and Latin American countries. In East Asia inter-
vention has always been directed toward promoting an outward orienta-
tion. Inaddition, as is stressed below, much of the government intervention
in East Asia has been directed toward reducing economic uncertainty
through stableand credible policies. For the most partstate intervention has
leaned in favor of, not against, market forces.
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Among the successful East Asian economies Hong Kong has had the
most laissez-faire government, while Korea is recognized as the most
interventionist. In Korea the government has participated in the investment
of the largest companies and helped organize export activities. Korean
officials have been highly selective about foreign investment, allowing only
that which brings a technology or marketing expertise unavailable athome.
Economic decisions have been heavily centralized in the planning author-
ity, which does the budgeting and coordinates fiscal and monetary policies,
as well as industrial and trade policies. The Bank of Korea has depended on
the Ministry of Finance, who is also the head of the monetary board. In
short, monetary authorities have been subordinated to planners. Business
conglomerates, on the other hand, have had close relationships with state-
owned banks (Chu 1989).

Singapore’s government has exercised less control over the economy
than has Korea’s,**and it has put more emphasis on state incentives to affect
market outcomes. The financial markets, for example, have operated
mostly outside the government’s control. Of five local banks, only one is
state-owned; foreign banks have provided two-thirds of domestic credit. In
an effort to establish Singapore as a main international financial center, the
government has progressively liberalized the capital markets. Foreign
investment laws have been extremely liberal. A strong state enterprise
sector has existed, however, in construction, health, petrochemicals, and
shipbuilding; the state has provided foralmostall basic needs. The financial
requirements of public companies have nonetheless been subordinated to
fiscal and monetary restraint. Singapore’s central bank has been highly
autonomous and by law has been precluded from lending money to the
government.

In Thailand government involvement has been important during most
of the 1960s, 1970s, and 1980s. The problems of the early 1980s, however,
convinced the authorities that the market-based economic systemneeded to
be strengthened. Liberalization of the financial system, lowering of trade
barriers, elimination of most export taxes, a prudent wage policy, and soon
have been part of the reorientation of the economic strategy.

The question remains, however, whether a freer economic system
would haveresulted in even better performance in these four countries. There
is considerable debate and little agreement on this point. Some authors,
while recognizing government mistakes, tend to give intervention signifi-
cant credit for the success (for example, Collins and Park 1988). Others
argue thattheseeconomies have beensuccessful despite their governments.
In the words of Vito Tanzi, a prominent exponent of the latter view,

...throughits credit policies, incentive legislation and regu-
lation of investments, the government [in Asia] has played
too large a role in determining the area where investment
should go, and for sure it has played too large a role in
determining the compositionof imports and even the users
of these imports. (Tanzi 1988, p. 31)
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Stability and credibility of policy

Authors such as Rodrik (1989), and Servén and Solimano (1990a and b,
chapter 6, this volume) have emphasized the role of uncertainty in invest-
ment. It is generally associated with the irreversibility of investment
(Pindyck 1989, chapter 3, this volume). The basic argument is as follows. If
macroeconomic conditions are uncertain, and given that once investment is
in place it is impossible to undo, it may pay to wait. The greater the
uncertainty and macroeconomic instability are, the lower the level of
investment is.

Korea, Singapore, Thailand, and Malaysia are examples of economies
characterized by a high degree of stability. They have instituted no major
policy changes since the mid-1960s. Perhaps the most important was
Thailand’s switch to an export-led growth strategy in the mid-1970s.
Korea’s Big Push phase was an intensification of some policies started in the
1960s, and it did notlast long; Malaysia’s liberalization of the late 1980s was
a reorientation of a system that was becoming increasingly interventionist.
These changes are minor (and relatively few) compared with those in other
regions of the world. Latin American countries, for instance, have suffered
wide policy changes over the last 30 years. In addition to structural
adjustments, stabilization programs were the norm there throughout the
1980s, with resultant economic recession and relative price volatility. Many
countries have undertaken several stabilization efforts in the short period
of afew years, Argentina, Brazil, and Peru being the most prominent. There
have been few stabilization programs in the successful economies of East
Asia because they have rarely been necessary.

In addition, and in contrast to Latin America, the East Asian countries
in general have maintained conservative fiscal policies that have helped
maintain the stable macroeconomic environment. Asdiscussed, except for
Malaysia the public sector has made a significant contribution to the overall
saving effort. :

A measure of the stability in East Asia is the low variability of the real
exchange rate. Table 8-12 shows the average of the moving-average
coefficients of variation of the real exchange rate for the period 1975-88 in
the four East Asian countries, as well as in some Latin American economies.
The average of this measure for Korea, Singapore, Thailand, and Malaysia
is 0.041; the figure for a sample of seven Latin American countries is more
than twice this, 0.095. The figures for Singapore and Malaysia, the East
Asian countries with highest coefficients of variation (0.043), are lower than
the figure for any of the seven Latin American countries. The second
column in table 8-12 shows the coefficient of variation for GDP growth.
Again, the variability in East Asia is significantly lower than that in Latin
America. Here the difference is even more pronounced.

Credibility in government policies, as stressed by Rodrik (1989, 1990),
can also affect private investment significantly. Again, it may pay to wait
until being sure that a government is going to hold to a given program.
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Table 8.12 Economic instability, 1975-88

Average coefficient of variation?

Real exchange rate CDP growth

East Asia

Korea 0.039 0.456
Singapore 0.043 0.422
Thailand 0.037 0.265
Malaysia 0.043 0.515
Average 0.041 0.414
Latin America

Argentina 0.170 11.362
Brazil 0.049 1.061
Chile 0.105 13.891
Colombia 0.065 0.340
Mexico 0.102 4 455
Peru 0.084 1.374
Uruguay 0.088 1.412
Average 0.095 4.842

a. Defined as the average of the moving-average coefficients of variation between periods t -
2and t (from t = 1975 until t = 1988). The coefficients of variation are defined in absolute terms.
Source: World Bank data base.

Although difficult to measure, it can be argued convincingly that govern-
ment policies in the four East Asian countries have been credible and
consistent. Their governments have emphasized the promotion of exports,
saving and investment, and industrialization of the economy. Business
people inside and outside the countries have perceived these goals as
permanent, and government behavior has validated these expectations.
This situation has produced an extraordinarily good environment for
investment, as witnessed by the very high rates of private investment. The
absence of major policy changes over the last three decades, as mentioned,
has no doubt enhanced credibility.

Income distribution

One reason Latin American governments have been so erratic in their
macroeconomic policies may be the significant inequality in income in these
countries. It leads to social pressures that governments have attempted to
relieve through populist policies. After one or two years of economic
expansion inflation soars, real wages fall, unemployment starts to increase,



260 Adjustment and [nvestment Performance

and outputdeclines. The policies prove unsustainable, and the government
has to switch to another set of policies. Many countries in the region have
suffered this populist cycle, some of them more than once.”

In East Asia the situation has been the opposite. A very equitable
distribution of income has facilitated macroeconomic stability. Table 8-13
presents figures on income distribution for a group of East Asian and Latin
American countries. The summary measure used is the share of national
income of the top and the bottom quintiles of the income distribution. As
the figures show, the ratio of top to bottom income is much lower for East
Asian countries than for Latin American ones. In East Asia the richest 20
percent of the population on average has 8.7 times the income of the poorest
20 percent. In Latin America the ratio is 21.5 times. Moreover, with the
exception of Malaysia the distribution of income in East Asia is within the
range shown by developed economies. It is also worth mentioning that
reduction of income inequality has been a major objective of the Malaysian
government, as stressed in the New Economic Policies impiemented since
the early 1970s.

Recent work suggests that income inequality has a negative effect on
economic growth (Alesina and Rodrik 1991). It may be conjectured that a
key channel for this relationship is investment. More equitable distribu-
tions of income lead to less social conflict, a situation that reduces uncer-
tainty and creates a more stable economic environment for investment.
Unfortunately, no time series data on income distribution exist to test this
point empirically for the four East Asian countries. For this reason an
income distribution variable is not included in the empirical section.

Debt overhang

According to the debt overhang argument, emphasized by Krugman (1988)
and Sachs (1989b), the larger the external debt burden is, the lower private
investment is. The reason is two different yet complementary arguments.
First, a high external debt can be seen as a source of macro instability
because an external burden that is not known with certainty (as it depends
on world interest rates and terms of trade, which are beyond the control of the
country) will surely affect economic policies. From another point of view,
an excessive level of debt acts as a potential tax on domestic investment.?
Empiricaily, Greene and Villanueva (1990) find that private investment is
negatively correlated with the debt service ratio and the debt to GDP ratio,
see also chapter 6, this volume.

Korea and Malaysia are the clearest cases of successful East Asian
countries that have experienced external debt problems; in the early 1980s
Korea’s debt to GDP ratio rose to over 50 percent. Since 1985, however, the
ratio has fallen dramatically. The huge current account deficits of the early
1980s in Malaysia resulted in a debt to GDI” ratio reaching almost 80 percent
in 1986. Since then surpluses have brought this ratio to below 60 percent.

External debtincreased rapidly in Thailand during the 1980s. Although
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Table 8.13 Income distribution: An international comparison
(circa, 1988)

Percent of national income Per capita income
Bottom 20%  Top 20% Ratio (US$)
(1) (2) (2/1) (3)
Asia
Hong Kong 54 470 8.70 9,220
Indonesia 88 413 4.69 440
Korea 57 453 7.95 3,600
Malaysia 4.6 51.2 11.13 1,940
Singapore 51 489 9.59 9.070
Taiwan 88 372 423 2,530
Thailand 56 498 8.89 1,000
Average 6.3 458 7.27 3,971
Latin America
Argentina 44 50.3 1143 2,520
Brazil 2.4 626 26.08 2,160
Chile 42 604 14.38 1,510
Mexico 29 57.7 19.90 1.760
Peru 1.9 61.0 32.11 1,285
Venezuela 30 54.0 18.00 3,250
Average 31 57.7 18.61 2,080
Industrialized countrics;
France 6.3 40.8 6.48 16,090
England 58 395 6.81 12,810
Italy 6.8 410 6.03 13,330
Japan 87 375 4.31 21,020
United States 47 419 8.91 19,840
Fed. Rep. of Germany 638 38.7 5.69 18,480
Average 6.5 399 6.14 16,928

Source: World Bank.

it remained moderate by international standards (only between 1985 and
1987 did Thailand’s foreign debt surpass 40 percent of GDP), it became a
source of concern for the authorities. Since 1987, however, the debt burden
has been falling steadily.

In Singapore external debt has never reached worrisome proportions.
At its peak in 1977, public and publicly guaranteed external debt was only
15 percent of GDP.
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Empirical analysis

This section presents an empirical test of some of the hypotheses outlined
above. How the different variables help explain private investment in
Korea, Singapore, Thailand, and Malaysia is investigated with pooled
cross-section—time series (panel) data. First, however, the efficiency of
investment is reviewed briefly.

The efficiency of investment

East Asian countries have achieved both high rates of economic growth and
high rates of investment. The question is whether their rates of growth are
as high as they should be given the resources invested. The higher the level
of investment, the less consumption thereis today. Thus itis very important
to invest efficiently so that the sacrifice is adequately compensated in the
future.

Table 8-14 shows incremental capital/output ratios (ICORs) for the
four East Asian countries. The same definition used by Faini and de Melo
(1990) was used in computing them. That study distinguishes three groups
of countries: manufacturing exporters; primary exporters; and developed
countries. The ICORs for the period 1970-86 in the three groups are 2.72,
2.16, and 2.50, respectively.

A comparison of the four East Asian countries with those in the Faini
and de Melo study reveals that investment in Korea, Thailand, and Malay-
sia was quite efficient. Their ICORs were within the range shown by the
most efficient countries. The sharp and short-lived increase in Malaysia’s
figures during the mid-1980s was associated with the 1985-86 recession; in
subsequent years its ICORs showed a marked improvement.

Only Singapore seems somewhat less efficient in terms of the growth
associated with its rates of investment. Its ICORs seemrelatively high when
compared with those of other countries. Between 1971 and 1988, for example,
Singapore’s average rate of growth of GDP of 8 percent was lower than that
of Korea (8.6 percent), while its rates of investment were substantially
higher (tables 8-1 and 8-2). As with Malaysia, the economic recession in the
mid-1980s greatly influenced Singapore’s ICORs. In 1987 and 1988, how-
ever, the situation improved dramatically. Singapore’s ICORs declined to
levels below the average for the most efficient group in the Faini and de Melo
sample, although not lower than those of the other three East Asian countries.

Econometric estimation and results

A private investment function for Korea, Singapore, Thailand, and Malay-
sia is estimated here. The period of estimation—1975 to 1988—was largely
determined by the availability of data.

According to the earlier discussion, private investment is considered to
be a function of:
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Table 8.14 The efficiency of investment, as measured by the incremental
capital/output ratio (ICOR)

Year Korea Cingapore Thailand Malaysia
1971 1.47 237 2.25 178
1972 1.83 2.23 239 1.48
1973 1.23 2.30 161 1.37
1974 1.63 312 221 1.85
1975 1.80 3.61 2.04 3.14
1976 1.42 2.81 156 1.38
1977 1.86 257 1.78 182
1978 218 2.56 1.69 1.93
1979 265 248 223 1.69
1980 777 267 2.26 233
1981 203 282 206 2.65
1982 239 3N 224 289
1983 1.84 3.55 1.88 2.80
1984 207 353 2.00 249
1985 2.33 8.07 239 521
1986 172 4.54 2.00 3.10
1987 1.85 2.44 1.61 1.96
1988 192 214 1.50 1.68
Average 1971-88 2.22 3.20 1.98 231
Average 1971-75 1.59 273 210 1.92
Average 1976-80 3.18 262 1.90 1.83
Average 1981-88 2.02 385 1.96 285

Notes: ICOR = Investment (t)/[GDP(t)-(1-d)GDP(t-1)]. d = depreciation = 0.07.
Investment and GDP in constant prices.
Source: World Bank data base.

(@) Public investiment. Theoretically two factors relate publicand private
investment. On the one hand, as public investment increases, the produc-
tivity of private investment increases, with the resultant expectation of a
positive correlation. On the other hand, there is the usual argument that
crowding out results in reduced private investment. Thus, in this study
there was no a priori expectation about the sign of public investment in the
equation. It would depend on which effect dominated.

(b) External debt as a percentage of GDP. The debt overhang argument
implies a negative correlation between the external debt burden (in this case
measured by the debt to GDP ratio) and private investment.

(c) Credit as a percentage of GDP. The greater. the amount of credit
available to the private sector, the more projects will be carried out. Assuch,
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a positive correlation of credit and private investment is expected.

(d) Interest rates. Higher real interest rates make investment more
costly. Atthe same time positive interest rates are often needed to promote
saving and thus to have an efficient financial sector, an argument advanced
by McKinnon (1973). This second factor would mean a positive correlation
between interest rates and private investment. Therefore there is a range
within which the correlation between both variables is unclear. Another
source of ambiguity about the effect of the real interest rate is that the
published interest rate in repressed credit markets probably does not mean
much. Inall four countries the free market forces operating in the financial
sector have to some extent been repressed.

(e) Uncertainty and stability. The more predictable the future environ-
ment is, the larger private investment will be. The coefficient of variation
of the real exchange rate will be used as a proxy for this variable.

(f) Per capita growth. Although not discussed in the previous sections,
per capita growthis usually included ininvestment equations to capture the
predictions of the flexible accelerator model. To avoid simultaneity prob-
lems the lagged value for this variable is used.

(g) Country-specific factors, captured by a dummy variable for each country.

Thus the equation takes the following form:

(8-1) IP/Y = fIPCGR(t - 1), IPU, XD, CR, RIR, CVAR, W]

where [P/Y = real private investment as a percentage of real GDP
{source as described in table 8-4).
PCGR(t - 1) = lagged percentage change in per capita GDP

(sources as described in tables 8-1—8-4).

IPU = real public investment as a percentage of real GDP
{source as described in table 8-4).

XD = external debt as a percentage of GDP
(sources as described in tables 8-1—8-4).

CR = credit to the private sector as a percentage of GDP
(source as described in table 8-7).

RIR = real interest rate (from the World Bank data base).

CVAR = Coefficient of variation of the real exchange rate
between year (t - 2) and year t
(source as described in table 8-11).
W = A vector of dummy variables, one for each country

in the sample, which takes the value of one for that
country and zero for the others.

The econometric results are presented in column 1 of table 8-15. All
signs confirm the previous hypotheses. Growth in per capita GDP enters
with a positive sign and is highly significant. Public investment also enters
with a positive sign and is significant at less than 1 percent. This finding
supports the results obtained by Aschauer (1989a and b) for the United



Investment and Macroecononiic Adjustment:The Case of East Asia 265

Table 8.15 Determinants of private investment—IKorea, Singapore,
Thailand, and Malaysia
[Dependent variable: log (private investment as a percentage of GDP)]

Variable (1) (2)
PCGR (t-1) 0.019 0.018
(4.764) (4.466)
log(IPU) 0.178 0.180
(2.781) (2.778)
log(XD) 0.153 0.153
(-3.391) (-3.357)
log(CR) 0.177 0.177
(2.480) (2.458)
RIR -0.015 0.016
(-2.204) (-2.210)
CVAR -1.402 -1.467
(-2.939) (-2.873)
log(RER) 0.052
(0.386)
Adjusted R2 0919 0918
S.E. of regression 0.082 0.083
No. of observations 54 54

Note: t-statistics are in parentheses.
Source: Authors’ calculations.

States, by Greene and Villanueva (1990) for a group of developing countries,
and by Blejer and Khan (1984) for a different group of developing econo-
mies, also chapter 6 and chapter 7, this volume. Thus it appears that the
productivity effect dominates, so that public and private investment are
complementary.”

As expected, external debt over GDP enters with a negative sign and is
highly significant. The coefficient of credit as a percentage of GDP is
positive and significant, as explained.

The real interest rate enters significantly in the equation with a negative
sign. The implication is the interest rate’s usual effects on the cost of credit
are more important than those of the repressed financial market, the
argument stressed by McKinnon (1973) and discussed above. This conclu-
sion is in line with the findings of Greene and Villanueva (1990) in their
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study of private investment in 23 developing countries, where they find a
negative relation between private investment and the real interest rate.

Finally, the measure of instability used here—the coefficient of varia-
tion of the real exchange rate—enters with a negative sign, significant at less
thanthe1 percentlevel. This resultconfirms the hypothesis that uncertainty
and stability are important determinants of private investment. Further-
more, it is consistent with the findings of Solimano (1989) and Servén and
Solimano (1990b).

Another variable that may be related to private investment is the real
exchange rate, RER. As discussed, the sign of this variable is theoretically
ambiguous. Column (2) of table 8-14 shows the results when the real
exchange rate is included in the equation.*® As observed, the real exchange
ratedoesnothaveany importanteffect in the regression: its coefficientis not
significant, and the rest of the variables have very similar coefficients and
levels of significance.

The same regressions were run using lagged instead of contemporary
values for the different explanatory variables (except for per capita GDP,
which is already lagged). The signs remain the same, and the coefficients
remain significant in almost all possible combinations. In sum, the results
obtained here seem quite robust.

Conclusions

East Asian countries have achieved unparalleled economic performance
over the last two and a half decades. A distinctive characteristic of these
economies has been their high rates of growth, which have been possible
because of their major, sustained investment efforts. The ratios of invest-
ment to GDP in East Asia have reached world record levels. The high level
of investment has been supported by a strong base of domestic saving and
quite significant foreign saving. This performance has made important
social improvements possible.

Table 8-16 provides some summary economic and social indicators for
these countries. For purposes of comparison, the countries are divided into
three groups—East Asia, Southeast Asia (in general, the term East Asia has
been used in this chapter to refer to both regions), and Latin America. The
primary distinguishing characteristics of the two groups of Asian countries
are not only location, but—most important—natural resource endow-
ments. The East Asian economies of Korea, Hong Kong, Taiwan®, and
Singapore are poor in natural resources, while the Southeast Asian coun-
tries (Malaysia, Thailand, and Indonesia) are rich. This division is impor-
tant for international comparisons, because the major Latin American
countries have abundant natural resources.

Although it may seem paradoxical, the poorly endowed economies
have significantly outperformed their natural resource—rich neighbors.
Malaysia, which had the highest fiscal deficits and the worst income
distribution of the countries analyzed in this chapter, has also been the
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Table 8.16 East Asia, Southeast Asia, and Latin America — economic and social

indicators

GNP per  Inflation Life Infant mortality rate

capita {annual  expectancy  Adult (per 1,000 live births)

Regions/ (% growth, average, (years,  illiteracy
countries 1965-88) 1980-88) 1988) (%, 1985) 1965 1988 Y%change
East Asia
Hong Kong 6.3 6.7 77 15.5 27 7 74
Korea 6.8 5.0 70 — 62 24 61
Singapore 7.2 12 74 175 26 7 73
Average 6.8 4.3 737 16.5 383 127 693
Southeast Asia
Indonesia 40 85 61 30.5 128 68 47
Malaysia 4.0 13 70 305 55 23 -54
Thailand 4.3 31 65 10.5 8 30 66
Average 4.1 4.3 65.3 238 903 403 55
Latin America
Argentina 0.0 2905 71 50 58 31 -47
Brazil 3.6 188.7 65 230 104 61 -41
Colombia 24 241 68 125 86 39 -55
Chile 0.1 208 72 6.0 101 20 80
Mexico 23 738 69 11.0 82 46 -44
Peru 0.1 119.1 62 185 130 86 -34
Uruguay 13 57.0 72 45 47 23 -51
Average 14 110.6 68.4 115 869 437 -503

Source: World Bank (various issues, 1990).

worst performer in everything but inflation. Consider growth in per capita
GDP over the period 1965-88. The average annual increase in East Asia was
6.8 percent, whereas Southeast Asia achieved “only” 4.1 percent. Moreover,
every East Asian country has a rate of GDP growth atleast 50 percent higher

than that of any Southeast Asian economy.

The rates of investment and saving in East Asia have been significantly
higher than in Southeast Asia, especially in recent years, with the differ-
ences usually around 10 percentage points of GDP. A qualification about
the efficiency of investment in Singapore is, however, necessary. Although
its efficiency appears to have been lower than that in the other countries
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during the mid-1980s, it has since recovered significantly. Regarding
inflation, the results have been remarkable and much better than those of
industrialized economies. During the 1980s, for example, the average
annual rate of inflation in both regions was 4.3 percent, with Singapore and
Malaysia at slightly over than 1 percent. Here, there is no clear dominance
of East Asia over Southeast Asia.

The differences between East and Southeast Asia appear to be minor
when Latin America enters the picture. Average growth in per capita GDP
amounted to only 1.4 percent during 1965-88 for the seven countries in the
table. The rate of inflation was, at 110.6 percent on average, over 25 times
higher than that of Asia. The gaps in these two indicators are indeed
remarkable.

The progress in Asia has involved not just the economic scene. The
social indicators have improved dramatically as well. The rate of infant
mortality in East Asia declined by almost 70 percent on average between
1965 and 1988; in Southeast Asia the same indicator fell by 56 percent over
the same period and in Latin America by 50 percent. Once more, the first
region outperforms the second, which, in turn, outperforms the third.
Furthermore, infant mortality rates in Singapore and Hong Kong (at 7 per
1,000 live births) are the lowest in the world after Japan, Finland, and
Sweden. Life expectancy at birth in 1988 averaged 73.7 years in East Asia,
65.3 years in Southeast Asia, and 68.4 percent in Latin America. Adult
illiteracy in 1985 was 16.5 percent, 23.8 percent, and 11.5 percentin the three
regions, respectively.® Latin American performance as measured by these
last two indicators improves. Moreover, in the case of the latter indicator,
it shows the best performance.

Private investmenthas beenadominantfactor in East Asia’s growth. In
Korea, the share of private investment in total investment has been over 80
percent, in both Singapore and Thailand over 70 percent, and in Malaysia
about 58 percent. Thus the participation of private investment in total
capital formation has been significantly higher in East Asia than in other
developing regions, such as Latin America (with the exception of Malaysia,
which has been comparable to Latin America). If the fact that total investment
rates are much higher than in other regions is taken into account, it is clear
that the rate of private investment to GDP is much higher in East Asia.

A handful of variables explains well econometrically the performance
of private investment in East Asia. An increase in GDI” growth, public
investment, or credit availability exerts a strong and positive influence over
private investment. Higher external debt, real interest rates, or variability
in the real exchange rate are clear disincentives to private investment.

With these results it is tempting to make some international compari-
sons. Why has private investment been so much stronger in East Asia than
in Latin America? Key differences appear to be the instability of
macroeconomic variables (measured here by the coefficient of variation of
the real exchange rate) and the ability (and willingness) to adjust to external
shocks. By every possible measure macroeconomic stability has been much
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higher in East Asia, a result of more stable and consistent policies. As a
result of these policies and the greater willingness to adjust, East Asia
weathered the debt crisis much better than Latin America did. Of the four
East Asian countries Singapore never had an external debt problem (it
privileged foreign direct investment over external debt), and Thailand’s
problems with foreign debt were minor. By many indicators Korea had the
greatest problem with foreign debt among the four countries. It quickly
implemented an adjustment program, however, and also had the luck of
suffering its debtcrisis in 1979-80, before the generalized debt crisis erupted.
According to Collins (1988a), in 1979-80 Korea was still able to borrow
overseas to support high rates of investment, a strategy that would have
been very difficult a few years later.

It is possible to conjecture that policy stability—and thus private
investment and growth—has been facilitated in Asia by a much more
equitable income distribution than Latin America’s. Recent international
evidence (Alesina and Rodrik 1991) backs this argument but, because data
are not available, this issue could not be verified econometrically. The
relations among income distribution, private investment, and economic
growth remain a prominent issue on the research agenda.

Notes

1. Wearevery grateful to Susan Collins, Luis Servén,and Andrés Solimano
for their insightful comments and suggestions. We havealso benefitted
from comments at seminars held at the Banco Central de Chile, Pontificia
Universidad Catdlica de Chile, and the World Bank.

2. These four countries are referred to here as East Asian, although the

literature distinguishes between East Asian countries, or newly indus-

trialized countries (NICs) (Korea, Singapore, Taiwan, and Hong Kong),
and Southeast Asian ones (Indonesia, Thailand, Malaysia, and the

Philippines).

All dollars are current U.S. dollars unless otherwise specified.

4. Collins (1988b) has argued that one of the differences in the develop-
ment of Japan and Korea has been external borrowing. When personal
savings fell in Korea, the government financed investment through
increased external borrowing. In contrast, Japan curbed investment
when savings fell.

5. Thesefiguresare inreal terms (1980 dollars)at purchasing power parity
exchange rates. For the period 1986-88 growth rates from the national
accounts were used. Based on the same source, Korea's per capita GDP
went from US$797 in 1965 to US$4,112 in 1988, Thailand’s from US$833
in 1965 to US$2,242 in 1988, and Malaysia’s from US$1,309 to US$3,665.

6. Interestingly, whereas foreign authors consider Thailand to be a suc-
cess, Thai authors are much less enthusiastic (see Warrand Nijathawormn
1987).

7. Corden (1990) estimates the cost at about 4 percent of GDP.

w
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11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

A World Bank book on Malaysia, for example, is suggestively titled
Malaysia: Growth and Equity in a Multiracial Society (Young, Bussink, and
Hassan 1990).

There is no good set of data before 1970.

. As will be discussed later, income inequality is one of the factors that

most strongly differentiates Malaysia from other East Asian countries.
The 12 countries are Argentina, Bolivia, Brazil, Chile, Colombia, Costa
Rica, Ecuador, Guatemala, Mexico, Peru, Uruguay, and Venezuela.
The period considered is 1975-87.

The government undertook austerity measures after the 1985-86 reces-
sion that included an important decline in public investment—from
16.5 percent of GDP in 1981-86 to 10.5 percent in 1987-88.

The criterion was to select countries with a 1960 per capita GDP at least
25 percent of the level in the United States. Data were taken from the
Summers and Heston data set.

For purposes of comparison the rate for Japan was 12.23 percent, the
United States 7.62 percent, and the United Kingdom 6.94 percent.
The pattern of going from current account deficits to surplus is embod-
ied in the theory of “balance of payments stages” originally suggested
by John Elliot Cairns in the nineteenth century. I[f the surpluses
continue, in the next stage some of these countries will become net
creditors vis-a-vis the rest of the world.

Total creditto the private sector is not, however, a perfect measure of the
importance of credit policies in these economies. A more complete
picture must include the allocation of credit across sectors. A lack of
data precluded more work on this issue.

Hong Kong, however, pursued a more market-oriented strategy in the
financial sector. This approach may be the reason the indicators of
financial deepening show Hong Kong ahead of Singapore. The ratio of
money plus quasi-money to GDP in Hong Kong was about 110 percent
in 1988.

The controls the government imposed on nominal interest rates in
Thailand during the 1970s resulted in negative real interest rates. In the
early 1980s the government relaxed these controls and raised the
ceilings on interest rates. This move, coupled with declining inflation
rates, resulted in positive real interest rates after 1982.

Recall, however, the criticism of Dornbusch and Reinoso (1989) of this
view.

Defined as the sum of monetary and quasi-monetary deposits in the
banking system, deflated by the consumer price index.

Some trace the Bank of Thailand’s conservatism to the rule of King
Rama V (1868-1910), who had British financiers as economic advisors
(Warr and Nijathaworn 1987).

This figure, however, might not include revenues from public compa-
nies, especially the oil sector.

Servén and Solimano (1990a and b and chapter 2 in this volume) present
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a detailed discussion of the effects of a devaluation on investment.

24. There was a brief period of floating rates between 1979 and 1981.

25. Forexample, the simple average tariff rate for 1982-83 was 23.5 percent
(James, Naya, and Meier 1987, p. 37).

26. Control over the private lives of its citizens may, however, be much
greater. The government, for example, concerned that highly educated
women were not marrying, created a matchmaking agency for gradu-
ates. Military serviceis extended for those considered too fat, as obesity
is almost considered a public offense.

27. Dornbusch and Edwards (1990) and Sachs (1989a) analyze the populist
pattern in Latin America.

28. SeeServénand Solimano (1990a and b and chapter 2 in this volume) for
a discussion of the debt overhang argument.

29. The lagged value of the public investment to GDP ratio was also used,
as it avoids a possible problem of spurious positive correlation that
arises because both private and public investment are divided by GDP.
The sign of the coefficient remained positive, but its significance fell.

30. Thereal exchange rate series were obtained from the World Bank data
base and are the same as those in tables 8-1—8-4.

31. Taiwan is not included in the table because of a lack of data.

32. Unfortunately, there are no figures on adult illiteracy and life expect-
ancy in these countries as of the late 1960s or early 1970s.
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Policies for the Recovery of Investment:
Panel Presentations

This chapter presents edited versions of the panel presentations made
at the conference on “Private Investment and Macroeconomic Adjustment
in Developing Countries,” held at the World Bank in March 1991.

Rudiger Dornbusch

The setting in which investment will flourish has several ingredients,
among them: opportunities; prosperity; coordination; rules of the game;
and finance.

Opportunities

Some regions are blessed; others can offer barely any opportunities, no
matter how hard they try. Some regions of Africa fall into the latter
category, and so do parts of Latin America, for example, Bolivia. They once
offered opportunities, when their primary commodities benefitted from
attractive world prices. Ruled by oligarchies or colonial administrations
thatsingle-mindedly fostered respect of property and the established order,
they offered plausible outlets for foreign capital. Today the commodities
are not worth much in the world markets, and political systems are
unstable. Itishard to make up for the lack ofa god-given opportunity. Scale
economies favor production in industrial centers, transport costs are not
extreme, and the result is that an economy may not be attractive for
substantialinvestment. [t willbecome depressed, and thereisnot much that
canbedoneaboutit. Frankly, emigration may be the bestanswer. Note that
this conclusion was voiced even for Ireland.

It might be argued that there is a wage in dollars low enough to make
production for the domestic and world markets profitable. 1 doubt that
argument is valid, because a wage that low becomes a political problem.
That problem in turn creates new difficulties that get in the way of invest-

275
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ment. [ may be exaggerating this pointabout opportunity, but I believe we
should be far more cautious inadvancing the view that the right policies can
makeany placea place inthe sun. Ajointeconomicand political equilibrium
may simply not exist in parts of the world that had good days butare now
“economic deserts.” Ghost towns in the Far West are examples. Dirt-poor
countries may be undergoing the same phenomenon except that they
cannot move away.

Prosperity

The next ingredient for investmentis prosperity—the feeling that things are
getting better and that they will continue to do so. While prosperity is
mostly in the minds of investors, for that very reason it is the chief driving
force of a broad-based investment boom.

Prosperity can be created easily. Even populists can do so. Former
President Alan Garcia of Peru is a good example. Two years of spending,
and he received a standing ovation from the business community—and a
healthy dose of investment. Three years later, however, the experiment
crashed (Dormbusch and Edwards 1990). The danger with prosperity is that
it may be built on sand and turn out to be very ephemeral, as was the case
in Peru. Prosperity in Peru, as in many developing countries, was charac-
terized by passion and unreason, by a fear of losing out on a good thing (for
example, a good investment opportunity), rather than by the centuries of
wise, moderate, and steady accumulation such as that underlying Swiss-
style prosperity. Hyndman and Hobson (1967, 153-54) offers a good
description of the former type of prosperity:

Buenos Aires surpassed every other city in its luxury, extrava-
gance and wholesale squandering of wealth. There was literally
no limit to the excesses of the wealthier classes. While money,
luxuries and material poured in on the one hand, crowds of
immigrants from Italy and other countries flocked in to perpetu-
ate the prosperity of the new Eldorado of the South. Railways,
docks, tramways, waterworks, gas-works, public buildings,
mansions, all were carried on at once in hot haste.

The commercial real estate experience of Massachusetts in the United
States in the late 1980s presents another example of the same phenomenon.
Prosperity is a powerful engine, but often for a risky trip.

Coordination

The profitability of an individual investment is almost inevitably
dependent on whathappens elsewhere in the economy. This situation creates
a serious problem for investment: as with two Germans at the door, everybody
says, “ Afteryou, please.” If nobody goes first, nothing happens in the economy
(Dombusch 1990). Even thougheverybody keeps saying the fundamentals are
right, they all hold off on investments except of the most liquid kind.
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Even though coordination is central to generating investment, often
little can be done to bring it about. Occasionally there are extraordinary
opportunities, as is the case in Mexico today. The large amount of flight
capital abroad would, if returned, easily cement economic stability. The
owners of the capital are waiting for the message to start the stampede. The
creative use of a free trade agreement may well become the coordinating
device that sends the message that all is well, that it is safe to come home.
When that message spreads, coordination is a done deal, and prosperity
will take off.

Rules of the gnme

Luigi Einaudi, Italy’s celebrated postwar finance minister and president,
said thatinvestors have the memories of elephants, the hearts of lambs, and
the legs of hares. Institutions are there to assure investors of stability in
property rights and economic management. Without an institutional
setting, principal-agent problems cannot find a satisfactory resolution.
When they go unresolved, opportunities dry up.

Institutions. Decentralization of responsibilities and decisions, specifi-
cally between lenders and producers, call for property rights that secure the
interest of lenders without unduly interfering with the ability of managers
to carry out long-term decisions. When property rights become insecure,
capital markets dry up, and the horizon of firms shrinks to a year, a month,
or a day.

In many places in Latin America, property rights are in question. There
is no way of securing equitable judgments in court, and majority owners
routinely deprive stockholders of their returns. Extremely low price/
earnings ratios on stocks often are a signal not of a country without
opportunity but of a country without an effective legal system. Venezuela
or Brazil are striking examples. Rules of the game also apply to
macroeconomic management. If real interest rates and exchange rates and
inflation rates are violently unstable, the horizon inevitably shrinks. With
theshrinking horizon comes a declinein profitability and reduced incentive
to invest. Of course, real interest rates and exchange rates are not the only
variables that count. Even so, a comparison of Argentina and Chile is
revealing. It is hardly surprising that in Argentina, which has three times
thevariability of Korea, investment is notonly low—negative innet terms—
but it also has too short a horizon (Table 9-1).

Interventionist policies, particularly the recurrent use of price controls
and discretionary interference in firms” production and pricing plans add
to the instability of real exchange rates.

Continuity. Investors abhor transitions. Unresolved issues, in the way
discussed by Bernanke (1983), stand in the way of investment, whereas
continuity supports commitment.

The sound rule in banking is “never lend in a transition.” This rule
applies with equal relevance to investment decisions. Governments there-
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Table 9.1 Variability of the real exchange rate
(coefficient of variation)

Argentina Koren
1970-79 18.1 9.9
1980-90 29.2 10.8

Source: Author’s calculations.

fore must make every effort to move quickly to a sustainable regime and to
put in place mechanisms that ensure asset-holders against abrupt moves.
Governments must have a policy and not engage in day-to-day discretion-
ary reaction to events. This idea is fundamental to what is called
Ordnungspolitik in Germany—stability with rules (Stutzel and others 1982).

The critical missing link in many Latin American countries today is
governance. Mexico exemplifies the critical role of purposeful government
in fostering confidence, growth, and the return of flight capital. Argentina
(until recently) or Brazil show how the melting, or outright wrecking, of
economic institutions ultimately undermines the willingness of citizens to
invest. In the end, the ensuing decapitalization undermines a country’s
ability to pay yesterday’s wages. Standards of living decline and make
politics increasingly difficult because distribution rather than growth are at
the center of public policy concern. Workers call for economic reactivation
as the answer to their plight, but in fact the country’s ability to sustain past
standards of living has been dissipated.

Finance

Last but not the least determinant of investment is finance. Here the focus
is on three issues: the initial debt overhang; the government budget as a
source of national saving; and, finally, the structure of financial intermedia-
tion.

The Debt Overhang. Unresolved debt problems, not debt per se,arean
obstacle to investment. Itis hard for a man to establish a relationship with
a lender if the estranged wife keeps barging in claiming alimony. Mexico
has demonstrated that getting debt out of the headlines and off the front
page, however good or disappointing the deal is, is a critical first step in
focusing discussion on the far more important task of restructuring and
growth. The Brady Plan may not solve the debt problem, but it certainly is
a first-rate way to push the problem to the sidelines where it belongs.
Ultimately, after reconstruction, many countries can easily service their
debt. The chief issue is to take away its nuisance value today.

Stability and the Budget. Anyone who invested in nominal assets in
Argentina in the mid-1980s would in real terms have less than five cents on
thedollar today. Even if people save, nobody can expect them to invest that
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saving in a financial system that systematically robs them. In this environ-
ment of protracted financial instability, it is no surprise that capital flight is
endemic. The first priority in the area of finance must be to establish
financial normalcy. Theessential elements of normalcy area balanced fiscal
budget and a stable exchange rate policy.

Whenrules are stableand prosperity abounds, so does saving. Feldstein
and Horioka show that saving tends to be invested in the country. Thus,
unless instability drives saving out, a shortage of resources should notbe an
issue. Moreover, if opportunities abound and the stability of the rules is not
in question, external saving will be available for the asking.

In their investigations of the linkage between international savingand
investment, Feldstein and Horioka find that saving tends to be predomi-
nantly invested in the country whereitoccurs. Ifitis true that whatis saved
is available for investment, it must follow that if the government saves
more, more is available for private investment. Taxation is the most
effective means of increasing public sector saving. More attention should
be focused on creating broad-based, efficient tax systems that will reduce
the budget deficits. This measure would promote stability and make more
resources available for private investment.

The Structure of Financial Intermediation. There are important
questions regarding financial intermediation. Financial institutions are in
the business of intermediating between ultimate lenders and final borrow-
ers. How well do they do their job? Recurrent crises in the markets for
sovereign debt, the savings and loan scandal, and the fragility of commer-
cial banks in the United States, and the same problem in many countries that
have “opened up,” suggest that the structure of intermediation must be
viewed with extreme suspicion and subjected to the most thoughtful
regulation.

A key consideration is to achieve an intermediation system that focuses
onlending to small and mediume-size firms for which the agency costs of the
capital market are prohibitive. Unfortunately, banks do not find these
businesses the most attractive and instead favor large projects such as the
debt of developing countries or vast real estate developments. History is
not on their side.

In the area of finance, equity markets are essential to avoiding an
economy that is overindebted. While there are problems with equity, they
fall short of the risks of an overly leveraged economy (Tirole 1991).

Robert S. Pindyck

Let me say a few things about investment at the risk of repeating some of
what 1 said at the conference. The kinds of models and issues that |
discussed yesterday essentially emphasize two parts of investment. The
firstis the generation of valuableoptions to invest, that is, the ability of firms
in countries to invest productively. The second is the exercising of these
options. When and how do firms actually make their investment decisions?
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Most of the discussions at the conference (including my presentation
and those of Ricardo Caballero and others) focused on the second of these
issues. In other words, the concern was what encourages or discourages
firms from exercising their investment options? In this context, we gave
considerable attention to risk and the role of various kinds of uncertainty.
In some sense, these discussions elaborated on the obvious. Clearly, if the
economic environment is unstable and the rate of inflation is jumping from
1 percent a month to 20 percent a month, or if the country is politically
unstable, it is unlikely a lot of investment will take place. Do complicated
models really need to be developed to elaborate on this point? I say yes, for
tworeasons. Models help flesh out the story and identify how important the
various kinds of uncertainty are. They also help in comparing the role of
uncertainty and instability with other factors that can influence investment.

Nevertheless, the exercising of investment options is only one aspect of
investment, and in some sense it is being overemphasized. The actual
generation of these options is the other aspect. Where do they come from?
How can we help countries create the conditions that generate options to
invest? In the case of the World Bank, it may have to support more analyses
at the micro level of industrial structure. It would be useful to look, for
example, at strategic complementarities: does promoting investment in
some sectors lead to greater investment in others, or does promoting
infrastructure create spillovers that increase the value of investment op-
tions throughout the economy?

The conference somewhat neglected the topic of investments in human
capital. | agree with Rudiger Dornbusch that education is a critical factor.
If we look at Southeast Asia and compare economic development in
Singaporeand Hong Kong with thatin Malaysia, clearly education has been
very important. [t seems almost obvious that education at various levels is
going to play a key role in generating options to invest. While the exercising
of those options and the role of stability and uncertainty are important, they
may be secondary to the generation of these options in the first place. I
would like to see more research aimed at getting a better understanding of
the conditions needed to create options for investment.

Dani Rodrik

I will discuss three sets of issues. The first has to do with the policy
implications of the investmentirreversibility paradigm. The second relates
to a somewhat alternative perspective on private investment having to do
with bandwagon expectations and seif-fulfilling prophecies. Third are
some “deeper” determinants of investment.

Policy implications of investinent irreversibility

The main message of the irreversibility paradigm is that uncertainty mat-
ters a lot. Indeed, it may matter so much as to render insignificant some of
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the traditional determinants of investment, such as the cost of capital, level
of profitability, or tax incentives. Uncertainty is important both to the level
of investment and its responsiveness to changes in the economic environ-
ment: policy and macro uncertainty not only hurt investment, they also
make it less responsive to policy reforms.

We have heard surprisingly little on the policy implications of this
approach. At one level, these implications are obvious: policymakers
should avoid exacerbating uncertainty by establishing policies tha* are (or
are perceived as being) credible and sustainable. That said, although that
statement is valid and important, in practice it has little operational signifi-
cance. We need to go further and state what the specific implications of that
statement are for the design of World Bank lending programs and policy
reforms.

Let me suggest a few implications. For macroeconomic policy, the
irreversibility paradigm strengthens the orthodox message: ensure fiscal
rectitude and avoid overvalued exchange rates. Large fiscal deficits and
overvalued exchange rates are doubly bad—they wreak havoc with
macroeconomic balances, and they increase uncertainty. Much of the
uncertainty in developing countries can be traced to unsustainable macro
policies. Unsustainability implies a future policy change. Even though the
public can understand the need for policy change, neither the timing of the
change nor what comes after it can be predicted with any degree of
certainty. Hence, fiscal reform and currency devaluation (when used
sparingly) are good for private investment because they resolve uncertainty.

Atthemicroeconomic level of project appraisal, the irreversibility paradigm
alsohas clearcutimplications. When world prices and domestic policies are
uncertain—in other words, most of the time—the traditional methods of
project appraisal have to be augmented by irreversibility considerations.
Waiting may often be a wiser course than building a plant that looks profitable
under current and expected future conditions. The developing world is full
of white elephants built before their time. Options pricing and dynamic
programming methods can be usefully brought to bear on such decisions.

Next are the so-called structural policies, such as trade and financial
sector reform. Here the implications of the irreversibility paradigm are not
clear. In fact, they may contradict the orthodox prescription. Too often,
structural reforms aim at replacing perfectly sustainable—if highly distort-
ing—policies with more liberal ones. Viewed from the perspective of the
irreversibility paradigm, such reforms have a hidden cost, as they often
increase uncertainty. Many factors contribute to this outcome. First,
structural reforms replace the rules of the game to which entrepreneurs
were accustomed with a new set of rules whose workings take time to get
used to. Second, the government’s commitment to the reforms is often
suspect, as the reforms are undertaken under pressure from creditor
institutions. Third, in highly distorted settings the introduction of struc-
tural reforms can have highly unpredictable consequences. For all these
reasons, waiting may be the investors’ natural reaction to structural reform.
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These considerations need not make structural reform undesirable.
The point is that if the irreversibility paradigm is to taken seriously, such
tradeoffs have to be considered explicitly and the appropriate implications
drawn for the design of structural adjustment programs.

Bandwagon expectations and self-fulfilling prophecies

There is an alternative way of viewing the disappointing investment
performance to date—through the self-fulfilling expectations paradigm.
Private investment is susceptible to an externality of a particular type: the
profitability of my investment depends on the investment of others. As
such, aggregate investment is highly sensitive to psychological factors and
bandwagon expectations. It is easy to get locked into a “bad” equilibrium,
with no one investing simply because no one expects others to do so.

Susan Collins and I recently surveyed large companies about their
investment plans in Eastern Europe and the former Soviet Union. One
question concerned the main reason they were attracted to the region. We
provided a list of some fundamental economic reasons as possible answers:
proximity to the European Community’s market; low labor costs; and the
skill level of the region’s labor force. Respondents ranked the “potential to
beat out competitors by being first” higher than any of these others. This
response brought home how interdependent investment decisions really are.

From this perspective, the investmentshortfall in developing countries,
whatever may have caused itinitially, can be viewed as reflecting a massive
failure in coordination. How do we get out of this low investment trap?
Economic models are not of much help. One broad conclusion, however, is
that large shocks, rather than marginal policy tinkering, are called for.
Investors need to be pushed from the bad equilibrium to the good one. This
shift can only be accomplished with large enough shocks. In practice, the
implications are several. The required shock may be large-scale capital
inflows from abroad, or it may be that governments undertake large-scale
structural reform.

Note the potential conflict with the policy conclusions drawn from the
irreversibility paradigm. If the problem originates from a failure to coordi-
nate, shaking things up is a good idea, even if that measure increases
uncertainty. Thus, the paradigm with which the problem is approached
may make a big difference.

Deeper determinants of private investment

Finally, itis time to think more about some of the “deeper,” more fundamen-
tal determinants of private investment. As summarized in chapter 6,
“Economic Adjustment and Investment Performance in Developing Coun-
tries: The Experience of the 1980s,” one of the lessons to be drawn from the
evidence to date is the diversity of country experiences: investmenthas been
more resilient in Brazil than in Argentina, despite very similar macro
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problems; private investment appears to have responded to structural
reforms in Chile, Mexico, and Turkey, but not in Bolivia; the differences
between Asian and Latin American countries are well-known. “Diversity”
is really another name for ignorance: we simply do not know why these
outcomes have been so different.

Moreover, theirreversibility paradigm is rarely helpful in understand-
ing some of these differences. Too often, it leads to tautologous explana-
tions. It is tempting to argue, for example, that the poor performance of
Bolivian investment is the result of the continuing uncertainty in the policy
and macro environment. However, the only evidence is the poor perfor-
mance of Bolivian investment.

What are some of the deeper determinants of private investment? They
are mainly structural and political in nature. In joint work with Sule Ozler,
we tried to extend the usual private investment equation to consider the
roles of some such variables. We derived two main results. First, private
investment tends to be higher, controlling for the other usual determinants,
in economies where political rights are more complete. Possible explana-
tions have to do with the better provision of property rights in more open
political systems or the greater willingness of organized labor to be accom-
modative in such environments. Second, higher levels of urbanization,
again with the appropriate controls, are associated with more drastic
reductions in investment in response to negative external shocks. The
implication is that high levels of urbanization are more conducive to
pernicious types of populist politics and make adjustment to shocks more
difficult. Neither of these results goes too far toward accounting for the
diversity noted above. However, they are indicative of the mileage that
might result from looking at a broader universe of determinants of invest-
ment.

Another importantdeterminant may wellbe the distribution of income.
Thereisa growingbody of evidence that suggests thatcountries withamore
equal distribution of income grow faster, especially if the political system is
democratic. One explanation is that a large middle class and a sufficiently
widespread ownership of capital are necessary to ensure that growth-
inducing resources (capital of various sorts) are not taxed too heavily.

Uncovering some of these deeper determinants may serve more thanan
academic purpose. They will help in understanding what portion of the
observed diversity in investment performance is truly structural (and
therefore not manipulable by policy) and what portion can be affected by
policies. Governments may notbe able to push urbanization levels back, for
example, but they can certainly influence the distribution of income and
wealth.

Andrés Solimano

My presentation focuses on two areas. I first draw some general lessons
from the results of this research project (including issues raised during the
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conference). I then point out some issues in the area of private investment
and macroeconomic adjustment that merit further research. My discussion
is selective rather than exhaustive.

Main lessons

First, the slowdown in capital formation in developing countries in the
1980s, which went well beyond a cyclical downtum, was closely linked to
thedramatic cutin foreign financing that took place after 1982 in developing
countries. This trend started to be reversed in the early 1990s, as capital
flowed back to Latin America in response to interest rate differentials, new
opportunities opened by privatization, and the structural reforms. How-
ever, the new cycle of capital inflows is not problem-free: it may be
unsustainable; it generates a tendency for real currency appreciation that
squeezes export profitability; and the sterilization of capital inflows may
generate losses to the Central Bank. All this may affect the sustainability of
the macro environment in which investment decisions are made.

Second, a main finding from the country experiences reviewed in this
project is the variety of the responses of investment to both economic
instability before reformand to adjustment policies. A clear example of that
diversity is the responses of private investment (and growth) in Chile,
Mexico, and Bolivia to adjustment and liberalization. In Chile, private
investors reacted quite forcefully to the new structure of incentives in the
late 1970s and late 1980s. In Mexico, the response of investment and growth
to the structural reforms launched in the mid-eighties has been more
moderate. Incontrast, in Bolivia private investment has remained stagnant,
as has per capita growth, in the aftermath of stabilization and reform. The
experiences of Brazil and Argentina in the 1980s also illustrate the existence
of diversity in the response of private investment to acute economic
instability.

Third, the importance of macro stability and policy credibility for
promoting capital formation was discussed ad abstinato in the conference.
Certainly, stability and credibility are prerequisites for an adequate invest-
ment response to economic incentives. However, it is also clear that the
practical implications for policy design of the “credibility approach” are
still elusive (see also Rodrik’s panel presentation). In fact, ways to increase
credibility may include either shock treatment at the macro level and rapid
liberalization or, to the contrary, gradualism so as to avoid the social
hardship thatcan invite policy reversals ina process of economic reform. As
is apparent, the “credibility approach” could be consistent with very
different policy implications.

Fourth, euphoria and booms of private investment in periods of abun-
dant credit should be treated with caution. Chile in the late 1970s-early
1980s offers a good example of how overoptimistic expectations by the
private sector may lead to an investment boom that, in the end, turns out to
be neither sustainable nor directed to the right sectors. The implications are
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clear: beware of the soundness of private investment decisions made at
times of widespread euphoria.

Fifth, econometric estimates of investment equations using panel data
show some robust results across time and space:

¢ Publicinvestment (particularly in infrastructure) tends to be comple-
mentary to private investment.

¢ The level of the real exchange rate has anambiguous and statistically
insignificant effect on (aggregate) private investment.

* The variability of the real exchange rate and of the rate of inflat-
ion have a significantly adverse effect on private investment. This find-
ing provides empirical support for the contention that the level of priv-
ate investment is inversely related to the degree of macroeconomic in
stability.

¢ The (high) ratio of external debt to GDP has a negative effect on the
private investment ratio. This finding confirms the argument that the debt
overhang is a powerful deterrent to private investment.

Issues for future research

Let me focus on three areas where more research is needed. First, the
research under this project focused mainly on the effects (and interactions)
of adjustment policies on the level (or quantity) of private investment.
Another important dimension is the productivity and quality of investment:
more analysis of the efficiency of investment is required to understand
better the crucial link between investment and economic growth.

The second, and related, area involves the need to explore the existence
of differences in productivity across different types of capital goods
(both physical and human). Moreover, the issue of externalities and
complementarities between investment in human capital and physical
capital, between foreign direct investment and national investment, and
between public and private investment are worth exploring in more detail.

Third, a largely neglected but still important area where research is
clearly insufficient is the relationship between the distribution of income
and private investment. The degree of (in)equality in income distribution
may affect the level of private investment through different channels. First,
large income inequalities in the population may lead to social and political
instability and discourage private investment. Second, the propensity of
governments is to adopt populist policies that are destabilizing. Populism
has often been a (misconceived) response to claims for income redistribu-
tion. Then a more equitable distribution of income may be a necessary
condition for avoiding populist policies that ultimately have an adverse
effect on long-term investment. Third, income distribution may affect the
profit share and the level of profitability of investment. This puts limits on
the room for redistribution that can affect investment by reducing profit-
ability. New theoretical and empirical analysis in this field would be very
welcome.
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Fourth, this project chiefly focused on investment. However, a better
understanding of the determinant of savings and the interactions and
causality between investment, growth and savings is certainly necessary.

Luis Servén

I want to emphasize three lessons that follow from what was discussed at
the conference. The lessons themselves are sources of additional questions
that require new work. The first lesson is that public investment seems to
matter—and to matter greatly. However, this conclusion raises more
questions that it answers. First, it indicates that we need to look in much
more detail at the specific composition of public investment. We need to
separate those ingredients that are directly competing with private invest-
ment (for example, public investment in manufacturing, where the private
sector could be as competent as the public sector) from investmentin items
such as infrastructure, as was mentioned. Then we have to go one step
beyond and include, among these complementary public expenditures,
those related to human capital, education, health, and the like. These
questions have to be looked at in more detail in a country—specific context.
Answering them is crucial to the design of reasonable, as opposed to
“irrational,” fiscal adjustment.

My second lesson relates to another result emphasized at the confer-
ence. It seems that external debt matters a lot. A higher debt burden,
however measured, is associated with worsened investment performance.
Again, this conclusion raises more questions than it answers. Why is there
anegative association between high debt and investment? Is it because the
debt service has an adverse effect on the financing available to the country?
Is it because of the uncertainty associated with the need to meet the future
external transfers? Again, more work isneeded in this area, in partbecause
of its importance to the evaluation of alternative financing arrangements,
such as alternative debt relief measures.

The third lesson relates to the role of uncertainty and instability. We
find consistently that instability matters—and matters a lot. We have made
significant analytical progress through the work of Robert S. Pindyck and
Ricardo Caballero in understanding why uncertainty matters for invest-
ment decisions. We have also made progress in designing methods for
evaluating how much it matters. One suggestion that emerges from recent
work in this area is that the specific effect uncertainty has on investment is
likely to depend very much on history, that is, on initial conditions.
Specifically, when the starting point in the business cycle is at a low point
(forexample, a recession)and uncertainty is great, it may be very, very hard
to stimulate investment. Again, this dependence on history suggests the
need to look at specific country experiences and particular sources of
uncertainty.

This issue also relates to problems | would like to include under the
broad heading of uncertainty and instability. The first one is political
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instability, a crucial source of uncertainty in many countries that needs
careful analysis. Second is one specific form of political instability (already
mentioned) related to income distribution. More analytical work and anin-
depth look at country experiences are needed to acquire a better idea of the
implications of these two factors. They are quite important from the
viewpoint of policy because, as Rodrik and Solimano suggest, they deter-
mine what types of policy reforms may be adequate and feasible. Let me
add that they may also determine what the speed of policy reform should
be. Some drastic reforms may simply not be possible under certain political
circumstances—for example, under certain income distribution conditions.
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